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Preface 

The rapidly advancing warfighting technology has lead to a recognition by the 

military of the critical need for a paradigm shift to place the human in the centre  

of military systems development. Both conventional system design and the artifi-

cial intelligence paradigms have converged on the principles of user-centred de-

sign, resulting in a range of break-through solution types - from sophisticated  

operator interfaces for conventional systems, based on augmented cognition and 

assistive technologies, to autonomous and semi-autonomous platforms aspiring at 

replacing – or partially replacing – the human effort. The emerging theme in most 

– if not all – of these inventions is that the object of design is not a technical sys-

tem that gets adjusted to suit the operator, but a holistic socio-technical system 

that has human input at its core, in a specification-defining capacity. 

We wish to publish the state-of-art research on defence related systems in our 

future volumes of the sub-series as the previous volumes on defence systems have 

proved useful not only to the research community but to a wider community of 

researchers in the field. 

The focus of the current volume is on the design and optimization of such 

socio-technical systems and their performance in defence contexts. Conceptual 

and methodological considerations for the development of such systems and crite-

ria likely to be useful in their evaluation are discussed, along with their conceptual 

underpinnings in total system performance analysis. 

The book has assembled contributions from leading academics and defence sci-

entists and represents a “state of the art” in their respective fields. 

The book is directed to researchers, practitioners and advanced graduate stu-

dents in systems engineering and human factors.  

Thanks are due to the authors and reviewers for their contribution. The editorial 

support by the Springer-Verlag is acknowledged. 

 

 

Lakhmi C. Jain 

Adelaide, Australia 
 

Eugene V. Aidman 

Sydney, Australia 
 

Canicious Abeynayake 

Adelaide, Australia 
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Chapter 1 

Advances in Defence Support Systems 

Lakhmi C. Jain
1
 and Eugene Aidman

2
 

1 School of Electrical and Information Engineering, 

University of South Australia, 

Mawson Lakes Campus, 

South Australia SA 5095, 

Australia 
2 School of Psychology, University of Adelaide, 

South Australia,  SA 5005 

Principal Staff Officer Science, HQ Forces Command 

Paddington NSW 2021 

Australia 

Abstract. This chapter previews the main themes and contributions to this 

volume, focusing on the design and optimization of socio-technical systems 

and their performance in defence contexts. Conceptual and methodological 

considerations for the development of such systems and criteria likely to be 

useful in their evaluation are discussed, along with their conceptual under-

pinnings in total system performance analysis.  

1   Introduction  

The tremendous advances in the conventional system design techniques as well as 

in the artificial intelligence paradigms have generated continuously growing inter-

est in the design of adaptive and robust systems for defence. 

The rapidly advancing warfighting technology has lead to a recognition by the 

military of the critical need for a paradigm shift to place the human in the centre of 

military systems development:  

It is important to always remember in dealing with advanced tech-

nology, especially when it comes to warfighting, the Soldier impera-

tive. It is all about the soldiers. We will never replace people on the 

battlefield. They are the people who make the technology work, and 

we can never forget that. (Lynch, 2001, p.2).  

The current emphasis on collective, team and distributed systems performance 

adds to the complexity of military systems. This complexity is further magnified 

by the free-play, adversarial nature of the interactions they have to support,  

which leads to a need for new methods capable of capturing the essence and  

mechanisms of this complexity. Chapters in this volume will discuss some of 
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these new methods, and the overall philosophy of systems-oriented human factors 

research that underpins human-centric systems design, which will be illustrated 

with some examples of focused practical applications. 

The other important theme this volume is attempting to address is systems inte-

gration. It is often the most challenging component of complex and multifaceted 

projects (Unewisse, Straughair, Pratt, Kirby & Kempt, 2003).  The difficulties 

encountered in the systems integration of a number of major defence projects, such 

as the Collins Class Submarine, Sea Sprite helicopters, and Wedgetail have high-

lighted the risks associated with large scale systems integration.  These examples of 

challenging systems integration have been undertaken in the relatively benign envi-

ronment, of a single platform environment, in the context of integrated projects. 

Defence support systems are particularly challenging for systems integration.  

They include multiple independent nodes dispersed across a large and/or complex 

environment, using austere and possibly intermittent communications, a require-

ment to regroup the component elements during the course of an operation, con-

tinuously operating in an environment, which is inherently hostile. Individual 

warfighting capabilities are typically produced by a large number of separate pro-

jects, each focused on optimising their capabilities, with integration into the wider 

force a secondary consideration.  The new Defence systems will not only need to 

integrate with each other but with a variety of legacy systems.  As a consequence, 

the systems integration of the future forces is likely to prove far more challenging 

than the systems integration of individual platforms. 

The integration of the individual platforms and legacy capabilities into a net-

work-enabled force will be a major challenge in system integration across the 

whole range of inputs, with a particularly strong emphasis on the development of 

the human dimension of warfighting. The consdiderations here will range from 

concepts, doctrine, tactics and training, to personnel selection and development, 

leadership and cultural change. This book presents new approaches, tools and 

techniques aimed at addressing the issues if human-centric system integration. 

2   Chapters Included in the Book 

This book includes eight chapters. Chapter 1 provides an introduction to the  

defence support systems.  
 

Chapter 2 examines the performance of robotic teams in cooperative foraging 

tasks. It presents a novel approach to multi-robot task allocation for optimizing the 

performance of robotic teams in these cooperative tasks in an initially unknown 

environment.. The tasks require target location to be discovered and for multiple 

robots to share the task’s execution to successfully complete it. A novel, emergent 

algorithm is developed using a set of heuristics to select the order of the tasks. The 

Webots simulator is used to validate the proposed heuristics and to analyze their 

relative performance. The proposed techniques provide a simple, scalable and 

efficient mechanism for allocating dynamically arriving tasks across multiple 

robots, which offers promise in the development of autonomous and semi-

autonomous defence platforms and their concepts of operation.  
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Chapter 3 proposes a novel mathematical formulation for a general dynamics of 

human crowds. The approach can be applied both to relatively simplistic crowd 

mechanics such as the physical motion of individual agents, aggregates and a 

crowd as a whole, as well as to complex cognitive characteristics and behaviors of 

a crowd, which incorporate motivation and cognition into the crowd mechanics. A 

quantum-probability based approach to modelling such crowd dynamics is  

presented. 

Chapter 4 is on a methodology for the evaluation of an international airport auto-

mated border control processing system. The methodology represents a tested 

protocol that can be used for the evaluation of other automated biometric systems 

within different operational environments. 

Chapter 5 is on the role of human operator in image-based airport security tech-

nologies.  The authors present a number of human factors issues which will have 

an impact on human operator performance in the operational environment, as well 

as highlighting the variables which must be considered when evaluating the per-

formance of these technologies in different scenarios. 

Chapter 6 is on the assessment of the ThruVision Passive T4000 Passive Terahertz 

Camera. The purpose of this research is to assess a number of the human factors 

issues surrounding the use of this device in an airport scenario. The authors pre-

sent the theoretical background, methodology (including psychological pre-tests) 

as well as aspects of the results from a controlled psychological experiment. 

Chapter 7 examines the utility of biological rhythms monitoring and analysis  

in the prevention of aviation accidents. The authors present a new technique  

based on probabilistic approach to biorhythmic analysis to prevent aviation  

accidents. 

Chapter 8 reviews the well-established concept of reliability and introduces a new 

discipline of reliability evaluation in engineering and technological design for 

defence support systems. The Chapter covers a range of topics including the basic 

concepts of probability theory, reliability evaluations for defence support system 

structures, a Hazard model for failure analysis and various probability distribu-

tions involved in reliability evaluation, including both solved and unsolved nu-

merical examples. 

3   Conclusion 

This chapter has presented a sample of the summary of research work undertaken 

by various research groups in the area of defence support systems. It is obvious that 

intelligent paradigms play a significant role in modern defence support systems. 
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Abstract. We consider the problem of multi-robot task allocation (MRTA) 

by a set of robots that are deployed in an initially unknown environment to 

perform foraging tasks. The location of each task has to be discovered by 

each robot through searching in the environment. Each task also requires 

multiple robots to share the task’s execution to complete the task. We dis-

cuss an emergent, distributed MRTA algorithm and describe a set of heuris-

tics that can be used by the MRTA algorithm to select the order of the tasks 

so that the tasks are performed in an efficient manner. The heuristics are 

evaluated using simulated robots on the Webots simulator to analyze their 

relative performance.  

1   Introduction 

Over the past few years, multi-robot task allocation (MRTA) has emerged as an 

important direction in robotics research. The MRTA problem can be broadly de-

fined as the following - given a set of tasks, a set of robots that can perform the 

tasks, and an objective function that measures the performance efficiency of dif-

ferent combinations of robots from the robot set in performing the tasks, find a 

suitable matching or allocation between the set of tasks and the set of robots which 

optimizes the value of the objective function. The MRTA problem is encountered 

in different application domains of multi-robot systems including unmanned 

search and rescue, cooperative transportation, autonomous exploration and map-

ping, distributed monitoring and surveillance, etc. In this chapter, we consider the 

problem of solving a dynamic MRTA problem where the temporal and spatial 

distribution of tasks is not known a priori by the robots. Specifically, we describe 

a cooperative foraging problem where robots have to search for tasks in the envi-

ronment. When a task gets discovered by a robot, multiple other robots have to 

share the execution the task to complete it. The MRTA problem specifies the 

coordination rules used by the robots in such a scenario to perform the tasks in an 

efficient manner. The MRTA problem in a cooperative foraging scenario with 

shared task execution by multiple robots has been shown to be NP-hard in our 

previous work. We describe a distributed MRTA algorithm using an aggregation 
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strategy between robots. We then illustrate four different heuristic functions which 

have increasing levels of sophistication, and simultaneously increasing complexi-

ty. These heuristics can be used by the MRTA algorithm running on each robot to 

select a task to execute, so that the tasks are performed in an efficient manner. We 

have empirically compared the efficiency of performing tasks while using these 

heuristics for MRTA in a distributed target recognition scenario where robots have 

to cooperatively perform visual identification of tasks that are spatially and tempo-

rally distributed in an environment. 

The rest of this chapter is structured as follows. In the next section, we discuss 

the related work in the field of multi-robot task allocation. Section 3 describes the 

MRTA problem within the framework of foraging with dynamically arriving 

tasks. Experimental results with multiple robots for a distributed target identifica-

tion application within the Webots robot simulation platform are given in Section 

4, and finally, we conclude. 

2   Existing Techniques for MRTA 

The problem of multi-robot task allocation (MRTA) has been investigated using 

different techniques [12, 27, 28, 37, 38] over the last decade. One of the earliest 

systems to use market-based algorithms for MRTA was the M+ system described 

by Botelho and Alami [5]. In this system, information about all tasks is assumed to 

be available to all robots. A contract-net based protocol [33] followed by a con-

sensus protocol to guarantee mutual exclusion is used by each robot to select the 

lowest cost task it can perform. Gerkey [12] also provides an important and widely 

accepted classification taxonomy for MRTA problems. The problems are classi-

fied along three dimensions: (a) single task (ST) versus multi-task(MT), related to 

the parallel task performing capabilities of robots, (b) single robot(SR) versus 

multi-robot(MR), related to the number of robots required to perform a task, and, 

(c) instantaneous assignment(IA) versus time extended assignment(TA),  related 

to the planning performed by robots to allocate tasks. Mataric et al. [22] compared 

the performance of robots teams within an emergency scenario of putting out 

alarms in a 2-d environment and showed that the least time is required to complete 

all tasks (put out all alarms) when the robots are allowed to coordinate their plans 

with each other as well as dynamically change their plans. The traderbots ap-

proach by Dias [11] is another significant milestone that uses auction-based 

MRTA. Traderbots uses multi-round, single-item auctions for dynamic task allo-

cation across multiple robots. A recent extension of the traderbots approach [16] 

uses heterogeneous robot teams for performing tightly coordinated tasks by com-

bining the traderbots approach for task allocation with the Skill, Tactics, Play 

(STP) approach for coordinated teamwork. Lagoudakis et al. [18, 19] address 

MRTA as an exploration problem of matching a set of robots to a set of targets 

and provide theoretical bounds on the performance of their allocation algorithm 

called PRIM-ALLOCATION. Sariel and Balch [29, 30] have improved the PRIM-

ALLOCATION algorithm using an auction-based solution for the Multi-TSP 

problem. In [39],  Zheng et al. provide an improved algorithm for multi-round 

auctions to attempt to move closer in performance to combinatorial auctions  
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without the computational complexity using two mechanisms - a larger lookahead 

and a reinforcement learning inspired technique called rollout. More recently, Zlot 

[40] has described several auction-based algorithms for multi-robot task alloca-

tion. The work focuses mainly on task tree decomposition of loosely coupled tasks 

that can be specified using AND-OR relationships. Different auction based algo-

rithms, both centralized and decentralized, for finding efficient allocations of de-

composed tasks across robots are described using different objective functions 

such as minimizing cost and makespan. Other MRTA approaches are given in [4, 

6, 15, 17, 21, 25, 26]. In [14, 20], the authors have used single-item auction algo-

rithms for MRTA on unmanned aerial vehicles (UAVs) performing search and 

reconnaissance tasks. Recently, the problem of MRTA has been combined with a 

negotiation framework to improve the allocations through possible task realloca-

tions [13, 32, 36]. Tang and Parker [34] describe an auction-based coalition for-

mation algorithm for MRTA with robots equipped with different types of sensors 

used for a box pushing experiment.  Yet another recent enhancement of the mar-

ket-based MRTA algorithms has been the introduction of learning techniques such 

as reinforcement learning [31] and vector regression learning [16] to enable a ro-

bot learn from its own schedule history and predict the expected future reward 

from a task so that it can bid more efficiently on the task. 

Many of the papers discussed above consider scenarios where each task can be 

completed by a single robot and robots do not need to coordinate with each other to 

perform a single task. In contrast, in this chapter we consider a task allocation and 

execution model where coordinated actions from multiple robots are required to 

complete each task, and robots can commit to multiple tasks simultaneously. We also 

consider model the effect of partial actions by robots on a task. Our problem can 

therefore be classified as the more complex SR-MT-TA setting described in [12] 

where a robot can perform only one task at a time(SR), multiple robots are required to 

complete a task(MT) and robots store the tasks assigned to them as a task list within 

them and adjust the order of tasks in the task list to plan their paths efficiently(TA).   

3   Multi-Robot Task Allocation for Foraging Tasks 

We consider a foraging problem domain where wheeled mobile robots have to 

search and discover objects of interest in a two-dimensional environment indivi-

dually, but have to collaborate with each other to perform actions on the objects of 

interest. A detailed description of the environment is given in [10]. Here, we pro-

vide an overview of the salient features of the system and its environment. The set 

of actions required to be performed on an object of interest by a robot is called a 

task. Because each object of interest in our environment is associated with the set 

of tasks performed on it by robots, we have used the term 'task' to refer to objects 

of interest in the rest of the chapter. We have purposefully kept the notion of a 

task abstract at this point in the chapter as the set of actions to be performed on an 

object is largely application specific. In Section 5, we illustrate a very simple 

search-and-execute scenario where a task performed by a robot corresponds to 

simple color identification of the object it discovers. Following are some of the 

important features of our system: 
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1. Tasks are distributed randomly within the environment. The spatial distribu-

tion of tasks is not known a priori by the robots. The robots perform a distri-

buted search in the environment to discover the tasks. A robot needs to move 

to the vicinity of a task to be able to discover it by perceiving/observing it on 

its sensors. In this chapter, we consider stationary tasks only. 

2. A single robot is only capable of discovering and partially performing tasks but 

lacks the computational resources required to complete a task on its own. A task 

can be completed only if multiple robots collaborate to share their computation-

al resources towards executing the task. We consider loosely coupled tasks and 

different robots collaborating with each other to perform the same task can ex-

ecute those actions asynchronously and independently of each other. 

3. To enlist the cooperation of other robots required to complete a task, a robot 

that discovers a task communicates the task's information to other robots.  

4. On completing its portion of execution of a task a robot communicates the 

progress of the task after its execution (fraction of task still incomplete) to 

other robots within its communication range. Those robots then consider their 

own commitments and selectively choose to visit the task to perform it. After 

completing its portion of a task, a robot either continues to perform any other 

tasks it is already committed to, or reverts to individually searching the envi-

ronment for tasks if it does not have any other committed tasks. 

The multi-robot foraging scenario described above involves different phases in-

cluding the deployment strategy of the robots within the environment, coverage 

and exploration strategy used by the robots, the MRTA algorithm used by the ro-

bots, and finally, the algorithm used by the robots to execute tasks.  In the rest of 

this chapter, we have focused only on the MRTA algorithm that is used to allocate 

a task discovered by a robot between the other robots, so that the task can be com-

pleted in an efficient manner. The strategies for the remaining phases of the forag-

ing problem are described in [10]. 

In [24], we have shown that the MRTA problem for a cooperative foraging 

domain with dynamically arriving tasks is NP-complete, by reducing it to a  

dynamic traveling salesman problem. In the next section, we describe the distri-

buted MRTA algorithm for the cooperative foraging scenario, which uses different 

heuristics to calculate an approximate solution to this problem. 

4   Dynamic Multi-Robot Task Allocation Algorithm 

In a cooperative foraging scenario, the tasks to be performed can arrive dynami-

cally and the locations of the tasks are not known a priori by the robots. There-

fore, the robots have to first search for tasks in the environment
1
. When a task gets 

                                                           
1 Our focus in this chapter is on the MRTA algorithm between robots and we have used a 

simple Braitenberg motion algorithm on each robot to enable it to cover the environment 

while searching for tasks. In Braitenberg motion, a robot continues to move in a straight 

line until it encounters an obstacle perceived through its sensors. The robot then turns at 

an appropriate angle to avoid colliding with the obstacle and continues its straight line 

motion. More advanced algorithms for distributed area coverage in a cooperative foraging 

scenario are described in [7, 8]. 
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discovered by a robot, the robot performs or executes its portion of the task. Sub-

sequently, other robots have to share the execution of the discovered task in an 

asynchronous manner, and ensure that the task gets completed efficiently. The 

MRTA algorithm gives the rules of coordination between the robots required to 

achieve this shared execution of tasks. To realize the MRTA algorithm in a distri-

buted manner we have used different aggregation strategies that are implemented 

using local heuristics on each robot’s controller. The distributed MRTA algorithm 

also maintains and updates information about the tasks in the environment that 

have been discovered and performed by robots.  

The task information communicated between robots after discovering a new 

task or after performing a task that was discovered by another robot, forms the 

backbone of the MRTA algorithm. The task information consists of the location of 

the task in 2D coordinates as perceived by the robot that discovers it, and a real-

number representing the portion of the task completed by the cumulative action of 

the robots on the task. We have used a real number similar to a virtual pheromone 

value used in many emergent systems [3, 35] to represent the portion of a task that 

is completed. Pheromone values are allowed to evaporate or decay with time to 

represent the volatility of operations performed the environment. A task is consi-

dered complete when the amount of virtual pheromone associated with it reaches a 

certain threshold value. 

The MRTA algorithm uses three data structures to record information about the 

tasks it is aware of. The first task-related data structure is the allocatedTaskList 

that contains information about tasks that have been discovered and communi-

cated by other robots and have to be completed. The elements in the allocated-

TaskList are ordered using the value of one of the heuristic functions described in 

Section 4.1. The visitedTaskList is an unordered list that contains information 

about the tasks that have been already visited by the robot. Finally, the completed-

TaskList contains information about tasks that have been completed by robots and 

should be ignored if they are re-discovered. Figure 1 shows the data structures and 

their update procedure used by the MRTA algorithm. The allocatedTaskList and 

completedTaskList are updated when a robot receives task-related communication 

from other robots. If the communicated task information is related to a new task 

that is not on any of the task lists of the robot, the MRTA algorithm adds the task 

to its allocatedTaskList and recalculates the heuristic function value for each task 

in the allocatedTaskList using one of the heuristic functions described in Section 

4.1. If the communicated task information is related to the update (and not task 

completion) of a task in the allocatedTaskList, the information related to the task 

is updated in the allocatedTaskList. If the task update information is related to a 

task in the visitedTaskList or completedTaskList, it is ignored. On the other hand, 

if the communicated task information is related to a task that has just been com-

pleted, the MRTA algorithm adds the task information to its completedTaskList. 

The allocatedTaskList and visitedTaskList are also checked for the task, and if it is 

present in either of these lists, the task is removed from the list. The visitedTask-

List is updated when the robot visits the location of a task, either while searching 

for tasks in the environment and discovering the task first hand, or by visiting the 

task after being allocated to perform it using the MRTA algorithm. 
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determines the task with the highest value according to the particular heuristic 

function being used. The robot then starts to move towards the selected task’s lo-

cation. While moving towards the task’s location, if the robot receives information 

that the task it is moving towards is completed, it stops moving towards the task 

and selects the next task from its allocatedTaskList using the heuristic function. 

Otherwise, the robot continues its motion until it reaches the location of the task 

and performs it. The MRTA algorithm then checks the allocatedTaskList to select 

the next task. If the allocatedTaskList is empty, the robot reverts to searching for 

tasks in the environment. 

4.1   Local Heuristics for Task Selection 

To address the complexity of the distributed MRTA problem in the cooperative 

foraging setting, we have used different multi-robot aggregation strategies. Each 

strategy is implemented using a heuristic function that calculates the suitability or 

priority of a task in the robot’s allocatedTaskList. The different heuristic functions 

that have been used for this purpose are described below: 

• Closest Task First (CT): Each robot selects a task from its task list that is 

closest to it. Distances are normalized over the sum of distances to all tasks 

in a robot’s task list to enable comparison between task distances. The val-

ue of this heuristic is very simple to calculate. However, it can lead all ro-

bots to prefer tasks that are close to them and consequently give a lower 

preference to tasks further away from them. Consequently, tasks that are 

further away from most of the robots can remain incomplete for long times 

and more than the required number of robots can get allocated to tasks that 

are closer to most of the robots. Overall, the closest task first heuristic is 

not very efficient in spatially distributing the task load across the robots. 

• Most Starved Task First (MST): To address the drawbacks of the closest 

task first heuristic and to balance the task load across the environment, it 

would make sense for robots to give a higher priority to tasks that have the 

least number of robots in their vicinity and are likely to be requiring more 

robots to complete them. The most starved task first heuristic does this by 

enabling each robot to select a task from its task list that has the least num-

ber of robots in its vicinity. 

• Most Starved, Most Complete Task First (MSMCT): A potential draw-

back of the most starved task first heuristic is that robots are attracted to-

wards a recently discovered task which is likely to have few robots near it. 

This can result in almost complete tasks being left incomplete because ro-

bots prefer more starved and possibly less complete tasks over a task that is 

almost nearing completion but has more robots (which possibly already vi-

sited the task) near it. To address this problem, the most starved, most 

complete task first heuristic extends the most starved task first heuristic by 

considering the number of robots still required to complete a task. While 

selecting a task, a robot using this heuristic considers a product of the 

number of robots in the vicinity of the task as well as the progress of the 
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task from the pheromone value associated with the task. Tasks that are 

nearing completion are given higher preference. 

• Most Proximal Task First (MPT): In the previous two heuristics, the 

MRTA algorithm only considers the effect of other robots on tasks in its 

allocatedTaskList, but it does not consider the robot’s own relative position 

to the other robots. This can result in robots that are further away from the 

task allocating the task and moving towards it, only to be informed en-

route that other robots have completed the task before it. To alleviate this 

problem, the most proximal task first heuristic first determines how many 

other robots are closer to the task being considered than the robot itself. It 

then selects the task that has the least number of robots closer to the task 

than itself and also is the nearest towards being completed. 

5   Experimental Results 

We have measured the efficiency of our heuristic-based MRTA algorithm in terms 

of the time required to complete the tasks in the environment, as well as in terms 

of the task-load faced by each robot and the number of robots performing each 

task. Taken together, the time required by the robots to perform tasks and the allo-

cation between robots and tasks reflect the amount of energy that is expended by 

the robots to perform the tasks in the environment. 

5.1   Experimental Setup 

We have verified our distributed MRTA algorithm empirically using different 

environment settings and different number of robots within a commercially avail-

able robot simulator called Webots [23]. Webots provides a powerful simulation 

platform for accurately modeling complex environments and multiple robots in-

cluding their physics. Each robot is simulated as an e-puck robot (shown in Figure 

3(a)) that is a two-wheeled robot with a dsPIC-based processor capable of 14 

MIPS, 144 KB Flash and 8 KB RAM, and measuring 7 cm in diameter. It has the 

following sensors: (1) Camera: a color VGA camera with a maximal resolution of 

640 X 480. (2) Eight infra-red distance sensors measuring ambient light and prox-

imity of obstacles in a range of 4 cm. (3) A Bluetooth-enabled transmitter and 

receiver for sending and receiving messages between robots. To provide localiza-

tion capability to the robots, we have added a GPS node on each e-puck robot 

within the Webots simulation. For all our experiments, the environment is consi-

dered as a 3.5 X 3.5 m
2
 square region. A snapshot of our test environment within 

Webots with two e-puck robots and three colored targets is shown in Figure 3(b).  

We have used a cooperative, distributed target identification application as our 

test scenario. The scenario consists of a set of stationary targets. Each target is a 

cylindrical object with a unique color. Targets are distributed randomly in the en-

vironment and the objective is to identify all the targets while reducing the time 

required and the energy expended by each robot to identify targets. The location of 

the targets is not known a priori by the robots and must be discovered in real time. 

Each robot uses a Braitenberg controller to navigate in the environment, which 
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allows them to avoid obstacles and avoid each other using their distance sensors. 

In this scenario, a task corresponds to the actions performed by a robot on a target. 

For example, a single robot's task is to execute an image (color) identification al-

gorithm when it observes a colored object of interest on its camera. Based on the 

color of the object of interest, the robot classifies it as a possible target. The robot 

also associates Πg = 20 units of virtual pheromone with the location corresponding 

to the object of interest.  The virtual pheromone decays exponentially according to 

the equation Πg X exp
k(t-t

c
)
, where t is the time at which the pheromone was last 

updated and tc is the current time. A suitable value for the constant k that balances 

the volatility of targets with the velocity and distribution of robots was experimen-

tally determined to be k=1.5 X 10
-4

. To confirm a recently discovered object as a 

target, a certain number of additional robots need to cooperate by visiting the ob-

ject's location, observing the object and successfully executing their respective 

image identification algorithms on the object, and concurring with the initial ro-

bot's classification of the object as a target. To achieve this multi-robot coordina-

tion, when a robot discovers an object of interest, it sends a broadcast message to 

other robots that are within its communication range. The broadcast message 

includes the location and pheromone information of the object. The robots that 

receive this message then use the MRTA algorithm described in this chapter to 

decide whether to visit the location of the object and perform their respective ac-

tions on it, thereby increasing the amount of virtual pheromone associated with the 

object.  An object is considered to be confirmed as a target (in other words, a task 

is considered to be complete) when the cumulative virtual pheromone deposited at 

it by different robots reaches a threshold value ΠThr. For our experiments we have 

used  ΠThr >  60. This means that with Πg = 20, a task is completed when at least 

nr = ceiling (Πg / ΠThr) = 4 robots visit the target. However, the virtual pheromone 

associated with a task’s location is allowed to decay over time. Therefore, if a sig-

nificant amount of time elapses between the task’s discovery by a robot and the 

task’s shared execution by other robots, more than 4 robots can be required to 

complete the task. In some extreme cases of inefficient task allocation, tasks can 

also never get completed within a finite time if other robots are not able to visit the 

task’s location to perform it before the pheromone deposited at the task’s location 

decays to a nominal value. All the experimental results reported in this section 

were averaged over 20 simulation runs. 

 

 
(a) (b) 

Fig. 3. (a) Photograph of an e-puck robot (Courtesy: www.gctronic.com). (b) A scenario 

inside the Webots simulator showing two e-puck robots and three objects, each with a dif-

ferent color. 
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5.2   Experiments to Analyze the MRTA Algorithm and Task Selection  

Heuristics 

Our first experiment analyzes the effect of using the different heuristics-based 

aggregation strategies described in Section 4.1 with different number of robots. 

The environment for these sets of simulations consists of 20 targets with 9, 18 or 

27 robots. We have used the time required to confirm all the targets in the envi-

ronment as the metric for comparing the strategies. For each of these configura-

tions, we observe that the most proximal task first heuristic outperforms the other 

strategies. In Figure 4(a), with 20 targets and 9 robots, the robots perform compa-

rably while using the most proximal task first (MPT) heuristic, albeit slightly bet-

ter than when the robots use any of the other heuristics. However, with only 9 

robots in the environment and each task requiring at least nr=4 robots to get com-

pleted, some of the tasks are perennially starved, and, consequently, the robots are 

able to complete 15 out of the 20 tasks in the environment. This situation is ameli-

orated when the number of robots in the environment is increased to 18 and 27 

respectively, while keeping the number of targets fixed at 20. Figure 4(b) shows 

that with 18 robots in the scenario, the robots are able to perform all the tasks in 

23.6% lower time while using the MPT heuristic than while using any of the other 

heuristics. A comparable performance advantage of 23.1% is obtained with the 

MPT heuristic when the number of robots is increased to 27, as shown in Figure 

4(c). Finally, Figure 4(d) shows that when the number of targets is increased to 24 

with 18 robots in the environment, while using the MPT heuristic the robots are 

still outperform the performance obtained using the other heuristics by about 24%. 

With the MPT heuristic, the robots are able to distribute the tasks more efficiently 

and can consequently finish all the tasks in the environment. On the other hand, 

with the other heuristics, the robots are able to complete only 20 out of the 24 

tasks. The superior performance of the MPT heuristic can be attributed to the fact 

that in the MPT heuristic, a robot considers its relative ‘fitness’ towards the 

progress and completion a task in comparison to that of other robots that have a 

higher possibility of performing the task, because of the latter’s closer proximity 

to the task. Robots can therefore reduce inefficient allocations where a robot se-

lects a task only to discover that other robots that had selected the task before it 

were able to complete the task, after the robot started moving towards the task but 

before the robot was able to reach it. The other heuristics do not consider the rela-

tive ‘fitness’ of a robot with respect to other robots. Even between the remaining 

heuristics, we observe that as amount of information used by the heuristic to make 

the task selection decision increases, the heuristics perform correspondingly  

better.  
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Fig. 4. Time required to confirm all targets (complete all tasks) for the different heuristics-

based aggregation strategies in the MRTA algorithm with different numbers of robots. (a) 

20 targets, 9 robots, (b) 20 targets, 18 robots, (c) 20 targets, 27 robots, (d) 24 targets, 18 

robots. 

For our next set of experiments, we analyzed the task load of the robots for dif-

ferent numbers of robots and tasks (targets). For this set of experiments, a scenario 

with 18 robots and 20 targets was considered as the baseline scenario and both the 

number of robots and targets were varied to observe their effect on the robot’s task 

load. Figure 5(a) shows that as the number of robots increases while keeping the 

number of targets fixed at 20, each robot is required to visit fewer targets. This 

happens because as the number of robots increases, the task load gets shared be-

tween more robots and consequently, each robot’s load decreases. On the other 

hand, if the number of robots is kept fixed the load of each robot increases with 

the number of tasks, as shown in Figure 5(b). Between the heuristics, the MPT 

heuristic gives the highest task load for each robot. To understand this, we first 

recall from the results in Figure 4(b) that when the robots use the MPT heuristic 

they are able to complete tasks in less time as compared to when they use other 

heuristics. Therefore, with the MPR heuristic, the robots are more available to do 

the tasks and consequently can take on more tasks to perform. 

 

(a) (b) 

(c) (d) 
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Fig. 5. Average number of tasks performed (targets visited) by each robot for the different 

aggregation heuristics used. (a) For different numbers of robots, (b) For different numbers 

of tasks (targets). 

For our final set of experiments, we analyze the number of robots that visit a 

target to understand how efficiently tasks are performed by robots. As mentioned 

in Section 5.1, for the pheromone values we have used in our experiments, a min-

imum of nr = 4 robots are required to complete a task. This value of nr = 4 then 

represents the optimum number of robots visiting a target. Values of nr higher than 

4 represent more than the desired number of robots getting allocated to a task, 

while nr values below 4 represent tasks remaining incomplete. Once again we vary 

the number of robots and number of targets and use a setting with 18 robots and 

20 targets as our comparison baseline. The results of our experiments are shown in 

Figure 6. In Figure 6(a), we observe that when there are fewer (9) robots, the ro-

bots are strained to perform the tasks and most heuristics results in an average of 

2-3 robots being allocated per task. This results in many tasks remaining incom-

plete as supported by the graph shown in Figure 4(a). When the number of robots 

increases while keeping the number of tasks fixed, more robots are able to perform 

each task (visit each target) and most tasks get completed. This behavior follows 

intuitively because when the number of robots increases more robots become 

available to perform a fixed number of tasks. An anomaly to this behavior happens 

for the closest task first (CT) heuristic - when the number of robots is increased to 

27 the average number of robots visiting each task decreases.  The inferior per-

formance of the CT heuristic can be attributed to the fact that a robot using the CT 

heuristic naively selects a task based only on the distance between the robot and 

the task. When there are more robots in the environment, it results in all robots 

selecting the task closest to them, only to discover that it has been completed be-

fore most of them reach the task’s location. This causes tasks that are further away 

to get starved and finally remain incomplete. Because of these incomplete tasks, 

the average number of robots visiting each task deteriorates and falls below 3. 

From Figure 6(b), we observe that changing the number of targets does not signif-

icantly affect the number of robots allocated to a task. For comparing the results 
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between the different heuristics, we observe that the MPT heuristic results in more 

than the minimum number of robots visiting each task. This happens because the 

robots using the MPT heuristic are able to avoid unnecessary allocations to tasks 

and can efficiently complete the number of tasks in reduced time as shown in 

Figures 4(b) – (c). 

 

 

Fig. 6. Average number of robots that perform a task (visit a target) for the different aggre-

gation heuristics used. (a) For different numbers of robots, (b) For different numbers of 

tasks (targets). 

We have also analyzed the performance of each of the metrics reported in Fig-

ures 4-6 while varying the communication range of the robots and the speed at 

which the robots move.
2
 We observed that the smaller communication ranges re-

sult in aggravated performance as the robots are not able to disseminate task in-

formation rapidly across all the robots within the environment. Also faster robot 

speeds result in slightly better performance as robots are able to visit task loca-

tions more rapidly.  

6   Conclusions and Future Work 

In this chapter, we described the MRTA problem for a cooperative foraging scena-

rio and discussed different local heuristics that can be used by a robot’s distributed 

MRTA algorithm for selecting tasks. We presented empirical results analyzing the 

performance of the distributed MRTA algorithm for the different heuristics in 

terms of the efficiency of performing different numbers of tasks in the environ-

ment. Our results show that the heuristics-based MRTA techniques provide a sim-

ple, scalable and efficient mechanism for allocating dynamically arriving tasks 

across multiple robots. Currently, we are investigating several directions of ex-

tending this research. We are developing improved algorithms for MRTA using 

                                                           
2 The results of these experiments are not reported here for conciseness. 
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market-based and graph-based techniques. We are also adapting MRTA algo-

rithms for use on heterogeneous robots with different types of sensors and differ-

ent capabilities. Finally, we are developing mechanisms to identify and maintain 

robot-teams and exploring techniques to perform intra- and inter-team MRTA. 

Multi-robot task allocation is a crucial aspect in the efficient performance of ro-

botic systems, and, we envisage that further research along the techniques de-

scribed in this chapter will enable better understanding and improved solutions to 

the MRTA problem. 
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Dynamics of Human Crowds Using
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Adelaide, Australia

Abstract. In contemporary neuro-quantum studies, the following
main idea has been established: motion of a human body obeys
the laws of Newtonian physics, while motion of human mind can
be formally described only by the laws of quantum physics. From
this psycho-physical modeling perspective, a general dynamics of hu-
man crowds can be divided into two categories: a relatively simplistic
crowd mechanics, concerning only with the physical motion of indi-
vidual agents, aggregates and a crowd as a whole; and a complex
cognitive behavior of a crowd, which incorporates motivational cog-
nition into the crowd mechanics. In this paper we will attempt to
provide a topos-theoretic foundation for both crowd mechanics and
general crowd behavior. For this we will use a general formal-language
framework, in which crowd mechanics is described by a propositional
language, while crowd behaviour is described by a higher-order typed
language. This framework naturally leads to the category of complex
systems and general crowd behavioral dynamics in a general topos.

1 Introduction

In contemporary quantum-brain (or, neuro-quantum) studies, the following
main idea has been established: motion of a human body obeys the laws of
Newtonian physics [1, 2, 3, 4], while motion of human mind can be formally
described only by the laws of quantum physics1 [7, 8, 9, 10, 11, 12, 13, 14,
15, 16]. From this psycho–physical modeling perspective, a general dynamics
of human crowds can be divided into two categories:

1 According to [5], many–body quantum field theory appears to be the only
existing theoretical tool capable to explain the dynamic origin of long–range
correlations, their rapid and efficient formation and dissolution, their interim sta-
bility in ground states, the multiplicity of coexisting and possibly non–interfering
ground states, their degree of ordering, and their rich textures relating to sen-
sory and motor facets of behaviors. It is historical fact that many–body quantum
field theory has been devised and constructed in past decades exactly to under-
stand features like ordered pattern formation and phase transitions in condensed
matter physics that could not be understood in classical physics, similar to those
in the brain.

L.C. Jain et al. (Eds.): Innovations in Defence Support Systems - 2, SCI 338, pp. 21–113.
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1. Relatively simplistic crowd mechanics, concerning only with the physi-
cal motion of individual agents, aggregates and a crowd as a whole. In
principle, it is describable by means of classical Lagrangian/Hamiltonian
mechanics and statistical mechanics (see [18, 19, 20]).

2. Complex cognitive behavior of a crowd, which incorporates motivational
cognition [21, 22] into the crowd mechanics. For simplicity, we will call it
crowd behavior. In principle, it is describable by means of quantum-like
physical theories [18, 19, 23].

In this paper we will attempt to provide a topos-theoretic foundation for
both crowd mechanics and general crowd behavior. Note that topos theory
is a rich branch of mathematics which can be approached from a variety of
different viewpoints (see, e.g. [24]).2

The domain of validity of the ‘quantum’ is not restricted to the microscopic
world [6]. There are macroscopic features of classically behaving systems, which
cannot be explained without recourse to the quantum dynamics. This field the-
oretic model leads to the view of the phase transition as a condensation that is
comparable to the formation of fog and rain drops from water vapor, and that
might serve to model both the gamma and beta phase transitions. According
to such a model, the production of activity with long–range correlation in the
brain takes place through the mechanism of spontaneous breakdown of symme-
try (SBS), which has for decades been shown to describe long-range correlation
in condensed matter physics. The adoption of such a field theoretic approach
enables modelling of the whole cerebral hemisphere and its hierarchy of compo-
nents down to the atomic level as a fully integrated macroscopic quantum system,
namely as a macroscopic system which is a quantum system not in the trivial
sense that it is made, like all existing matter, by quantum components such as
atoms and molecules, but in the sense that some of its macroscopic properties
can best be described with recourse to quantum dynamics (see [5] and references
therein).

2 At the beginning of the 20th century, philosophers of mathematics were beginning
to divide into various schools of thought, broadly distinguished by their pictures
of mathematical epistemology and ontology. Three schools: formalism (David
Hilbert and his group of collaborators, including John von Neumann), construc-
tivism/intuitionism (Henri Poincaré, Hermann Weyl and L.E.J. Brouwer), and
logicism (Gottlob Frege and Bertrand Russell), emerged at this time, partly in
response to the increasingly widespread worry that mathematics as it stood, and
analysis in particular, did not live up to the standards of certainty and rigor that
had been taken for granted. Each school addressed the issues that came to the
fore at that time, either attempting to resolve them or claiming that mathemat-
ics is not entitled to its status as our most trusted knowledge. At the middle of
the century, a new mathematical theory was created by Samuel Eilenberg and
Saunders Mac Lane, known as category theory (see next section), and it became
a new contender for the natural language of mathematical thinking. In our view,
topos theory is a ‘marriage’ of constructivism and category theory.

In the late 1950s Alexander Grothendieck chose the Greek word topos (which
means “place”) to define a mathematical object (usually denoted by τ ) that
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would provide a general framework for his theory of étale cohomology and
other variants related to his algebraic geometry, philosophy of descent and
Grothendieck topology. Two examples of a Grothendieck topos are [25]:

1. The category of sheaves3 of sets on a topological space is a topos. In particular,
the category of sets, Set,4 is a topos, for it is the category of sheaves of sets on
the one point space. This topos, denoted pτ , is called the punctual topos.

2. Let G be a group. The category BG of G-sets, i.e., sets equipped with a left
action of G, is a topos. For G = 1, BG = pτ .

What these categories have in common is that (i) they behave very much like the
category Set of sets, and (ii) they possess a good notion of localization. In order
to formalize (ii), Grothendieck conceived the idea of sheaf on a site, which gen-
eralizes the notion of sheaf on a topological space. That led him to the notion of
topos, which encompasses (i) and (ii). The theory of a Grothendieck topos was a
category of sheaves, where the word sheaf had acquired an extended meaning with
respect to the idea of Grothendieck topology. However, there are logically interest-
ing examples of topoi that are not Grothendieck topoi (or, geometrical topoi).

3 Sheaf theory is a subfield of topology that generalizes the notion of gluing contin-
uous functions together and specializes in describing objects by their local data on
open sets. Above all, it’s a tool, usable to define connectedness, manifolds, the fun-
damental group, and several other concepts in algebraic topology and differential
geometry. More specifically, a sheaf is a tool for systematically tracking locally de-
fineddataattached to theopen sets of a topological space.Thedata canbe restricted
to smaller open sets, and the data assigned to an open set is equivalent to all col-
lections of compatible data assigned to collections of smaller open sets covering the
original one. For example, such data can consist of the rings of continuous or smooth
real-valued functions defined on each open set. The first step in defining a sheaf is to
define a presheaf, which captures the idea of associating data and restriction maps
to the open sets of a topological space. In particular, a presheaf of sets on a topolog-
ical space is a structure which associates to each open set U of the space a set F (U)
of ‘sections’ on U , and to each open set V included in U a map F (U) → F (V ) giving
restrictions of sections over U to V . Sheaves attach to the properties of presheaves
the ability to paste together sections on different domains. So, the second step is to
require the normalization and gluing axioms. A presheaf which satisfies these ax-
ioms is a sheaf. There are presheaves which are not sheaves (e.g., let X be the real
line, and let F (U) be the set of bounded continuous functions on U . This is not a
sheaf because it is not always possible to glue). There are also morphisms (or, maps)
from one sheaf to another (the definition of a morphism on sheaves makes sense only
for sheaves on the same space X). That is, sheaves of a specific type (e.g., sheaves
of Abelian groups) with their morphisms on a fixed topological space form a cate-
gory. A morphism of sheaves is defined as a collection of functions, one for each open
set, which satisfy a compatibility condition. Alternatively, a morphism of sheaves
is a natural transformation of the corresponding functors (see next section). On the
other hand, to each continuous map there is associated both a direct image functor,
taking sheaves and their morphisms on the domain to sheaves and morphisms on
the codomain, and an inverse image functor operating in the opposite direction.

4 More precisely, small sets and functions between them. Small means that we do
not have proper classes. One must take care in these foundational issues to avoid
problems like Russell’s paradox.
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Current definition of topos goes back to 1963, when William Lawvere de-
cided to formulate new foundations for mathematics, based on category the-
ory (see [26]). Their definition picks out the central role in topos theory of
the sub-object classifier. In the usual category of sets, this is the two-element
set of Boolean truth-values, true and false. The subsets of a given set X are
the same as the functions on X to any such given two-element set: fix the
‘first’ element and make a subset Y correspond to the function sending Y
there and its complement in X to the other element. Lawvere and Tierney
formulated axioms for a topos that assumed a sub-object classifier, and some
limit conditions, to make a Cartesian-closed category. For a while this notion
of topos was called elementary topos.

From one point of view (Lawvere), a topos is a category with certain
properties characteristic of the category of sets, Set, a sort of a generalized
set theory with some special constructions in Set. From another point of view
(Grothendieck), a topos is an abstraction of the category of sheaves over a
topological space. Briefly, a topos τ is a category which has the following two
basic properties (see [27, 28, 29]):

1. All limits taken over finite index categories exist.

2. Every object has a power object.

From these two basic properties, one can derive four another properties:

(a) All colimits taken over finite index categories exist.5

(b) The category τ has a sub-object classifier.6

(c) Any two objects in the topos τ have an exponential object.7

(d) The category τ is Cartesian closed.8

5 This property (together with the property 1. above) means that in the topos τ

there are: (i) an initial object (an object like the empty set); (ii) a terminal object
(an object like a set with one element); (iii) binary coproducts (something like
the disjoint union of two sets; (iv) binary products (something like the Cartesian
product of two sets); (v) equalizers (something like the subset of X consisting of
all elements x such that f(x) = g(x), where f, g : X −→ Y ); and (vi) coequalizers
(something like the quotient set of X, where two elements f(y) and g(y) are
identified, where f, g : X −→ Y ).

6 This means that in the topos τ there is an object Ω called the ‘sub-object clas-
sifier’, which acts like {0,1}, in that functions from any set x into {0,1} are
‘secretly’ the same as subsets of x. We can think of Ω as the replacement for the
usual Boolean truth values ‘true’ and ‘false’.

7 For any objects x and y in τ , there is an object yx, called an ‘exponential’, which
acts like ‘the set of functions from x to y’.

8 A category τ is Cartesian closed if any morphism defined on a Cartesian product
A × B of two objects A,B ∈ τ can be naturally identified with a morphism
defined on one of the factors A or B. Cartesian closed categories are particularly
important in mathematical logic and computer science.
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Because topos is a special type of category, it consists of objects, and mor-
phisms (or, arrows) from one object to another, so that in certain critical
respects it behaves like the category of sets, Set. In particular, the ‘opposite’
of a category C is a category, denoted Cop, whose objects are the same as
those of C, and whose morphisms are defined to be the opposite of those
of C; i.e., a morphism f : A → B in Cop is said to exist if and only if (iff,
for short) there is a morphism f : B → A in C. Also, an object 1 is said
to be a terminal object in a category C if there is just one morphism from
any other object in C to 1; it is easy to see that any two terminal objects
in C are isomorphic. In the category Set, a terminal object is any set {∗}
with just a single element, so it is called a singleton. In this case a mor-
phism is just a map, and hence a morphism {∗} → X picks out a unique
element of X .

For example, if C is a small category, then the associated functor category
SetC (consisting of all covariant functors from C to the category Set, with
natural transformations as morphisms, see next section) is a topos. For in-
stance, the category Grph of graphs of the kind permitting multiple directed
edges between two vertices is a topos. A graph consists of two sets, an edge
set and a vertex set, and two functions s, t between those sets, assigning to
every edge e its source s(e) and target t(e). The topos Grph is thus equiva-
lent to the functor category SetC , where C is the category with two objects
E and V and two morphisms s, t : E −→ V giving respectively the source
and target of each edge. More generally, the categories of finite sets, of fi-
nite G−sets (actions of a group G on a finite set), and of finite graphs are
topoi.

Another defining property for a category C to be a topos is that a product
A × B exists for any pair of objects (A, B) in C. Yet another of the basic
properties of a topos is that there is a 1 − 1 correspondence between mor-
phisms f : A × B → Ω and morphisms �f� : A → PB := ΩB, where is
the so-called ‘sub-object classifier’ (explained later). In general, �f� is called
the power transpose of f . If A ≃ 1 then �f� is known as the name of the
morphism f : B → Ω.

From logical perspective, topos-theoretic approach leads to a picture in
which the ‘truth values’, or ‘semantic values’ of such contextual predictions
are not just two-valued (i.e., ‘true’ and ‘false’) but instead lie in a larger
logical algebra, the so–called Heyting algebra. Named after Dutch mathe-
matician Arend Heyting (a student of L. Brouwer), the Heyting algebras
are algebraic structures that play in relation to intuitionistic logic9

9 The name ‘intuitionistic’ comes from its original motivation of a formal basis for
Brouwer’s intuitionism. The name ‘constructive logic’ would be a better name
to use, but most references stick with ‘intuitionistic’, and thus so will we.
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a role analogous to that played by Boolean algebras in relation to classi-
cal logic.10 A Heyting algebra is a pseudocomplemented, distributive

10 Recall that classical Aristotelian logic has only two truth-values, ‘true’ and
‘false’ (usually denoted by T, F , or 1,0), and includes five propositional truth
functions: (1) negation, or logical not : (¬a); (2) conjunction, or logical and :
(a ∧ b); (3) disjunction, or logical or : (a ∨ b); (4) material implication, or logi-
cal if-then: (a ⇒ b); and (5) material equivalence, or logical if-and-only-if (or,
iff, for short): (a ⇔ b). In particular, both (a ⇒ ¬¬a) and (¬¬a ⇒ a) are theo-
rems, while conjunctions and disjunctions are combined into De Morgan’s laws:
(¬(a ∨ b) = ¬a ∧ ¬b); and (¬(a ∧ b) = ¬a ∨ ¬b). An expression is a tautology if
it is true for all variable assignments. For example, the following expression is
tautology: t = (p∨¬r)∧s ⇒ (r∧s ⇒ (p∧q)∨p). An expression is a contradiction
if it is false for all variable assignments.

The basic inference rules of Aristotelian syllogistic logic are:

Modus ponens: ((a ⇒ b) ∧ a) ⇒ b;
Modus tollens: ((a ⇒ b) ∧ ¬b) ⇒ (¬a);
Modus tollendo ponens: ((a ∨ b) ∧ ¬a) ⇒ b;
Modus ponendo tollens: (¬(a ∧ b) ∧ a) ⇒ (¬b); and
Reductio ad absurdum ((a ⇒ b) ∧ (a ⇒ (¬b))) ⇒ (¬a).

On the other hand, intuitionistic logic, or constructive logic, can be described as
classical logic without the Aristotelian law of excluded middle: (a ∨ ¬a)(since one
can construct, via Gödel’s incompleteness theorems, a mathematical statement
that can be neither proven nor disproved); as well as without the elimination of
double negation: (¬¬a ⇒ a); and without Peirce’s law: ((a ⇒ b) ⇒ a) ⇒ a; but
with the law of contradiction: (¬a ⇒ (a ⇒ b)), and with Modus ponens as a main
inference rule. Intuitionistic logic encompasses the principles of logical reasoning
which were used by L.E.J. Brouwer in developing his intuitionistic mathematics,
beginning in 1907.

Philosophically, intuitionism differs from logicism by treating logic as a part
of mathematics rather than as the foundation of mathematics. It differs from
finitism by allowing (constructive) reasoning about infinite collections. Finally,
it differs from Platonism by viewing mathematical objects as mental constructs
with no independent ideal existence. This last difference between intuitionism
and Platonism seems to be the deepest, which is consistent with metamathe-
matics’ view including algorithmic information theory, theory of computation
and the foundations of computer science. Note, though, that it does not mean
Aristotleism either.

A fundamental fact about intuitionistic logic is that it has the same consis-
tency strength as classical logic. For propositional logic this was first proved
by Glivenko’s Theorem 1929: An arbitrary propositional formula a is classically
provable, iff (¬¬a) is intuitionistically provable. Kurt Gödel proved in 1933 the
equiconsistency of intuitionistic and classical theories [31]. In particular, Gödel
observed that intuitionistic propositional logic has the disjunction property: if
(a ∨ b) is a theorem, then a is a theorem or b is a theorem. An embedding of
classical first-order logic into intuitionistic logic is given by the Gödel–Gentzen
double-negation translation.
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lattice11 with zero element 0 and unit element 1, representing ‘totally false’
resp. ‘totally true’. The pseudocomplement is denoted by ¬, and one has, for
all elements α of a Heyting algebra H ,

α ∨ ¬α ≤ 1,

in contrast to α∨¬α = 1 in a Boolean algebra. This means that the disjunction

of a proposition α and its negation need not be (totally) true in a Heyting
algebra. Equivalently, one has

¬¬α ≥ α,

in contrast to ¬¬α = α in familiar Boolean algebras. This shows that Boolean
logic is a special case of intuitionistic logic.

Just as normal set theory is intimately associated with Boolean algebra
(i.e., the ‘Venn diagram’ algebra of subsets of a set is Boolean), so a topos is
associated with a more general Heyting algebra connected to the sub-objects
of objects in the topos. In particular, fuzzy set theory (see, e.g. [17]) can be
viewed as a sub-branch of topos theory.

We start our general crowd modeling with the following basic assumption:
Constructing a general crowd dynamics is equivalent to finding a represen-
tation in a topos of a certain formal language, either a (relatively simple)
propositional language or a (more sophisticated) higher-order typed language,
that is attached to the crowd system. Crowd mechanics arises when the topos
is the category of sets, Set. Other types of crowd behavior employ a different,
more general topos.

The other important aspect of intuitionistic reasoning is that here we es-
sentially treat application of axiom schemes or inference rules as resources
– and hence its significance in representing ‘computational’ things such as
crowds.

Now we turn to the physical side of the story. Based on the previous
work of C. Isham [34, 35, 36, 37], in a recent series of four papers in J. Math.
Phys., A. Döring and Isham proposed a topos-theoretic foundation for various
classical and quantum theories of physics, with quantum-gravity as a main
goal [38, 39, 40, 41]. As we are going to apply Döring-Isham approach to our
general crowd dynamics, we give here a brief review of their four papers.

In the first paper [38], they introduced the idea that a formal language
could be attached to each physical system S and that, in the broadest sense,
constructing a physical theory of S was equivalent to finding a representation
φ of this language in a topos τφ. Constructing a theory of physics was then

11 Lattice is meant in the algebraic sense: a partially ordered set L such that any
two elements a, b ∈ L have a minimum (greatest lower bound) a ∧ b and a
maximum (least upper bound) a ∨ b in L. A lattice L is distributive if and only
if a ∨ (b ∧ c) = (a ∨ b) ∧ (a ∨ c) as well as a ∧ (b ∨ c) = (a ∧ b) ∨ (a ∧ c) hold for
all a, b, c ∈ L.
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equivalent to finding a representation of this language in a topos. Two differ-
ent kinds of language were discussed: a simple propositional language PL(S);
and a more sophisticated, higher-order, typed language (a ‘local’ language)
T L(S). The language PL(S) provides a deductive system (using intuitionis-
tic logic) and hence provides a way of making statements about the physical
system S. However, a purely propositional language is limited in scope: at the
very least, one would like to have a ‘first-order’ language, so that the phrases
‘for all’ and ‘there exists’ can be used. Besides, such a language is rudimen-
tary in so far as many features of a physical theory would lie outside its scope,
and are introduced only when constructing a representation. For example, in
classical mechanics, the entities that lie outside the language are (i) the state
space S; (ii) the choice of R as the set in which physical quantities take their
values; (iii) the specific subset ∆ ⊆ R that is used in the proposition ‘A ∈ ∆’
and (iv) the real-valued functions on S that represent physical quantities. For
this reason, the next step was to assign to each physical system S, a more
powerful, typed language, T L(S). Their general scheme could then be un-
derstood as the task of finding representations of T L(S) in various topoi.
The language T L(S) has two ‘ground-type’ symbols, Σ and R, and a set
of ‘function symbols’, written rather suggestively as the string of characters
‘A : Σ → R’. These are the linguistic precursors of, respectively, the state
object, the quantity-value object,12 and the morphisms between them that
represent physical quantities. A symbol ∆̃ could be introduced as a variable
of type PR. By these means, the entities that lie outside the propositional
language PL(S) are all brought ‘inside’ the local language T L(S).

The second paper [39], dealt with the topos representation of the propo-
sitional language PL(S) in quantum theory. The motivation came from a
desire to address certain deep issues that arise when contemplating quantum
theories of space and time. They studied in depth the topos representation of
the propositional language, PL(S), for the case of quantum theory. In doing
so, they made a direct link with, and clarify, their earlier work on applying
topos theory to quantum physics. The key step was a process they term ‘da-
seinisation’ after by which a projection operator is mapped to a sub-object of
the spectral presheaf—the topos quantum analogue of a classical state space.

For the language PL(S), a key result from the topos constructions is that,
given any quantum state |ψ 〉, there are generalized truth values, ν

(
A ∈

∆; |ψ 〉
)
, for propositions ‘A ∈ ∆’. These truth values belong to the Heyt-

ing algebra ΓΩφ of global elements of the sub-object classifier Ωφ of the
topos concerned. In making these assignments, nothing is said about ‘mea-
surements’, or ‘observers’, or even ‘probability’: there is just the truth value
ν
(
A ∈ ∆; |ψ 〉

)
∈ ΓΩφ.

In the second part of [39] the authors changed gear with the introduction
of the more sophisticated local language T L(S). From this point forward,

12 These foundational terms of type theory are applicable to programming languages
(among other things).
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throughout the rest of the series of papers, their attention has been devoted
almost entirely to this language. More specifically, they used T L(S) to study
‘truth objects’ in the topos. These are objects in the topos that play the
role of states: a necessary development as the spectral presheaf has no global
elements, and hence there are no microstates in the sense of classical physics.

In the third paper [40], Döring and Isham returned to the language T L(S)
and tried to find a topos representation φ for quantum theory. The topos
of the PL(S)-representation is SetV(H)op : the topos of presheaves over the
category, V(H), of unital, Abelian subalgebras of the algebra B(H) of all
bounded operators on the quantum Hilbert space H. They used the same
topos for the T L(S)-representation, with the spectral presheaf, Σ, being

identified as the SetV(H)op -representative, Σφ, of the ground-type symbol Σ.
Thus Σ is the state object, and, therefore, propositions are represented by
sub-objects of Σ; just as in classical physics, a proposition about the system
is represented by a subset of the classical state space. The steps in finding the
representation of T L(S) are first to identify the quantity-value object, Rφ;
and then to show how to represent a physical quantity, A, by a morphism
δ̆(A) : Σ →Rφ. Both problems were solved in the third paper.

The motivation for the last paper in the series [41], came from the authors’
desire to address certain deep issues that arise in the quantum theory of
gravity. Their basic contention was that constructing a theory of physics was
equivalent to finding a representation in a topos of a certain formal language
that was attached to the system. Classical physics arises when the topos is
the category of sets. Other types of theory employ a different topos. More
specifically, they turned to considering a collection of systems: in particular,
they were interested in the relation between the topos representation for a
composite system, and the representations for its constituents. They also
studied that problem for the disjoint sum of two systems. Their approach to
these matters was to construct a category of physical systems and to find a
topos representation of the entire category.

In the present paper, we will apply Döring–Isham foundational topos the-
ory to general crowd dynamics, so that their ‘classical physics’ translates
into our ‘crowd mechanics’, while their ‘quantum physics’ translates into our
‘crowd behavior’:

DI : classical physics =⇒ IR : crowd mechanics,

DI : quantum physics =⇒ IR : crowd behavior.

The plan of the paper is as follows. Firstly, we will give a brief overview of cat-
egory theory, followed by a brief review of topos theory, including only details
that are relevant for our crowd modelling. Then, we will describe the role of
formal languages in crowd modelling, first a propositional language PL(S),
and then a higher-order, typed language T L(S). After that, we will describe
our general category of complex systems. We will finish with a general crowd
dynamics in a general topos.
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2 A Brief on Category Theory

In modern mathematical sciences whenever one defines a new class of mathe-
matical objects, one proceeds almost in the next breath to say what kinds of
maps between objects will be considered [58, 52, 59, 3, 4]. A general frame-
work for dealing with situations where we have some objects and maps between
objects, like sets and functions, vector spaces and linear operators, points in
a space and paths between points, etc. – gives the modern metalanguage of
categories and functors. Categories are mathematical universes and functors
are ‘projectors’ from one universe onto another.

2.1 Maps

The reader is assumed to be familiar with usual notations of set theory such
as ∈ ,∪, ∩ . In this section we will rather emphasize the notion of a map
between two sets, while in the next section we will introduce the notion of a
topological space, which is basically a set with a bit of an additional structure
(topology) defined on it.

We recall that a map (or, a function) f is a rule that assigns to each
element x in a set A exactly one element, called f(x), in a set B. A map
could be thought of as a machine [[f ]] with x−input (the domain of f is the
set of all possible inputs) and f(x)−output (the range of f is the set of all
possible outputs) (see [60])

x→ [[f ]]→ f(x).

There are four possible ways to represent a function (or, a map): (i) verbally
(by a description in words); (ii) numerically (by a table of values); (iii) visu-
ally (by a graph); and (iv) algebraically (by an explicit formula). The most
common method for visualizing a function is its graph.13 If f is a function
with domain A, then its graph is the set of ordered input–output pairs

{(x, f(x)) : x ∈ A}.
Given a map (or, a function) f : A → B, the set A is called the domain of
f , and denoted Dom f . The set B is called the codomain of f , and denoted
Cod f. The codomain is not to be confused with the range of f(A), which is
in general only a subset of B.14

13 A generalization of the graph concept is a concept of a cross–section of a fibre
bundle, which is one of the core geometrical objects for dynamics of complex
systems (see [3]).

14 However, from a formal language point of view, we may algebraically alow
higher-order functions, which cannot be represented in terms of simple map-
pings between sets of atoms. Lambda calculi, for instance, allow functions that
map between functions, which places the domain and range directly inside the
function rather than being external to it. The sophistication of this meant that
even basic lambda calculus, despite dating to Church’s work in 1920, did not
have a model theory until the 60s.
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A map f : X → Y is called injective, or 1–1, or an injection, iff for every
y in the codomain Y there is at most one x in the domain X with f(x) = y.
Put another way, given x and x′ in X , if f(x) = f(x′), then it follows that
x = x′. A map f : X → Y is called surjective, or onto, or a surjection,
iff for every y in the codomain Cod f there is at least one x in the do-
main X with f(x) = y. Put another way, the range f(X) is equal to the
codomain Y . A map is bijective iff it is both injective and surjective. Injective
functions are called monomorphisms, and surjective functions are called epi-
morphisms in the category of sets (see below). Bijective functions are called
isomorphisms.

A relation is any subset of a Cartesian product of two sets (explained
below). By definition, an equivalence relation α on a set X is a relation
which is reflexive, symmetrical and transitive, i.e., relation that satisfies the
following three conditions:

1. Reflexivity: each element x ∈ X is equivalent to itself, i.e., xαx;
2. Symmetry: for any two elements a, b ∈ X , aαb implies bαa; and
3. Transitivity: aαb and bαc implies aαc.

Similarly, a relation ≤ defines a partial order on a set S if it has the following
properties:

1. Reflexivity: a ≤ a for all a ∈ S;
2. Antisymmetry: a ≤ b and b ≤ a implies a = b; and
3. Transitivity: a ≤ b and b ≤ c implies a ≤ c.

A partially ordered set (or poset) is a set taken together with a partial order on
it. Formally, a partially ordered set is defined as an ordered pair P = (X,≤),
where X is called the ground set of P and ≤ is the partial order of P .

Let f and g be maps with domains A and B. Then the maps f + g, f − g,
fg, and f/g are defined as follows [3]

(f + g)(x) = f(x) + g(x) domain = A ∩B,

(f − g)(x) = f(x)− g(x) domain = A ∩B,

(fg)(x) = f(x) g(x) domain = A ∩B,
(

f

g

)
(x) =

f(x)

g(x)
domain = {x ∈ A ∩B : g(x) �= 0}.
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Given two maps f and g, the composite map f ◦ g, called the composition of
f and g,15 is defined by

(f ◦ g)(x) = f(g(x)).

The (f ◦ g)−machine is composed of the g−machine (first) and then the
f−machine [60],

x→ [[g]]→ g(x)→ [[f ]]→ f(g(x)).

For example, suppose that y = f(u) =
√

u and u = g(x) = x2 + 1. Since y
is a function of u and u is a function of x, it follows that y is ultimately a
function of x. We calculate this by substitution

y = f(u) = f ◦ g = f(g(x)) = f(x2 + 1) =
√

x2 + 1.

2.2 Topological Spaces

Topology is a kind of abstraction of Euclidean geometry, and also a natural
framework for the study of continuity.16 Euclidean geometry is abstracted
by regarding triangles, circles, and squares as being the same basic object.
Continuity enters because in saying this one has in mind a continuous defor-
mation of a triangle into a square or a circle, or any arbitrary shape. On the
other hand, a disk with a hole in the center is topologically different from a

15 If f and g are both differentiable (or smooth, i.e., C∞) maps and h = f ◦ g is
the composite map defined by h(x) = f(g(x)), then h is differentiable and h′ is
given by the product [60]

h
′(x) = f

′(g(x)) g
′(x).

In Leibniz notation, if y = f(u) and u = g(x) are both differentiable maps, then

dy

dx
=

dy

du

du

dx
.

The reason for the name chain rule becomes clear if we add another link to the
chain. Suppose that we have one more differentiable map x = h(t). Then, to
calculate the derivative of y with respect to t, we use the chain rule twice,

dy

dt
=

dy

du

du

dx

dx

dt
.

16 Intuitively speaking, a function f : R −→ R is continuous near a point x in its
domain if its value does not jump there. That is, if we just take δx to be small
enough, the two function values f(x) and f(x + δx) should approach each other
arbitrarily closely. In more rigorous terms, this leads to the following definition:
A function f : R −→ R is continuous at x ∈ R if for all ǫ > 0, there exists a δ > 0
such that for all y ∈ R with |y − x| < δ, we have that |f(y) − f(x)| < ǫ. The
whole function is called continuous if it is continuous at every point x.
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circle or a square because one cannot create or destroy holes by continuous
deformations. Thus using topological methods one does not expect to be able
to identify a geometrical figure as being a triangle or a square. However, one
does expect to be able to detect the presence of gross features such as holes
or the fact that the figure is made up of two disjoint pieces etc. In this way
topology produces theorems that are usually qualitative in nature – they may
assert, for example, the existence or non–existence of an object. They will
not, in general, give the means for its construction [61].

Study of topology starts with the fundamental notion of topological space.
Let X be any set and Y = {Xα} denote a collection, finite or infinite of
subsets of X . Then X and Y form a topological space provided the Xα and
Y satisfy:

1. Any finite or infinite subcollection {Zα} ⊂ Xα has the property that
∪Zα ∈ Y ;

2. Any finite subcollection {Zα1
, ..., Zαn

} ⊂ Xα has the property that ∩Zαi
∈

Y ; and
3. Both X and the empty set belong to Y .

The set X is then called a topological space and the Xα are called open sets.
The choice of Y satisfying (2) is said to give a topology to X.

Given two topological spaces X and Y , a map f : X → Y is continuous if
the inverse image of an open set in Y is an open set in X .

The main general idea in topology is to study spaces which can be con-
tinuously deformed into one another, namely the idea of homeomorphism. If
we have two topological spaces X and Y , then a map f : X → Y is called a
homeomorphism iff

1. f is continuous (C0), and
2. There exists an inverse of f , denoted f−1, which is also continuous.

Definition (2) implies that if f is a homeomorphism then so is f−1. Homeo-
morphism is the main topological example of reflexive, symmetrical and transi-
tive relation, i.e., equivalence relation. Homeomorphism divides all topological
spaces up into equivalence classes. In other words, a pair of topological spaces,
X and Y , belong to the same equivalence class if they are homeomorphic.

The second example of topological equivalence relation is homotopy. While
homeomorphism generates equivalence classes whose members are topologi-
cal spaces, homotopy generates equivalence classes whose members are con-
tinuous (C0) maps. Consider two continuous maps f, g : X → Y between
topological spaces X and Y . Then the map f is said to be homotopic to the
map g if f can be continuously deformed into g (see below for the precise
definition of homotopy). Homotopy is an equivalence relation which divides
the space of continuous maps between two topological spaces into equivalence
classes [61].

Another important notions in topology are covering, compactness and con-
nectedness. Given a family of sets {Xα} = X say, then X is a covering of
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another set Y if ∪Xα contains Y . If all the Xα happen to be open sets the
covering is called an open covering. Now consider the set Y and all its pos-
sible open coverings. The set Y is compact if for every open covering {Xα}
with ∪Xα ⊃ Y there always exists a finite subcovering {X1, ..., Xn} of Y
with X1 ∪ ...∪Xn ⊃ Y . Again, we define a set Z to be connected if it cannot
be written as Z = Z1 ∪ Z2, where Z1 and Z2 are both open non–empty sets
and Z1 ∩ Z2 is an empty set.

Let A1, A2, ..., An be closed subspaces of a topological space X such that
X = ∪n

i=1Ai. Suppose fi : Ai → Y is a function, 1 ≤ i ≤ n, such that

fi|Ai ∩Aj = fj|Ai ∩Aj , (1 ≤ i, j ≤ n). (1)

In this case f is continuous iff each fi is. Using this procedure we can define
a C0−function f : X → Y by cutting up the space X into closed subsets Ai

and defining f on each Ai separately in such a way that f |Ai is obviously
continuous; we then have only to check that the different definitions agree on
the overlaps Ai ∩Aj .

The universal property of the Cartesian product : let pX : X × Y → X ,
and pY : X × Y → Y be the projections onto the first and second factors,
respectively. Given any pair of functions f : Z → X and g : Z → Y there is a
unique function h : Z → X×Y such that pX ◦h = f , and pY ◦h = g. Function
h is continuous iff both f and g are. This property characterizes X × Y up
to isomorphism. In particular, to check that a given function h : Z → X is
continuous it will suffice to check that pX ◦ h and pY ◦ h are continuous.

The universal property of the quotient : let α be an equivalence relation on
a topological space X , let X/α denote the space of equivalence classes and
pα : X → X/α the natural projection. Given a function f : X → Y , there is
a function f ′ : X/α → Y with f ′ ◦ pα = f iff xαx′ implies f(x) = f(x′), for
all x ∈ X . In this case f ′ is continuous iff f is. This property characterizes
X/α up to homeomorphism.

Homotopy. Now we return to the fundamental notion of homotopy. Let I be
a compact unit interval I = [0, 1]. A homotopy from X to Y is a continuous
function F : X × I → Y . For each t ∈ I one has Ft : X → Y defined by
Ft(x) = F (x, t) for all x ∈ X . The functions Ft are called the ‘stages’ of the
homotopy. If f, g : X → Y are two continuous maps, we say f is homotopic
to g, and write f ≃ g, if there is a homotopy F : X×I → Y such that F0 = f
and F1 = g. In other words, f can be continuously deformed into g through
the stages Ft. If A ⊂ X is a subspace, then F is a homotopy relative to A if
F (a, t) = F (a, 0), for all a ∈ A, t ∈ I.

The homotopy relation ≃ is an equivalence relation. To prove that we have
f ≃ f is obvious; take F (x, t = f(x), for all x ∈ X, t ∈ I. If f ≃ g and F is
a homotopy from f to g, then G : X×I → Y defined by G(x, t) = F (x, 1−t),
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is a homotopy from g to f , i.e., g ≃ f . If f ≃ g with homotopy F and g ≃ f
with homotopy G, then f ≃ h with homotopy H defined by

H(x, t) =

{
F (x, t), 0 ≤ t ≤ 1/2
G(x, 2t− 1), 1/2 ≤ t ≤ 1

.

To show that H is continuous we use the relation (1).
In this way, the set of all C0−functions f : X → Y between two topological

spaces X and Y , called the function space and denoted by Y X , is partitioned
into equivalence classes under the relation ≃. The equivalence classes are
called homotopy classes, the homotopy class of f is denoted by [f ], and the
set of all homotopy classes is denoted by [X ; Y ].

If α is an equivalence relation on a topological space X and F : X×I → Y
is a homotopy such that each stage Ft factors through X/α, i.e., xαx′ implies
Ft(x) = Ft(x

′), then F induces a homotopy F ′ : (X/α) × I → Y such that
F ′ ◦ (pα × 1) = F .

Homotopy theory has a range of applications of its own, outside topology
and geometry, as for example in proving Cauchy theorem in complex variable
theory, or in solving nonlinear equations of artificial neural networks.

A pointed set (S, s0) is a set S together with a distinguished point s0 ∈ S.
Similarly, a pointed topological space (X, x0) is a space X together with a
distinguished point x0 ∈ X . When we are concerned with pointed spaces
(X, x0), (Y, y0), etc, we always require that all functions f : X → Y shell
preserve base points, i.e., f(x0) = y0, and that all homotopies F : X×I → Y
be relative to the base point, i.e., F (x0, t) = y0, for all t ∈ I. We denote the
homotopy classes of base point–preserving functions by [X, x0; Y, y0] (where
homotopies are relative to x0). [X, x0; Y, y0] is a pointed set with base point
f0, the constant function: f0(x) = y0, for all x ∈ X .

A path γ(t) from x0 to x1 in a topological space X is a continuous map
γ : I → X with γ(0) = x0 and γ(1) = x1. Thus XI is the space of all paths
in X with the compact–open topology. We introduce a relation ∼ on X by
saying x0 ∼ x1 iff there is a path γ : I → X from x0 to x1. Clearly, ∼ is
an equivalence relation; the set of equivalence classes is denoted by π0(X).
The elements of π0(X) are called the path components, or 0−components of
X . If π0(X) contains just one element, then X is called path connected, or
0−connected. A closed path, or loop in X at the point x0 is a path γ(t) for
which γ(0) = γ(1) = x0. The inverse loop γ−1(t) based at x0 ∈ X is defined
by γ−1(t) = γ(1 − t), for 0 ≤ t ≤ 1. The homotopy of loops is the particular
case of the above defined homotopy of continuous maps.

If (X, x0) is a pointed space, then we may regard π0(X) as a pointed set
with the 0−component of x0 as a base point. We use the notation π0(X, x0)
to denote p0(X, x0) thought of as a pointed set. If f : X → Y is a map
then f sends 0−components of X into 0−components of Y and hence defines
a function π0(f) : π0(X) → π0(Y ). Similarly, a base point–preserving map
f : (X, x0) → (Y, y0) induces a map of pointed sets π0(f) : π0(X, x0) →
π0(Y, y0). In this way defined π0 represents a ‘functor’ from the ‘category’ of
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topological (point) spaces to the underlying category of (point) sets (see the
next subsection).

The fundamental group (introduced by Poincaré), denoted π1(X), of a
pointed space (X, x0) is the group formed by the equivalence classes of the
set of all loops, i.e., closed homotopies with initial and final points at a given
base point x0. The identity element of this group is the set of all paths homo-
topic to the degenerate path consisting of the point x0.

17 The fundamental
group π1(X) only depends on the homotopy type of the space X , that is,
fundamental groups of homeomorphic spaces are isomorphic.

Combinations of topology and calculus give differential topology and dif-
ferential geometry.

2.3 Commutative Diagrams

The category theory (see below) was born with an observation that many
properties of mathematical systems can be unified and simplified by a pre-
sentation with commutative diagrams of morphisms [58, 52]. Each morphism
f : X → Y represents a function (i.e., a map, transformation, operator); that
is, a source (domain) set X , a target (codomain) set Y , and a rule x �→ f(x)
which assigns to each element x ∈ X an element f(x) ∈ Y . A typical diagram
of sets and functions is

X Y✲f

h
❅

❅
❅
❅❘

Z
❄

g or

X f(X)✲f

h
❅

❅
❅
❅❘
g(f(X))

❄

g

This diagram is commutative iff h = g ◦ f , where g ◦ f is the usual composite
function g ◦ f : X → Z, defined by x �→ g(f(x)).

Similar commutative diagrams apply in other mathematical, physical and
computing contexts; e.g., in the ‘category’ of all topological spaces, the letters
X, Y, and Z represent topological spaces while f, g, and h stand for continuous
maps. Again, in the category of all groups, X, Y, and Z stand for groups, f, g,
and h for homomorphisms.

Less formally, composing maps is like following directed paths from one ob-
ject to another (e.g., from set to set). In general, a diagram is commutative iff
any two paths along morphisms that start at the same point and finish at the
same point yield the same ‘homomorphism’ via compositions along successive
morphisms. Commutativity of the whole diagram follows from commutativity

17 The group product f ∗ g of loop f and loop g is given by the path of f followed
by the path of g. The identity element is represented by the constant path,
and the inverse f−1 of f is given by traversing f in the opposite direction. The
fundamental group π1(X) is independent of the choice of base point x0 because
any loop through x0 is homotopic to a loop through any other point x1.
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of its triangular components (depicting a ‘commutative flow’, see Figure 1).
Study of commutative diagrams is popularly called ‘diagram chasing’, and
provides a powerful tool for mathematical thought.

Many properties of mathematical constructions may be represented by
universal properties of diagrams [52]. Consider the Cartesian product X ×Y
of two sets, consisting as usual of all ordered pairs 〈x, y〉 of elements x ∈ X
and y ∈ Y . The projections 〈x, y〉 �→ x, 〈x, y〉 �→ y of the product on its
‘axes’ X and Y are functions p : X × Y → X, q : X × Y → Y . Any
function h : W → X × Y from a third set W is uniquely determined by its
composites p◦h and q ◦h. Conversely, given W and two functions f and g as
in the diagram below, there is a unique function h which makes the following
diagram commute:

X X × Y✛
p Y✲

q

W

f
�

�
�

�✠ ❄
h g

❅
❅

❅
❅❘

This property describes the Cartesian product X × Y uniquely; the same
diagram, read in the category of topological spaces or of groups, describes
uniquely the Cartesian product of spaces or of the direct product of
groups.

The construction ‘Cartesian product’ is technically called a ‘functor’ be-
cause it applies suitably both to the sets and to the functions between them;
two functions k : X → X ′ and l : Y → Y ′ have a function k × l as their
Cartesian product:

k × l : X × Y → X ′ × Y ′, 〈x, y〉 �→ 〈kx, ly〉.

Fig. 1. A commutative flow (denoted by curved morphisms) on a triangulated di-
graph. Commutativity of the whole diagram follows from commutativity of its tri-
angular components.
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2.4 Categories

A category is a generic mathematical structure18 consisting of a collection
of objects (sets with possibly additional structure), with a corresponding
collection of morphisms, or morphisms, between objects (agreeing with this
additional structure). A category K is defined as a pair (Ob(K), Mor(K)) of
generic objects A, B, . . . in Ob(K) and generic morphisms f : A→ B, g : B →
C, . . . in Mor(K) between objects, with associative composition:

A
f ✲ B

g ✲ C = A
g◦f✲ C,

and identity (loop) morphism. (Note that in topological literature, Hom(K) or
hom(K) is used instead of Mor(K); see [59]).

A categoryK is usually depicted as a commutative diagram (i.e., a diagram
with a common initial object A and final object D):

C D✲
k

A B✲f

❄
h

❄
g

✬

✫

✩

✪
K

To make this more precise, we say that a category K is defined if we have:

1. A class of objects {A, B, C, ...} of K, denoted by Ob(K);
2. A set of morphisms, or morphisms MorK(A, B), with elements f : A→ B,

defined for any ordered pair (A, B) ∈ K, such that for two different pairs
(A, B) �= (C, D) in K, we have MorK(A, B) ∩ MorK(C, D) = ∅;

3. For any triplet (A, B, C) ∈ K with f : A→ B and g : B → C, there is a
composition of morphisms

MorK(B, C) × MorK(A, B) ∋ (g, f)→ g ◦ f ∈ MorK(A, C),

written schematically as

f : A→ B, g : B → C

g ◦ f : A→ C
.

Recall from above that if we have a morphism f ∈ MorK(A, B), (otherwise

written f : A→ B, or A
f ✲ B), then A = dom(f) is a domain of f , and

B = cod(f) is a codomain of f (of which range of f is a subset, B = ran(f)).

18 We emphasize here that category theory, the abstract of the abstract, finds very
important practical significance in terms of type theory, which is fundamental in
building (among other things) programming languages that prevent bad things
from being allowed while also enabling the expression of abstract concepts. Type
checkers of languages are actually theorem provers!
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To make K a category, it must also fulfill the following two properties:

1. Associativity of morphisms: for all f ∈ MorK(A, B), g ∈ MorK(B, C), and
h ∈ MorK(C, D), we have h ◦ (g ◦ f) = (h ◦ g) ◦ f ; in other words, the
following diagram is commutative

B C✲
g

A D✲h ◦ (g ◦ f) = (h ◦ g) ◦ f

❄

f
✻
h

2. Existence of identity morphism: for every object A ∈ Ob(K) exists a
unique identity morphism 1A ∈ MorK(A, A); for any two morphisms f ∈
MorK(A, B), and g ∈ MorK(B, C), compositions with identity morphism
1B ∈ MorK(B, B) give 1B ◦ f = f and g ◦ 1B = g, i.e., the following
diagram is commutative:

B

f
❅

❅
❅
❅❘

A B✲f
C✲g

❄

1B g

�
�

�
�✒

The set of all morphisms of the category K is denoted

Mor(K) =
⋃

A,B∈Ob(K)

MorK(A, B).

If for two morphisms f ∈ MorK(A, B) and g ∈ MorK(B, A) the equality g◦f =
1A is valid, then the morphism g is said to be left inverse (or retraction), of
f , and f right inverse (or section) of g. A morphism which is both right and
left inverse of f is said to be two–sided inverse of f .

A morphism m : A → B is called monomorphism in K (i.e., 1–1, or
injection map), if for any two parallel morphisms f1, f2 : C → A in K the
equality m◦f1 = m◦f2 implies f1 = f2; in other words, m is monomorphism
if it is left cancellable. Any morphism with a left inverse is monomorphism.

A morphism e : A→ B is called epimorphism in K (i.e., onto, or surjection
map), if for any two morphisms g1, g2 : B → C in K the equality g1◦e = g2◦e
implies g1 = g2; in other words, e is epimorphism if it is right cancellable.
Any morphism with a right inverse is epimorphism.

A morphism f : A→ B is called isomorphism in K (denoted as f : A ∼= B)
if there exists a morphism f−1 : B → A which is a two–sided inverse of f in
K. The relation of isomorphism is reflexive, symmetric, and transitive, that
is, an equivalence relation.
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For example, an isomorphism in the category of sets is called a set–
isomorphism, or a bijection, in the category of topological spaces is called
a topological isomorphism, or a homeomorphism, in the category of differen-
tiable manifolds is called a differentiable isomorphism, or a diffeomorphism.

A morphism f ∈ MorK(A, B) is regular if there exists a morphism g : B →
A in K such that f ◦ g ◦ f = f . Any morphism with either a left or a right
inverse is regular.

An object T is a terminal object inK if to each object A ∈ Ob(K) there is ex-
actly one morphismA→ T . An objectS is an initial object inK if to each object
A ∈ Ob(K) there is exactly one morphism S → A. A null object Z ∈ Ob(K) is
an object which is both initial and terminal; it is unique up to isomorphism. For
any two objects A, B ∈ Ob(K) there is a unique morphism A → Z → B (the
composite through Z), called the zero morphism from A to B.

A notion of subcategory is analogous to the notion of subset. A subcategory
L of a category K is said to be a complete subcategory iff for any objects
A, B ∈ L, every morphism A→ B of L is in K.

A groupoid is a category in which every morphism is invertible. A typical
groupoid is the fundamental groupoid Π1(X) of a topological space X . An
object of Π1(X) is a point x ∈ X , and a morphism x → x′ of Π1(X) is a
homotopy class of paths f from x to x′. The composition of paths g : x′ → x′′

and f : x→ x′ is the path h which is ‘f followed by g’. Composition applies
also to homotopy classes, and makes Π1(X) a category and a groupoid (the
inverse of any path is the same path traced in the opposite direction).

A group is a groupoid with one object, i.e., a category with one object in
which all morphisms are isomorphisms. Therefore, if we try to generalize the
concept of a group, keeping associativity as an essential property, we get the
notion of a category.

A category is discrete if every morphism is an identity. A monoid is a
category with one object, which is a group without inverses. A group is a
category with one object in which every morphism has a two–sided inverse
under composition.

Homological algebra was the progenitor of category theory (see e.g., [62]).
Generalizing L. Euler’s formula: f + v = e + 2, for the faces f , vertices v
and edges e of a convex polyhedron, E. Betti defined numerical invariants
of spaces by formal addition and subtraction of faces of various dimensions.
H. Poincaré formalized these and introduced the concept of homology. E.
Noether stressed the fact that these calculations go on in Abelian groups,
and that the operation ∂n taking a face of dimension n to the alternating
sum of faces of dimension n−1 which form its boundary is a homomorphism,
and it also satisfies the boundary of a boundary is zero rule: ∂n ◦ ∂n+1 = 0.
There are many ways of approximating a given space by polyhedra, but the
quotient Hn = Ker ∂n/ Im ∂n+1 is an invariant, the homology group.

As a physical example from [64, 65], consider some physical system of
type A (e.g., an electron) and perform some physical operation f on it (e.g.,
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perform a measurement on it), which results in a possibly different system B
(e.g., a perturbed electron), thus having a map f : A −→ B. In a same way,
we can perform a consecutive operation g : B −→ C (e.g., perform the second
measurement, this time on B), possibly resulting in a different system C
(e.g., a secondly perturbed electron). Thus, we have a composition: k = g ◦f ,
representing the consecutive application of these two physical operations, or
the following diagram commutes:

A B✲f

k
❅

❅
❅
❅❘

C
❄

g

In a similar way, we can perform another consecutive operation h : C −→ D
(e.g., perform the third measurement, this time on C), possibly resulting in a
different system D (e.g., a thirdly perturbed electron). Clearly we have an asso-
ciative composition (h◦g)◦f = h◦(g◦f), or the following diagram commutes:

B C✲
g

A D✲h ◦ (g ◦ f) = (h ◦ g) ◦ f

❄

f
✻
h

Finally, if we introduce a trivial operation 1A ∈ MorK(A, A), meaning ‘doing
nothing on a system of type A’, we have 1B ◦ f = f ◦ 1A = f . In this way, we
have constructed a generic physical category (for more details, see [64, 65]).

For the same operational reasons, categories could be expected to play
an important role in other fields where operations/processes play a central
role: e.g., Computer Science (computer programs as morphisms) and Logic &
Proof Theory (proofs as morphisms). In the theoretical counterparts to these
fields category theory has become quite common practice (see [66]).

2.5 Functors

In algebraic topology, one attempts to assign to every topological space X
some algebraic object F(X) in such a way that to every C0−function f :
X → Y there is assigned a homomorphism F(f) : F(X) −→ F(Y ) (see
[59, 3]). One advantage of this procedure is, e.g., that if one is trying to prove
the non–existence of a C0−function f : X → Y with certain properties, one
may find it relatively easy to prove the non–existence of the corresponding
algebraic function F(f) and hence deduce that f could not exist. In other
words, F is to be a ‘homomorphism’ from one category (e.g., T ) to another
(e.g., G or A). Formalization of this notion is a functor.
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A functor is a generic picture projecting (all objects and morphisms of) a
source category into a target category. Let K = (Ob(K), Mor(K)) be a source
(or domain) category and L = (Ob(L), Mor(L)) be a target (or codomain)
category. A functor F = (FO,FM ) is defined as a pair of maps, FO : Ob(K)→
Ob(L) and FM : Mor(K) → Mor(L), preserving categorical symmetry (i.e.,
commutativity of all diagrams) of K in L.

More precisely, a covariant functor, or simply a functor, F∗ : K → L is a
picture in the target category L of (all objects and morphisms of) the source
category K:

C D✲
k

A B✲f

❄
h

❄
g

✬

✫

✩

✪
K

F(C) F(D)✲
F(k)

F(A) F(B)✲F(f)

❄
F(h)

❄
F(g)

✬

✫

✩

✪
LF∗ ✲

Similarly, a contravariant functor, or a cofunctor, F∗ : K → L is a dual
picture with reversed morphisms:

C D✲
k

A B✲f

❄
h

❄
g

✬

✫

✩

✪
K

F(C) F(D)✛
F(k)

F(A) F(B)✛ F(f)

✻F(h)
✻F(g)

✬

✫

✩

✪
LF∗ ✲

In other words, a functor F : K → L from a source category K to a
target category L, is a pair F = (FO,FM ) of maps FO : Ob(K) → Ob(L),
FM : Mor(K)→ Mor(L), such that

1. If f ∈ MorK(A, B) then FM (f) ∈ MorL(FO(A),FO(B)) in case of the
covariant functor F∗, and FM (f) ∈ MorL(FO(B),FO(A)) in case of the
contravariant functor F∗;

2. For all A ∈ Ob(K) : FM (1A) = 1FO(A);
3. For all f, g ∈ Mor(K): if cod(f) = dom(g), then FM (g ◦ f) = FM (g) ◦
FM (f) in case of the covariant functor F∗, and FM (g ◦ f) = FM (f) ◦
FM (g) in case of the contravariant functor F∗.

Category theory originated in algebraic topology, which tried to assign alge-
braic invariants to topological structures. The golden rule of such invariants
is that they should be functors.

For example, in computer science, every monad is a functor, but not every
functor is a monad. Monads are vitally important in creating higher-order
functions that capture notions of computation such as sequence and control
of flow. So, we can think of a functor as a structure that can be mapped over
using a mapping that takes on its ‘elements’ to give a new structure.

As a standard topological example, the fundamental group π1 is a functor.
Algebraic topology constructs a group called the fundamental group π1(X)
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from any topological space X , which keeps track of how many holes the space
X has. But also, any map between topological spaces determines a homomor-
phism φ : π1(X) → π1(Y ) of the fundamental groups. So the fundamental
group is really a functor π1 : T → G. This allows us to completely transpose
any situation involving spaces and continuous maps between them to a par-
allel situation involving groups and homomorphisms between them, and thus
reduce some topology problems to algebra problems.

Also, singular homology in a given dimension n assigns to each topological
space X an Abelian group Hn(X), its nth homology group of X , and also to
each continuous map f : X → Y of spaces a corresponding homomorphism
Hn(f) : Hn(X) → Hn(Y ) of groups, and this in such a way that Hn(X)
becomes a functor Hn : T → A.

The leading idea in the use of functors in topology is that Hn or πn gives
an algebraic picture or image not just of the topological spaces X, Y but also
of all the continuous maps f : X → Y between them.

Similarly, there is a functor Π1 : T → G, called the ‘fundamental groupoid
functor’, which plays a very basic role in algebraic topology. Here’s how we
get from any space X its ‘fundamental groupoid’ Π1(X). To say what the
groupoid Π1(X) is, we need to say what its objects and morphisms are. The
objects in Π1(X) are just the points of X and the morphisms are just certain
equivalence classes of paths in X . More precisely, a morphism f : x → y in
Π1(X) is just an equivalence class of continuous paths from x to y, where two
paths from x to y are decreed equivalent if one can be continuously deformed
to the other while not moving the endpoints. (If this equivalence relation
holds, we say the two paths are ‘homotopic’, and we call the equivalence
classes ‘homotopy classes of paths’ [59].

Another examples are covariant forgetful functors:

– From the category of topological spaces to the category of sets; it ‘forgets’
the topology–structure.

– From the category of metric spaces to the category of topological spaces
with the topology induced by the metrics; it ‘forgets’ the metric.

For each category K, the identity functor IK takes every K−object and every
K−morphism to itself.

Given a category K and its subcategory L, we have an inclusion functor
In : L −→ K.

Given a category K, a diagonal functor ∆ : K −→ K×K takes each object
A ∈ K to the object (A, A) in the product category K ×K.

Given a category K and a category of sets S, each object A ∈ K determines
a covariant Hom–functor K[A, ] : K → S, a contravariant Hom–functor
K[ , A] : K −→ S, and a Hom–bifunctor K[ , ] : Kop ×K → S.

A functor F : K → L is a faithful functor if for all A, B ∈ Ob(K) and for
all f, g ∈ MorK(A, B), F(f) = F(g) implies f = g; it is a full functor if for
every h ∈ MorL(F(A),F(B)), there is g ∈ MorK(A, B) such that h = F(g);
it is a full embedding if it is both full and faithful.
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A representation of a group is a functor F : G → V . Thus, a category is
a generalization of a group and group representations are a special case of
category representations.

2.6 Natural Transformations

A natural transformation (i.e., a functor morphism) τ : F ·→ G is a map
between two functors of the same variance, (F ,G) : K ⇒ L, preserving cate-
gorical symmetry:

A B✲f

✬

✫

✩

✪K

F ✲

τ ⇓
G ✲ G(A) G(B)✲

G(f)

F(A) F(B)✲F(f)

❄
τA

❄
τB

✬

✫

✩

✪
L

More precisely, all functors of the same variance from a source category K
to a target category L form themselves objects of the functor category LK.
Morphisms of LK, called natural transformations, are defined as follows.

Let F : K → L and G : K → L be two functors of the same variance from
a category K to a category L. Natural transformation F τ−→ G is a family
of morphisms such that for all f ∈ MorK(A, B) in the source category K, we
have G(f) ◦ τA = τB ◦ F(f) in the target category L. Then we say that the
component τA : F(A)→ G(A) is natural in A.

If we think of a functor F as giving a picture in the target category L
of (all the objects and morphisms of) the source category K, then a natural
transformation τ represents a set of morphisms mapping the picture F to
another picture G, preserving the commutativity of all diagrams.

An invertible natural transformation, such that all components τA are
isomorphisms) is called a natural equivalence (or, natural isomorphism). In
this case, the inverses (τA)−1 in L are the components of a natural isomor-

phism (τ )−1 : G ∗−→ F . Natural equivalences are among the most important
metamathematical constructions in algebraic topology (see [59]).

As a mathematical example, let B be the category of Banach spaces over
R and bounded linear maps. Define D : B → B by taking D(X) = X∗ =
Banach space of bounded linear functionals on a space X and D(f) = f∗ for
f : X → Y a bounded linear map. Then D is a cofunctor. D2 = D ◦D is also
a functor. We also have the identity functor 1 : B → B. Define T : 1→ D ◦D
as follows: for every X ∈ B let T (X) : X → D2X = X∗∗ be the natural
inclusion – that is, for x ∈ X we have [T (X)(x)](f) = f(x) for every f ∈ X∗.
T is a natural transformation. On the subcategory of nD Banach spaces T
is even a natural equivalence. The largest subcategory of B on which T is a
natural equivalence is called the category of reflexive Banach spaces [59].

As a physical example, when we want to be able to conceive two physical
systems A and B as one whole (see [64, 65]), we can denote this using a
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(symmetric) monoidal tensor product A⊗B, and hence also need to consider
the compound operations

A⊗B
f ⊗ g✲ C ⊗D,

inherited from the operations on the individual systems. Now, a (symmetric)
monoidal category is a categoryK defined as a pair (Ob(K), Mor(K)) of generic
objects A, B, . . . in Ob(K) and generic morphisms f : A→ B, g : B → C, . . . in
Mor(K) between objects, defined using the symmetric monoidal tensor product:

Ob(K) : {A, B} �→ A⊗B,

Mor(K) : {A f ✲ B, C
g ✲ D} �→ A⊗ C

f ⊗ g✲ B ⊗D,

with the additional notion of bifunctoriality: if we apply an operation f to
one system and an operation g to another system, then the order in which
we apply them does not matter; that is, the following diagram commutes:

A1 ⊗B2 B1 ⊗B2
✲

f ⊗ 1B2

A1 ⊗A2 B1 ⊗A2
✲f ⊗ 1A2

❄

1A1
⊗ g

✻
1B1
⊗ g

which shows that both paths yield the same result (see [64, 65] for technical
details).

As ‘categorical fathers’, S. Eilenberg and S. MacLane, first observed, ‘cat-
egory’ has been defined in order to define ‘functor’ and ‘functor’ has been
defined in order to define ‘natural transformations’ [58, 52]).

Natural transformations can be composed in two different ways. First, we
have an ‘ordinary’ composition: if F ,G and H are three functors from the
source category A to the target category B, and then α : F ·→ G, β : G ·→ H
are two natural transformations, then the formula

(β ◦ α)A = βA ◦ αA, (for all A ∈ A), (2)

defines a new natural transformation β ◦ α : F ·→ H. This composition law
is clearly associative and possesses a unit 1F at each functor F , whose A–
component is 1FA.

Second, we have the Godement product of natural transformations, usually
denoted by ∗. Let A, B and C be three categories, F ,G, H and K be four
functors such that (F ,G) : A ⇒ B and (H,K) : B ⇒ C, and α : F ·→ G, β :

H ·→ K be two natural transformations. Now, instead of (2), the Godement
composition is given by

(β ∗ α)A = βGA ◦H (αA) = K (αA) ◦ βFA, (for all A ∈ A), (3)

which defines a new natural transformation β ∗ α : H ◦ F ·→ K ◦ G.
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Finally, the two compositions (2) and (3) of natural transformations can
be combined as

(δ ∗ γ) ◦ (β ∗ α) = (δ ◦ β) ∗ (γ ◦ α) ,

where A, B and C are three categories, F ,G, H, K, L, M are six functors,
and α : F ·→ H, β : G ·→ K, γ : H ·→ L, δ : K ·→ M are four natural
transformations.19

19 Double natural transformations are called dinatural transformations. An end of a
functor S : Cop×C → X is a universal dinatural transformation from a constant
e to S. In other words, an end of S is a pair 〈e, ω〉, where e is an object of X

and ω : e
..
→ S is a wedge (dinatural) transformation with the property that to

every wedge β : x
..
→ S there is a unique morphism h : x → e of B with βc = ωch

for all a ∈ C. We call ω the ending wedge with components ωc, while the object
e itself, by abuse of language, is called the end of S and written with integral
notation as

∫

c

S(c, c); thus

S(c, c)
ωc→

∫

c

S(c, c) = e.

Note that the ‘variable of integration’ c appears twice under the integral sign
(once contravariant, once covariant) and is ‘bound’ by the integral sign, in that
the result no longer depends on c and so is unchanged if ‘c’ is replaced by any
other letter standing for an object of the category C. These properties are like
those of the letter x under the usual integral symbol

∫
f(x) dx of calculus.

Every end is manifestly a limit (see below) – specifically, a limit of a suitable
diagram in X made up of pieces like S(b, b) → S(b, c) → S(c, c).

For each functor T : C → X there is an isomorphism
∫

c

S(c, c) =

∫

c

Tc ∼= Lim T,

valid when either the end of the limit exists, carrying the ending wedge to the
limiting cone; the indicated notation thus allows us to write any limit as an
integral (an end) without explicitly mentioning the dummy variable (the first
variable c of S).

A functor H : X → Y is said to preserve the end of a functor S : Cop×C → X

when ω : e
..
→ S an end of S in X implies that Hω : He

..
→ HS is an and for HS;

in symbols

H

∫

c

S(c, c) =

∫

c

HS(c, c).

Similarly, H creates the end of S when to each end v : y
..
→ HS in Y there is a

unique wedge ω : e
..
→ S with Hω = v, and this wedge ω is an end of S.

The definition of the coend of a functor S : Cop × C → X is dual to that of
an end. A coend of S is a pair 〈d, ζ〉, consisting of an object d ∈ X and a wedge
ζ : S

..
→ d. The object d (when it exists, unique up to isomorphism) will usually be

written with an integral sign and with the bound variable c as superscript; thus

S(c, c)
ζc→

c∫
S(c, c) = d.

The formal properties of coends are dual to those of ends. Both are much like
those for integrals in calculus (see [52], for technical details).
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2.7 Limits and Colimits

In abstract algebra constructions are often defined by an abstract property
which requires the existence of unique morphisms under certain conditions.
These properties are called universal properties. The limit of a functor gen-
eralizes the notions of inverse limit and product used in various parts of
mathematics. The dual notion, colimit, generalizes direct limits and direct
sums. Limits and colimits are defined via universal properties and provide
many examples of adjoint functors.

A limit of a covariant functor F : J → C is an object L of C, together
with morphisms φX : L → F(X) for every object X of J , such that for
every morphism f : X → Y in J , we have F(f)φX = φY , and such that the
following universal property is satisfied: for any object N of C and any set of
morphisms ψX : N → F(X) such that for every morphism f : X → Y in J ,
we have F(f)ψX = ψY , there exists precisely one morphism u : N → L such
that φXu = ψX for all X . If F has a limit (which it need not), then the limit
is defined up to a unique isomorphism, and is denoted by limF .

Analogously, a colimit of the functor F : J → C is an object L of C,
together with morphisms φX : F(X)→ L for every object X of J , such that
for every morphism f : X → Y in J , we have φY F(X) = φX , and such that
the following universal property is satisfied: for any object N of C and any set
of morphisms ψX : F(X)→ N such that for every morphism f : X → Y in
J , we have ψY F(X) = ψX , there exists precisely one morphism u : L → N
such that uφX = ψX for all X . The colimit of F , unique up to unique
isomorphism if it exists, is denoted by colimF .

Limits and colimits are related as follows: A functor F : J → C has
a colimit iff for every object N of C, the functor X �−→ MorC(F(X), N)
(which is a covariant functor on the dual category J op) has a limit. If that is
the case, then MorC(colimF , N) = limMorC(F(−), N) for every object N
of C.

2.8 Adjunction

The most important functorial operation is adjunction; as S. MacLane once
said, “Adjoint functors arise everywhere” [52].

The adjunction ϕ : F ⊣ G between two functors (F ,G) : K⇆ L of opposite
variance [63], represents a weak functorial inverse:

f : F(A)→ B

ϕ(f) : A→ G(B)
,

forming a natural equivalence ϕ : MorK(F(A), B)
ϕ−→ MorL(A,G(B)). The

adjunction isomorphism is given by a bijective correspondence (a 1–1 and
onto map on objects) ϕ : Mor(K) ∋ f → ϕ(f) ∈ Mor(L) of isomorphisms in
the two categories, K (with a representative object A), and L (with a repre-
sentative object B). It can be depicted as a non–commutative diagram
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B G(B)✲
G

F(A) A✛ F

❄
f

❄
ϕ(f)

✬

✫

✩

✪
K

✬

✫

✩

✪
L

In this case F is called left adjoint, while G is called right adjoint.
In other words, an adjunction F ⊣ G between two functors (F ,G) of op-

posite variance, from a source category K to a target category L, is denoted
by (F ,G, η, ε) : K ⇆ L. Here, F : L → K is the left (upper) adjoint functor,
G : K ← L is the right (lower) adjoint functor, η : 1L → G ◦ F is the unit
natural transformation (or, front adjunction), and ε : F ◦ G → 1K is the
counit natural transformation (or, back adjunction).

For example, K = S is the category of sets and L = G is the category
of groups. Then F turns any set into the free group on that set, while the
‘forgetful’ functor F∗ turns any group into the underlying set of that group.
Similarly, all sorts of other ‘free’ and ‘underlying’ constructions are also left
and right adjoints, respectively.

Right adjoints preserve limits, and left adjoints preserve colimits.
The category C is called a cocomplete category if every functor F : J → C

has a colimit. The following categories are cocomplete: S,G,A, T , and PT .
The importance of adjoint functors lies in the fact that every functor which

has a left adjoint (and therefore is a right adjoint) is continuous. In the
category A of Abelian groups, this shows e.g. that the kernel of a product of
homomorphisms is naturally identified with the product of the kernels. Also,
limit functors themselves are continuous. A covariant functor F : J → C is
co-continuous if it transforms colimits into colimits. Every functor which has
a right adjoint (and therefore is a left adjoint) is co-continuous.

A Weak Physiological Example: Sensory–Motor Adjunction Sensa-
tions from the skin, muscles, and internal organs of the body, are transmitted
to the central nervous system via axons that enter via spinal nerves. They are
called sensory pathways. On the other hand, the motor system executes con-
trol over the skeletal muscles of the body via several major tracts (including
pyramidal and extrapyramidal). They are called motor pathways. Sensory–
motor (or, sensorimotor) control/coordination concerns relationships between
sensation and movement or, more broadly, between perception and action.
The interplay of sensory and motor processes provides the basis of observ-
able human behavior. Anatomically, its top–level, association link can be
visualized as a talk between sensory and motor Penfield’s homunculi. This
sensory–motor control system can be modelled as an adjunction between
the afferent sensory functor S : BODY → BRAIN and the efferent mo-
tor functor M : BRAIN → BODY. Thus, we have SMC : S ⊣ M, with
(S,M) : BRAIN ⇆ BODY and depicted as
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B M(B)✲
M

S(A) A✛ S

❄
f

❄
SMC(f)

✬

✫

✩

✪
BRAIN

✬

✫

✩

✪
BODY

This adjunction offers a mathematical answer to the fundamental ques-
tion: How would Nature solve a general biodynamics control/coordination
problem? By using a weak functorial inverse of sensory neural pathways and
motor neural pathways, Nature controls human behavior in general, and hu-
man motion in particular.

More generally, normal functioning of human body is achieved through
interplay of a number of physiological systems – Objects of the category
BODY: musculoskeletal system, circulatory system, gastrointestinal system,
integumentary system, urinary system, reproductive system, immune system
and endocrine system. These systems are all interrelated, so one can say that
the Morphisms between them make the proper functioning of the BODY as
a whole. On the other hand, BRAIN contains the images of all above func-
tional systems (Brain objects) and their interrelations (Brain morphisms),
for the purpose of body control. This body–control performed by the brain is
partly unconscious, through neuro–endocrine complex, and partly conscious,
through neuro–muscular complex. A generalized sensory functor SS sends the
information about the state of all Body objects (at any time instant) to their
images in the Brain. A generalized motor functorMM responds to these up-
ward sensory signals by sending downward corrective action–commands from
the Brain’s objects and morphisms to the Body’s objects and morphisms. For
physiological details, see [2]. For other bio–physical applications of categorical
meta-language, see [1, 3, 4].

2.9 Groups and Related Algebraic Structures

A group is a pointed set (G, e) with a multiplication μ : G ×G→ G and an
inverse ν : G→ G such that the following diagrams commute [59]:

1.

G

1
❅

❅
❅
❅❘

G G×G✲(e, 1)
G✲(1, e)

❄

μ 1

�
�

�
�✒

(e is a two–sided identity)
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2.

G×G G✲
μ

G×G×G G×G✲μ× 1

❄

1× μ

❄

μ

(associativity)
3.

G

e
❅

❅
❅
❅❘

G G×G✲(ν, 1)
G✲(1, ν)

❄

μ e

�
�

�
�✒

(inverse).

Here e : G → G is the constant map e(g) = e for all g ∈ G. (e, 1) means
the map such that (e, 1)(g) = (e, g), etc. A group G is called commutative or
Abelian group if in addition the following diagram commutes

G×G G×G✲T

G

μ
❅

❅
❅
❅❘

μ
�

�
�

�✠

where T : G × G → G × G is the switch map T (g1, g2) = (g2, g1), for all
(g1, g2) ∈ G×G.

A group G acts (on the left) on a set A if there is a function α : G×A→ A
such that the following diagrams commute [59]:

1.

A G×A✲(e, 1)

1
❅

❅
❅
❅❘

A
❄

α

2.

G×A A✲
α

G×G×A G×A✲1× α

❄

μ× 1

❄

α

where (e, 1)(x) = (e, x) for all x ∈ A. The orbits of the action are the
sets Gx = {gx : g ∈ G} for all x ∈ A.
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Given two groups (G, ∗) and (H, ·), a group homomorphism from (G, ∗) to
(H, ·) is a function h : G→ H such that for all x and y in G it holds that

h(x ∗ y) = h(x) · h(y).

From this property, one can deduce that h maps the identity element eG of
G to the identity element eH of H , and it also maps inverses to inverses in
the sense that h(x−1) = h(x)−1. Hence one can say that h is compatible with
the group structure.

The kernel Kerh of a group homomorphism h : G → H consists of all
those elements of G which are sent by h to the identity element eH of H , i.e.,

Kerh = {x ∈ G : h(x) = eH}.

The image Im h of a group homomorphism h : G→ H consists of all elements
of G which are sent by h to H , i.e.,

Im h = {h(x) : x ∈ G}.

The kernel is a normal subgroup of G and the image is a subgroup of H .
The homomorphism h is injective (and called a group monomorphism) iff
Kerh = eG, i.e., iff the kernel of h consists of the identity element of G only.

Similarly, a ring (the term introduced by David Hilbert) is a set S together
with two binary operators + and ∗ (commonly interpreted as addition and
multiplication, respectively) satisfying the following conditions:

1. Additive associativity: For all a, b, c ∈ S, (a + b) + c = a + (b + c),
2. Additive commutativity: For all a, b ∈ S, a + b = b + a,
3. Additive identity: There exists an element 0 ∈ S such that for all a ∈ S,

0 + a = a + 0 = a,
4. Additive inverse: For every a ∈ S there exists−a ∈ S such that a+(−a) =

(−a) + a = 0,
5. Multiplicative associativity: For all a, b, c ∈ S, (a ∗ b) ∗ c = a ∗ (b ∗ c),
6. Left and right distributivity: For all a, b, c ∈ S, a∗(b+c) = (a∗b)+(a∗c)

and (b + c) ∗ a = (b ∗ a) + (c ∗ a).

A ring is therefore an Abelian group under addition and a semigroup under
multiplication. A ring that is commutative under multiplication, has a unit
element, and has no divisors of zero is called an integral domain. A ring which
is also a commutative multiplication group is called a field. The simplest rings
are the integers Z, polynomials R[x] and R[x, y] in one and two variables, and
square n× n real matrices.

An ideal is a subset I of elements in a ring R which forms an additive
group and has the property that, whenever x belongs to R and y belongs
to I, then xy and yx belong to I. For example, the set of even integers is
an ideal in the ring of integers Z. Given an ideal I, it is possible to define a
factor ring R/I.
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A ring is called left (respectively, right) Noetherian if it does not contain
an infinite ascending chain of left (respectively, right) ideals. In this case,
the ring in question is said to satisfy the ascending chain condition on left
(respectively, right) ideals. A ring is said to be Noetherian if it is both left and
right Noetherian. If a ring R is Noetherian, then the following are equivalent:

1. R satisfies the ascending chain condition on ideals.
2. Every ideal of R is finitely generated.
3. Every set of ideals contains a maximal element.

A module is a mathematical object in which things can be added together
commutatively by multiplying coefficients and in which most of the rules of
manipulating vectors hold. A module is abstractly very similar to a vector
space, although in modules, coefficients are taken in rings which are much
more general algebraic objects than the fields used in vector spaces. A module
taking its coefficients in a ring R is called a module over R or R−module.
Modules are the basic tool of homological algebra.

Examples of modules include the set of integers Z, the cubic lattice in d
dimensions Z

d, and the group ring of a group. Z is a module over itself. It is
closed under addition and subtraction. Numbers of the form nα for n ∈ Z and
α a fixed integer form a submodule since, for (n, m) ∈ Z, nα±mα = (n±m)α
and (n ± m) is still in Z. Also, given two integers a and b, the smallest
module containing a and b is the module for their greatest common divisor,
α = GCD(a, b).

A module M is a Noetherian module if it obeys the ascending chain con-
dition with respect to inclusion, i.e., if every set of increasing sequences of
submodules eventually becomes constant. If a module M is Noetherian, then
the following are equivalent:

1. M satisfies the ascending chain condition on submodules.
2. Every submodule of M is finitely generated.
3. Every set of submodules of M contains a maximal element.

Let I be a partially ordered set. A direct system of R−modules over I is an
ordered pair {Mi, ϕ

i
j} consisting of an indexed family of modules {Mi : i ∈

I} together with a family of homomorphisms {ϕi
j : Mi → Mj} for i ≤ j,

such that ϕi
i = 1Mi

for all i and such that the following diagram commutes
whenever i ≤ j ≤ k

Mi Mk
✲ϕi

k

Mj

ϕj
k

❅
❅

❅
❅❘

ϕi
j

�
�

�
�✒
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Similarly, an inverse system of R−modules over I is an ordered pair
{Mi, ψ

j
i} consisting of an indexed family of modules {Mi : i ∈ I} together

with a family of homomorphisms {ψj
i : Mj → Mi} for i ≤ j, such that

ψi
i = 1Mi

for all i and such that the following diagram commutes whenever
i ≤ j ≤ k

Mk Mi
✲ψk

i

Mj

ψk
j

❅
❅

❅
❅❘

ψj
i

�
�

�
�✒

2.10 Snake Lemma and Tensor Products

Recall that categories and functors originated from algebraic topology. One of
the common theorem-proving tools in algebraic topology is the snake lemma,
which concerns a commutative and exact diagram called a snake diagram
[53]:

N ′ N✲
f

M ′ ✲f

❄ ❄

d

N N ′′✲
g

M M ′′✲g

❄ ❄

d′′

0 ✲

✲ 0

d′

Given a snake diagram as above, the map:

δ : Kerd′′ −→ Cokerd′

is well defined and we have the following exact sequence [53]:

Ker d′ −→ Ker d −→ Ker d′′
δ−→ Cokerd′ −→ Cokerd −→ Cokerd′′

where the maps besides δ are the natural ones. The extended snake diagram
includes the following kernels and cokernels:
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Ker d′ ✲

❄ ❄

Ker d Kerd′′✲

❄ ❄

N ′ N✲

M ′ ✲

❄ ❄
N N ′′✲

M M ′′✲

❄ ❄

Coker d′ ✲
❄ ❄

Cokerd Coker d′′✲
❄ ❄

0 ✲

✲ 0

together with the connection map:

δ : Ker d′′ −→ Cokerd′.

For example, consider a commutative diagram of R−modules and homomor-
phisms such that each row is exact:

N ′ N✲

M ′ ✲

❄ ❄

g

N N ′′✲

M M ′′✲

❄ ❄

h

0 ✲

✲ 0

f

The following assertions about this diagram can be proved [53]:

1. If f, h are monomorphisms, then g is a monomorphism.
2. If f, h are surjective, then g is surjective.
3. Assume in addition that 0 −→M ′ −→M is exact and that N −→ N ′′ −→ 0

is exact. If any two of f, g, h are isomorphisms, then so is the third.

Now, the following conditions are formally equivalent and define the tensor
exact module F :

1. For every exact sequence

E′ −→ E −→ E′′

the following sequence is exact:

F ⊗ E′ −→ F ⊗ E −→ F ⊗ E′′,
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where ⊗ defines the tensor product operation, which will be used later
for modelling crowd behavior in a topos.

2. For every short exact sequence

0 −→ E′ −→ E −→ E′′ −→ 0

the following sequence is exact:

0 −→ F ⊗ E′ −→ F ⊗ E −→ F ⊗ E′′ −→ 0.

3. For every injection 0 −→ E′ −→ E the following sequence is exact:

0 −→ F ⊗ E′ −→ F ⊗ E.

2.11 A Brief on Categorical Logic

Now we are almost ready to embark on our journey into topos theory. Before
that, in this subsection we will make a brief excursion into related area of
logic in coherent Cartesian closed categories.20

A category with multiplication is a category C together with a bifunctor
· : C × C → C and a special object I (a propositional constant, see below).
In particular, a category with binary products is a category with a binary
operation (Cartesian product ×) on objects, projection morphisms [45, 46]

k1
A,B : A×B → A, k2

A,B : A×B → B,

and the pairing operation on morphisms 〈 , 〉 given by

f : C → A g : C → B

〈f, g〉 : C → A×B
. (4)

The morphisms must satisfy the following set of equations:

k1
A,B ◦ 〈f, g〉 = f, k2

A,B ◦ 〈f, g〉 = g,

〈f, g〉 ◦ h = 〈f ◦ h, g ◦ h〉, 〈k1
A,B,k2

A,B〉 = 1A×B.

A category has a terminal object T iff it has the special morphisms: kA :
A→ T, which satisfy the equation: for f : A→ T, f = kA.

A cartesian category is a category with binary products and a terminal
object.

20 The term “coherence” covers in category theory what from a logical point of
view would be called problems of completeness, axiomatizability and decidability.
A coherence condition, or coherence theorem expresses the statement that two
or more morphisms between two given objects, the existence of which is given
or follows from general properties, are equal. As different authors put stress on
different things related to coherence, we stick to MacLane’s usage of the term
in [44], the primordial paper on coherence. Basically, MacLane has shown that
monoidal and symmetric monoidal categories are coherent.
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In particular, standard equational axiomatization of Cartesian categories
(see [47]) is based on the universality of the Cartesian product and uses
as primitives the following morphisms: 1A : A → A, πA,B : A×B → A,
π′

A,B : A×B → B and kA : A → I for all objects A and B, and a partial
binary operation on morphisms (4). The following equations hold:

f = kA, for every f : A→ I;

πA,B〈f, g〉 = f ; for f : C → A and g : C → B;

π′
A,B〈f, g〉 = g; for f : C → A and g : C → B;

〈πA,Bh, π′
A,Bh〉 = h, for h : C → A×B,

together with the standard categorial equations:

(cat 1) 1B ◦ f = f ◦ 1A = f, (cat 2) h ◦ (g ◦ f) = (h ◦ g) ◦ f. (5)

Now, we can define the propositional language P as generated from a set of
propositional letters L with the nullary connectives, i.e. propositional con-
stants, I and O, and the binary connectives × and +. The fragments P×,+,I,
P×,+ etc. of P are obtained by keeping only those formulae of P that contain
the connectives in the index. For the propositional letters of P , i.e., for the
members of L, we use the schematic letters p, q, . . . , p1, . . . , and for the for-
mulae of P , or of its fragments, we use the schematic letters A, B, . . . , A1, . . .
(see [46]).

Next we define inductively the terms that will stand for the morphisms of
the free bicartesian category C generated by L. Every term has a type, which
is a pair (A, B) of formulae of P . That a term f is of type (A, B) is written
f : A→ B. The atomic terms of C are for every A of P

1A : A→ A,
kA : A→ I, lA : O→ A.

The terms 1A are called identities. The other terms of C are generated
with the following operations on terms, which we present by rules so that
from the terms in the premises we obtain the terms in the conclusion (using
f, g, . . . , f1, . . . as schematic letters for terms of C) :

f : A→ B g : B → C

g ◦ f : A→ C
,

f : A→ C

K1
Bf : A×B → C

,
f : C → A

L1
Bf : C → A + B

,

f : B → C

K2
Af : A×B → C

,
f : C → B

L2
Af : C → A + B

,

f : C → A g : C → B

〈f, g〉 : C → A× B
,

f : A→ C g : B → C

[f, g] : A + B → C
.
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The category C has as objects the formulae of P and as morphisms equivalence
classes of terms21 so that the both (5) and the following equations are satisfied
for i ∈ {1, 2} [48]

(K1) g ◦Ki
Af = Ki

A(g ◦ f), (L1) Li
Ag ◦ f = Li

A(g ◦ f),

(K2) Ki
Ag ◦ 〈f1, f2〉 = g ◦ fi, (L2) [g1, g2] ◦ Li

Af = gi ◦ f,

(K3) 〈g1, g2〉 ◦ f = 〈g1 ◦ f, g2 ◦ f〉, (L3) g ◦ [f1, f2] = [g ◦ f1, g ◦ f2],

(K4) 〈K1
B1A, K2

A1B〉 = 1A×B, (L4) [L1
B1A, L2

A1B ] = 1A+B,

(k) for f : A→ I, f = kA, (l) for f : O→ A, f = lA.

For more technical details on categorical logic, an interested reader might
consult J. Lambek’s categorial proof-theoretical program [49, 50, 51, 47].

3 A Brief on Topos Theory

In this section we present a minimum of necessary details on topos theory
and categorical logic for the purpose of modelling a general crowd dynamics.
For more details on topos theory, see [54, 29].

3.1 Topoi: Mathematical Universes with Intuitionistic Logic

Every topos τ can be seen as a mathematical universe. As a category, a
topos τ possesses a number of structures that generalize constructions that
are possible in the category Set, which comprises sets and functions. That
is, in Set, we can construct new sets from given ones in several ways: let
S, T be two sets, then we can form the cartesian product S × T , the disjoint
union S ∐ T and the exponential ST , the set of all functions from T to S.
These constructions turn out to be fundamental and can all be phrased in
an abstract, categorical manner, where they are called finite limits, colimits
and exponentials, respectively. By definition, a topos τ has all of these. One
consequence of the existence of finite limits is that each topos has a terminal
object, denoted by 1. This is characterized by the property that for any object
A in the topos τ , there exists exactly one morphism from A to 1. In Set, a
one-element set 1 = {∗} is terminal. As Set is a topos too, it is precisely
the topos which usually plays the role of our mathematical universe, since we
construct our mathematical objects starting from sets and functions between
them. As a slogan, we have: A topos τ is a category similar to Set [42].

Now, in order to ‘do mathematics’, one must also have a logic, including a
deductive system. Each topos comes equipped with an internal logic, which

21 Equivalence between proofs in intuitionistic logic is axiomatized independently
of these diagrams in the typed lambda calculus and in various sorts of categories,
like bicartesian closed categories. There, proofs are coded by typed lambda terms
or by arrow terms, and two proofs are considered equivalent iff the coding terms
are equal as lambda terms or as arrow terms in categories [48, 46].
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is of intuitionistic type. Recall from Introduction that intuitionistic logic is
similar to Boolean logic, the main difference being that the law of excluded
middle need not hold. In intuitionistic logic, there is a no axiom

⊢ a ∨ ¬a (∗)

like in Boolean logic. Here, ¬a is the negation of the formula (or proposi-
tion) a. The algebraic structures representing intuitionistic logic are Heyting
algebras. Heyting algebra are most simply defined as a certain type of lattice,
that is a partially-ordered set, or poset, (L ≤), in which every pair of elements
(x, y) has a least upper bound denoted by x∨ y, and a greatest lower bound
denoted by x∧y (see, e.g. [32]). A top (bottom) element of a lattice L is an el-
ement, denoted by 1 (0) such that x ≤ 1 (0 ≤ x) for all x ∈ L. Now a Heyting
algebra is defined to be a lattice (L ≤), possessing distinct top and bottom
elements, such that, for any pair of elements (x, y) ∈ L, the set of z ∈ L
satisfying z ∧ x ≤ y has a largest element. This element, which is uniquely
determined by x and y, is denoted by x⇒ y. Thus x⇒ y is characterized by
the following condition: for all z ∈ L, z ≤ x⇒ y iff z ∧ x ≤ y.

The binary operation on a Heyting algebra which sends each pair of ele-
ments (x, y to the element x ⇒ y is implication; the operation which sends
each element x to the element ¬x = x⇒ 0 is negation (note that the negation
satisfies: z ≤ −x iff z ∧ x = 0 iff x ≤ −z.)

Heyting algebra is a distributive lattice, i.e., the following equalities hold:

x ∧ (y ∨ z) = (x ∧ y) ∨ (x ∧ z), x ∨ (y ∧ z) = (x ∨ y) ∧ (x ∧ z).

If X is a topological space, then the partially ordered set (O(X),⊆) is a
Heyting algebra, where O(X) is the family of all open sets in X , and ⊆ is
the partial ordering of set inclusion. In O(X), a greatest lower bound and
a least upper bound are just set-theoretic intersection and union, while the
implication operation is given by: U ⇒ V = interior of (X −U)∪ V. For any
Heyting algebra L, there is a topological space X such that L is isomorphic
to a sub-Heyting algebra of O(X).

Recall from Introduction, that Heyting algebras are associated with theo-
ries in intuitionistic logic22 in the same way as Boolean algebras are associated
with theories in classical logic. Given a consistent theory in an intuitionistic
propositional or first-order language L, we can define the equivalence rela-
tion ≈ on the set of formulas of L by setting ϕ ≈ ψ if T ⊢ ϕ↔ ψ. For each

22 Superficially, intuitionistic logic closely resembles propositional and first-order
logic. However, intuitionistic operators are not definable in terms of one another
in the same way as classical logics, and intuitionistic logic is weaker in the sense
that many tautologies of classical logic do not hold in their intuitionistic coun-
terparts. Examples of this include the laws of excluded middle, double negation,
elimination and Pierce’s law: ((p ⇒ q) ⇒ p) ⇒ p. Compared with their classical
counterparts, intuitionistic logics also display certain kinds of asymmetries, for
instance double negation can be introduced but not eliminated.
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formula ϕ we write [ϕ] for its ≈-equivalence class. Now we define the relation
‘≤’ on the set H(T ) of ≈-equivalence classes by [ϕ] ≤ [ψ] iff T ⊢ ϕ → ψ.
Then ≤ is a partial ordering of H(T ) and the partially ordered set (H(T ),≤)
is a Heyting algebra in which [ϕ]⇒ [ψ] = [ϕ→ ψ], with analogous equalities
defining a greatest lower bound and a least upper bound operations, 0 and
1. H(T ) is called the the Heyting algebra determined by T . Heyting algebras
of the form H(T ) are typical in the sense that, for any Heyting algebra L,
there is a propositional intuitionistic theory T such that L is isomorphic to
H(T ) (see, e.g. [33]).

Here we also need to introduce the fundamental concepts of ‘interpretation’
and ‘model’. An interpretation in logic is a possible assignment of semantic
meaning, i.e., a total mapping from our variables (or relations, or atoms) –
to the elements of {false, true}. Then: a model of a proposition or statement
is an interpretation that makes the statement evaluate to true.

Obviously, Boolean logic is a special case of intuitionistic logic. It is known
from Stone’s theorem [43] that each Boolean algebra is isomorphic to an
algebra of (clopen, i.e., closed and open) subsets of a suitable topological
space.

Let X be a set, and let P (X) be the power set of X , that is, the set of
subsets of X . Given a subset S ∈ P (X), one can ask for each point x ∈
X whether it lies in S or not. This can be expressed by the characteristic
function χS : X → {0, 1}, which is (for all x ∈ X) defined as

χS(x) :=

{
1, if x ∈ S,
0, if x /∈ S.

The two-element set {0, 1} plays the role of a set of truth-values for proposi-
tions (of the form ‘x ∈ S’). Clearly, 1 corresponds to ‘true’, 0 corresponds to
‘false’, and there are no other possibilities. This is an argument about sets,
so it takes place in and uses the logic of the topos Set of sets and functions.
Set is a Boolean topos, in which the familiar two-valued logic and the axiom
(∗) hold.23

In an arbitrary topos, there is a special object Ω, called the sub-object
classifier, that takes the role of the set {0, 1} ≃ {false, true} of truth-values.
Let B be an object in the topos, and let A be a sub-object of B. This means
that there is a monic A→ B,24 generalising the inclusion of a subset S into a
larger set X . Like in Set, we can also characterise A as a sub-object of B by
a morphism from B to the sub-object classifier Ω.25 Intuitively, this charac-
teristic morphism from B to Ω tells us how A ‘lies in’ B. More formally, in a
category C with finite limits, a sub-object classifier is an object Ω, together
with a monic (or, monomorphism) true : 1 → Ω, such that to every monic

23 This does not contradict the fact that the internal logic of topoi is intuitionistic,
since Boolean logic is a special case of intuitionistic logic.

24 A monic, or monomorphism, is the categorical version of an injective function.
In the topos Set, monics exactly are injective functions.

25 In Set, this morphism is the characteristic function χS : X → {0, 1}.



60 V.G. Ivancevic and D.J. Reid

m : A→ B in C there is a unique morphism χ which, with the given monic,
forms a pullback square:

B Ω✲
χ

A 1✲

❄

❄

m

❄

❄

true

In Set, the morphism true : 1→ {0, 1} is given by true(∗) = 1. In general,
the sub-object classifier Ω need not be a set, since it is an object in the
topos τ , and the objects of τ need not be sets. Nonetheless, there is an
abstract notion of elements (or points) in category theory that we can use.
The elements of Ω are the truth-values available in the internal logic of our
topos τ , just like ‘false’ and ‘true’, the elements of {false, true}, are the
truth-values available in the topos Set.

To understand the abstract notion of elements, let us consider sets for a
moment. Let 1 = {∗} be a one-element set (or, a singleton), the terminal
object in Set. Let S be a set and consider a morphism e : 1 −→ S, from 1 to
S. Clearly, e(∗) ∈ S is one element of S. The set of all functions from 1 to
S corresponds exactly to the elements of S. This idea can be generalised to
other categories: if there is a terminal object 1, then we consider morphisms
from 1 to an object A in the category as elements of A. For example, in the
definition of the sub-object classifier Ω, the morphism true : 1 → Ω is an
element of Ω. It may happen that an object A has no elements, i.e., there
are no morphisms 1→ A.

As mentioned, the elements of the sub-object classifier, understood as the
morphisms 1→ Ω, are the truth-values. Moreover, the set of these morphisms
forms a Heyting algebra (see, e.g. [54]). This is how (the algebraic representa-
tion of) intuitionistic logic manifests itself in a topos. Another, closely related
fact is that the sub-objects of any object A in a topos form a Heyting algebra
[42].

3.2 The Topos of Varying Sets

In standard set theory, to each subset A of a set X there is associated a
characteristic map χA : X → {0, 1} defined by:

χA(x) :=

{
1, if x ∈ A;
0, otherwise

(6)

so that

A = (χA)−1{1}. (7)
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Conversely, any function χ : X → {0, 1} defines a unique subset Aχ :=
χ−1{1} of X whose characteristic function is equal to χ.

Next, consider a hypothetical crowd mechanics whose basic ingredient is
a Boolean lattice L of propositions about the crowd space-time universe.
A ‘pure state’ σ of the system will give rise to a valuation on L, i.e., a
homomorphism V σ : L → Ω from L to the simplest Boolean algebra Ω :=
{0, 1} with ‘0’ interpreted as false and ‘1’ as true. Thus a L-valuation, or L-
model, is a characteristic map that is also a homomorphism between Boolean
algebras [34].

Now let us consider what a probabilistic version of such a theory might
look like.26 Consider the proposition “α ∈ L is true with probability p” (to be
denoted by 〈α, p〉) is to be read as saying that the state of affairs represented
by α has an ‘intrinsic tendency’ to occur that is measured by the number
p ∈ [0, 1]. In other words, “the probability of the truthfulness of α is p” –
might be an interpretation of this. Note that to each probability measure
μ on L (a ‘statistical state’ of the system), and for each p ∈ [0, 1], there is
associated the subset of all α ∈ L such that μ(α) = p. In turn, this gives rise
to the characteristic map χµ,p : L→ {0, 1}, defined by

χµ,p(α) :=

{
1, if μ(α) = p ;

0, otherwise,
(8)

as a particular example of the situation represented by (6).
We can think of the second-level propositions 〈α, p〉 as generating a new

logical algebra with respect to which each measure μ on L produces a genuine
{0, 1}-valued valuation, or a {0, 1}-valued model V µ, defined by [34]

V µ〈α, p〉 :=
{

1, if μ(α) = p ;

0, otherwise.
(9)

Thus, for example, the conjunction operation on these new propositions is
defined to be such that, for all μ,

V µ(〈α, p〉 ∧ 〈β, q〉) :=

{
1, if μ(α) = p and μ(β) = q;

0, otherwise.
(10)

This leads naturally to the idea of two second-level propositions being μ-
semantically equivalent if their V µ valuations are equal, and semantically

26 We are heading here towards an intuitionistic probability interpretation rather
then classical Bayesian probability interpretation. This approach could be de-
scribed as ‘intuitionistic doxastic’ if we were to extend with modal operators ∇
and ✷ in addition to the classical connectives. Note that doxastic logic is a a
modal logic concerned with reasoning about beliefs. Also, note that intuition-
istic logic can be defined in a variety of ways, including Gentzen-style sequent
and sequent-like calculi, Hilbert-style axiomatic calculi, and natural deduction
systems.
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equivalent if they are μ-semantically equivalent for all measures μ. For ex-
ample, for all μ and all p ∈ [0, 1] we have

V µ〈α, p〉 = V µ〈¬α, 1− p〉, (11)

since μ(α) + μ(¬α) = 1 for all α ∈ L. Hence 〈α, p〉 and 〈¬α, 1 − p〉 are
semantically equivalent for all p ∈ [0, 1]. A more complex example is given
by the result that, for any disjoint propositions α and β (i.e., α∧β = 0), we
have [34]

V µ〈α ∨ β, p〉 = V µ(
∨

q∈[0,1]

〈α, p− q〉 ∧ 〈β, q〉), (12)

which arises from the fact that μ(α ∨ β) = μ(α) + μ(β) for any such pair of
propositions. Thus we see that, if α∧β = 0, then 〈α∨β, p〉 and

∨
q∈[0,1]〈α, p−

q〉 ∧ 〈β, q〉 are semantically equivalent for all p ∈ [0, 1].

3.3 Sets through Time

As an example of how contexts and generalised semantic values can arise,
consider a fixed set X of people who are all alive at some initial time, and
whose bodies are preserved once they die (and who are still referred to as
‘people’ in that state). Thus if D(t) ⊆ X denotes the subset of dead people
at any time t, then as t increases D(t) will clearly stay constant or increase,
i.e., t1 ≤ t2 implies D(t1) ⊆ D(t2). Such a parameterised family of sets D(t),
t ∈ R, is an example of what has been called a “set through time”27 by those
working in the foundations of topos theory [27, 28, 29].

Now suppose that some members of our population are actually immortal.
Then what truth value should be assigned to the proposition ‘person x is
mortal’ if all truth statements are required to be verifiable in some opera-
tional sense? If x is alive, the proposition cannot be said to be true, on the
assumption that mortality of a living being cannot be verified operationally,
but neither can it be denied, since even if x is numbered among the immor-
tals there is no way of showing this. Thus we are lead to the notion of a ‘stage
of truth’ as the context in which a proposition acquires meaning, in our case,
the time t, and to the idea that the truth values of a statement at a stage t
may not just lie in the set {0, 1}.

Topos theory provides an answer to this problem that stems from the
observation that there may be a later time t at which x does die, and then
of course x ∈ D(t′) for all times t′ ≥ t. A key idea in the theory of sets-
through-time is that the ‘truth value’, or ‘semantic value’ at the stage t0 of
the proposition ‘x is mortal’ is defined to be the set χD

t0(x) of all later times
t at which x is dead:

χD
t0(x) := { t ≥ t0 | x ∈ D(t) }. (13)

27 A ‘set through time’ can be interpreted as ‘temporal’, which uses a model of time
(linear, branching, etc.) or as ‘dynamic’, using change without time.
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Note that if x never dies, i.e., if he or she is immortal, then the right hand
side of (13) is just the empty set. On the other hand, x is dead at a time t iff

χD
t (x) =↑(t) := [t,∞). (14)

Equivalently, at stage t we have

D(t) = (χD
t )−1{↑(t)}. (15)

When compared with (6), the relation (15) shows that the parameterised
family of maps χD

t0 : X → Ω(t0), t0 ∈ R, (where Ω(t0) denotes the collection
of all upper sets lying above t0) is the analogue of the single characteristic
function of normal set theory.

From a logical perspective, the crucial property of this set Ω(t0) of all
possible semantic values at stage t0 is that it possesses the structure of a
Heyting algebra. Thus Ω(t0) is a distributive lattice with the property that
for any a, b ∈ Ω(t0) there is a unique element (a ⇒ b) ∈ Ω(t0) (with the
intuitive meaning “if a then b”) satisfying

c ≤ (a⇒ b) iff c ∧ a ≤ b. (16)

The negation operation in such an algebra is defined by ¬a := (a⇒ 0), and
satisfies the relation a ≤ ¬¬a for all a.28 Indeed, it can be shown that a
Heyting algebra is Boolean iff a = ¬¬a for all a [34].

3.4 Presheaves on a Poset

The ideas sketched above extend readily to the situation where the ‘stages
of truth’ are elements of a general partially-ordered set (or poset for short,
see, e.g. [28]). The necessary mathematical development is most naturally
expressed in the language of category theory.

In the special case of the category of sets, Set, the objects are sets and a
morphism is a function between a pair of sets. In general, each morphism f
in a category is associated with a pair of objects, known as its ‘domain’ and
‘codomain’, and is written as f : B → A where B and A are the domain and
codomain respectively. In the case of the category Set, this is just the usual
composition of functions.

A simple example of a category is given by any poset P :

1. The objects are defined to be the elements of P ; and

2. If p, q ∈ P , a morphism from p to q is defined to exist iff p # q in the
poset structure.

28 This is one of the main reasons why a Heyting algebra is chosen as the formal
mathematical structure that underlies intuitionistic logic. Thus there is a strong
connection between the theory of sets through time and the logic of intuitionism.
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Thus, in a poset regarded as a category, there is at most one morphism
between any pair of objects p, q ∈ P ; if it exists, we will write this morphism
as ipq : p→ q. This example will be important for us in form of the category
of contexts.

From our perspective, the most relevant feature of a topos τ is that it is a
category which behaves in many ways like the category of sets Set [54, 29].
Here, we will list its most important properties (for our purposes):

1. There is a terminal object 1τ in τ ; this means that given any object A in
the topos, there is a unique morphism A→ 1τ .
For any object A in the topos τ , a morphism 1τ → A is called a global
element29 of A. The set of all global elements of A is denoted ΓA.
Given A, B ∈ Ob(τ ), there is a product A×B in τ . In fact, a topos always
has pull-backs, and the product is just a special case of this.30

2. There is an initial object 0τ in τ . This means that given any object A in
the topos, there is a unique morphism 0τ → A.
Given A, B ∈ Ob(τ ), there is a co-product A ⊔ B in τ . In fact, a topos
always has push-outs, and the co-product is just a special case of this.31

3. There is exponentiation: i.e., given objects A, B in τ we can form the
object AB , which is the topos analogue of the set of functions from B to
A in set theory. The definitive property of exponentiation is that, given
any object C, there is an isomorphism

MorτCAB ≃ MorτC ×BA (17)

that is natural in A and C.
4. There is a sub-object classifier Ωτ .

The last item is of particular importance to us as it is the source of the
Heyting algebras. To explain what is meant, let us first consider the familiar
topos, Set, of sets. There, the subsets K ⊆ X of a set X are in one-to-one
correspondence with functions χK : X → {0, 1}, where χK(x) = 1 if x ∈ K,
and χK(x) = 0 otherwise. Thus the target space {0, 1} can be regarded as
the simplest ‘false-true’ Boolean algebra, and the mathematical proposition
“x ∈ K” is true if χK(x) = 1, and false otherwise.

In the case of a topos τ , the sub-objects32 K of an object X in the topos
are in one-to-one correspondence with morphisms χK : X → Ωτ , where the
special object Ωτ is the sub-object classifier (or ‘object of truth values’), and

29 In the category of sets, Set, the terminal object 1Set is a singleton set {∗}.
It follows that the elements of ΓA are in one-to-one correspondence with the
elements of A.

30 The conditions in 1. above are equivalent to saying that τ is finitely complete.
31 The conditions in 2. above are equivalent to saying that τ is finitely co-complete.
32 An object K is a sub-object of another object X if there is a monic morphism

K →֒ X. In the topos Set of sets, this is equivalent to saying that K is a subset
of X.
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plays an analogous role to that of {0, 1} in the category of sets. An important
property for us is that, in any topos τ , the collection, Sub(A), of sub-objects
of an object A forms a Heyting algebra. The reader is referred to the standard
texts for proofs (e.g., see [54]).

The idea of a presheaf. To illustrate the main ideas, we will first give a
few definitions from the theory of presheaves on a partially-ordered set (or,
poset). A presheaf (also known as a varying set) X on a poset P is a function
that assigns to each p ∈ P , a set Xp, and to each pair p # q (i.e., ipq : p→ q),
a map Xqp : Xq → Xp such that (i) Xpp : Xp → Xp is the identity map idXp

on Xp, and (ii) whenever p # q # r, the composite map Xr
Xrq−→ Xq

Xqp−→ Xp

is equal to Xr
Xrp−→ Xp, so that

Xrp = Xqp ◦Xrq. (18)

The notation Xqp is shorthand for the more cumbersome X(ipq); see below
in the definition of a functor.

A natural transformation η : X → Y between two presheaves X, Y on
P is a family of maps ηp : Xp → Yp, p ∈ P , that satisfy the intertwining
conditions

ηp ◦Xqp = Yqp ◦ ηq , (19)

whenever p # q. In other words, we have the commutative diagram:

Yq Yp✲
Yqp

Xq Xp✲Xqp

❄

ηq

❄

ηp

(20)

A sub-object of a presheaf X is a presheaf K, with a morphism i : K → X
such that (i) Kp ⊆ Xp for all p ∈ P ; and (ii) for all p # q, the map Kqp :
Kq → Kp is the restriction of Xqp : Xq → Xp to the subset Kq ⊆ Xq. This is
shown in the commutative diagram

Xq Xp✲
Xqp

Kq Kp✲Kqp

❄ ❄
(21)

where the vertical morphisms are subset inclusions (see [54, 29]).
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A simple, but important, special case is when the varying set X(p) is
constant i.e., X(p) = X for all p ∈ P , and Xpq is the identity map from
X = X(p) to X = X(q) for all pairs p ≤ q. In this situation, each set A(p),
p ∈ P , can be regarded as a subset of the fixed set X , and the condition on
a varying set A := {A(p), p ∈ P} to be a sub-object of X is simply that

p ≤ q implies A(p) ⊆ A(q). (22)

This special case where X(p) is constant also gives rise to the varying-set
analogue of a ‘complement’ of a subset. The obvious family of subsets of X
to serve as the complement of {A(p), p ∈ P} is {X − A(p), p ∈ P}, but this
does not give a proper varying set since p ≤ q implies X −A(p) ⊇ X −A(q),
which is the wrong behavior. The appropriate definition is the genuine varying
set ¬A := {¬A(p), p ∈ P}, where

¬A(p) := {x ∈ X | ∀q ≥ p, x �∈ A(q)}. (23)

It follows that x �∈ ¬A(p) iff there is some q ≥ p such that x ∈ A(q), and
hence

¬¬A(p) := {x ∈ X | ∀q ≥ p ∃ r ≥ q s.t. x ∈ A(r)}. (24)

We see that A(p) ⊆ ¬¬A(p) whereas, in normal set theory, the double com-
plement of a subset is always equal to the subset itself. This non-standard
behavior in the varying-set theory is a reflection of the fact that the under-
lying logical structure is non-Boolean.

As in the case of sets through time, a key role is played by the collections
Ω(p), p ∈ P , of all upper sets lying above p. More precisely, a sieve33 on p in
P is defined to be any subset S of P such that if r ∈ S then (i) r ≥ p, and
(ii) r′ ∈ S for all r′ ≥ r. For each p ∈ P , the set Ω(p) of all sieves on p can
be shown to be a Heyting algebra, and for all pairs p ≤ q there is a natural
map Ωpq : Ω(p)→ Ω(q) defined by [34]

Ωpq(S) := S∩ ↑(q), (25)

where ↑(q) := {r ∈ P | r ≥ q} is the unit element in the Heyting algebra
Ω(q) (the null element is the empty set). It is easy to see that, with the maps
Ωpq in (25), Ω := {Ω(p), p ∈ P} is a varying set over P and hence an object

in the category SetP .
A very important example of the use of Ω occurs if A is a sub-object of the

object X . There is then an associated characteristic morphism χA : X → Ω
with, at each stage p ∈ P , the ‘component’ χA

p : X(p)→ Ω(p) being defined
by

χA
p (x) := { q ≥ p | Xpq(x) ∈ A(q) }, (26)

where the fact that the right hand side of (26) actually is a sieve on p in P
follows from the defining properties of a sub-object. Thus in each ‘branch’

33 This is the notation employed by in [28]; other authors (for example, [29] use the
term ‘cosieve’ for what Bell calls a ‘sieve’, and vice versa.
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of the poset going up from p, χA
p (x) picks out the first member q (the “time

till truth”) in that branch for which Xpq(x) lies in the subset A(q), and the
commutative diagram (20) then guarantees that Xpr(x) will lie in A(r) for
all r ≥ q. In the special case where X(p) = X for all p, (27) simplifies to [34]

χA
p (x) := { q ≥ p | x ∈ A(q) }. (27)

In what follows, the expression (27) plays a crucial role as the analogue in
the theory of varying sets of the characteristic map (6) χA : X → {0, 1} of
normal set theory. Indeed, the analogue of the relation (7) for this situation
is at each stage p ∈ P given by

A(p) = (χA
p )−1{ ↑(p) }. (28)

Conversely, each morphism χ : X → Ω defines a sub-object of X (via (28)),
and for this reason the object Ω in SetP is known as the sub-object classifier
in the category SetP ; the existence of such an object is one of the defining
properties34 for a category to be a topos, so SetP must have such an object.
As the target of characteristic maps (i.e., the analogue of {0, 1} in normal set
theory), Ω can be thought of as the ‘object of truth values’—an assignation
that is reinforced by the observation that Ω has an internal structure of a
Heyting algebra. For example, the conjunction ∧ : Ω×Ω → Ω is defined to be
the morphism in the category SetP whose components ∧p : Ω(p) × Ω(p) →
Ω(p), p ∈ P , are the conjunctions ∧p in the ‘local’ Heyting algebras Ω(p);
the other logical operations are defined in a similar way.

3.5 Presheaves on a General Category

The ideas sketched above admit an immediate generalization to the theory of
presheaves on an arbitrary ‘small’ category C35 Here, a central idea is that a
presheaf is a functor, a structure-preserving map between a pair of categories
C and D.

As a poset P is itself a category, then a presheaf on the poset P is a
contravariant functor X : P −→ Set, from the category P to the category
Set of normal sets. Equivalently, it is a covariant functor X : Pop −→ Set,
from the ‘opposite’ category Pop to Set.36

Presheaves on an arbitrary category C. These remarks motivate the
definition of a presheaf on an arbitrary small category C: namely, a presheaf

34 Another defining property for a category P to be a topos is that a Cartesian
product A×B exists for any pair of objects A, B in P . For the full definition see
one of the standard texts (e.g., [28, 29].

35 The qualification ‘small’ means that the collection of objects is a genuine set, as
is the collection of all morphisms between any pair of objects.

36 Note that categoricians usually call the objects in P stages of truth, or just
‘stages’. Following Chris Isham, we will call them ‘contexts’.
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on C is a covariant functor X : Cop → Set, or equivalently, a presheaf is a
contravariant functor X : C → Set.37

We want to make the collection of presheaves on C into a category, and
therefore we need to define what is meant by a ‘morphism’ between two
presheaves X and Y . The intuitive idea is that such a morphism from X to
Y must give a ‘picture’ of X within Y . Formally, such a morphism is defined
to be a natural transformation N : X → Y , by which is meant a family of
maps (called the components of N) NA : XA → YA, A ∈ Ob(C), such that if

f : B → A is a morphism in C, then the composite map XA
NA−→ YA

Y (f)−→ YB

is equal to XA
X(f)−→ XB

NB−→ YA. In other words, we have the commutative
diagram [38]

YA YB
✲

Y (f)

XA XB
✲X(f)

❄

NA

❄

NB

(29)

of which (20) is clearly a special case. The category of presheaves on C
equipped with these morphisms is denoted SetC

op

.
The idea of a sub-object generalizes in an obvious way. Thus we say that K

is a sub-object of X if there is a morphism in the category of presheaves (i.e.,
a natural transformation) ι : K → X with the property that, for each A, the
component map ιA : KA → XA is a subset embedding, i.e., KA ⊆ XA. Thus,
if f : B → A is any morphism in C, we get the analogue of the commutative
diagram (21):

XA XB
✲

X(f)

KA KB
✲K(f)

❄ ❄
(30)

where, once again, the vertical morphisms are subset inclusions.
The category SetC

op

of presheaves on C forms a topos.

Sieves and the sub-object classifier Ω. Among the key concepts in
presheaf theory is that of a ‘sieve’, which plays a central role
in the construction of the sub-object classifier in the topos of presheaves on a
category C.
37 For simplicity, from now on, instead of calligraphic letters we will use ordinary

Latin letters for functors/presheafs: e.g., X instead of X , etc.
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A sieve on an object A in C is defined to be a collection S of morphisms
f : B → A in C with the property that if f : B → A belongs to S, and if
g : C → B is any morphism with co-domain B, then f ◦ g : C → A also
belongs to S. In the simple case where C is a poset, a sieve on p ∈ C is any
subset S of C such that if r ∈ S then (i) r # p, and (ii) r′ ∈ S for all r′ # r;
in other words, a sieve is nothing but a lower set in the poset.

The presheaf Ω : C → Set is now defined as follows. If A is an object in
C, then ΩA is defined to be the set of all sieves on A; and if f : B → A, then
Ω(f) : ΩA → ΩB is defined as

Ω(f)(S) := {h : C → B | f ◦ h ∈ S}, (31)

for all S ∈ ΩA; the sieve Ω(f)(S) is often written as f∗(S), and is known as
the pull-back to B of the sieve S on A by the morphism f : B → A.

It should be noted that if S is a sieve on A, and if f : B → A belongs to
S, then from the defining property of a sieve we have

f∗(S) := {h : C → B | f ◦ h ∈ S} = {h : C → B} =: ↓B , (32)

where ↓B denotes the principal sieve on B, defined to be the set of all
morphisms in C whose codomain is B.38

If C is a poset, the pull-back operation corresponds to a family of maps
Ωqp : Ωq → Ωp (where Ωp denotes the set of all sieves/lower sets on p in the
poset) defined by Ωqp = Ω(ipq) if ipq : p→ q (i.e., p # q). It is straightforward
to check that if S ∈ Ωq, then

Ωqp(S) :=↓p ∩ S , (33)

where ↓p := {r ∈ C | r # p}.
A crucial property of sieves is that the set ΩA of sieves on A has the

structure of a Heyting algebra. Specifically, ΩA is a Heyting algebra where
the unit element 1ΩA

in ΩA is the principal sieve ↓A, and the null element
0ΩA

is the empty sieve ∅. The partial ordering in ΩA is defined by S1 # S2

iff S1 ⊆ S2; and the logical connectives are defined as [38]:

S1 ∧ S2 := S1 ∩ S2 , (34)

S1 ∨ S2 := S1 ∪ S2 , (35)

S1⇒S2 :={f : B→A | ∀ g : C →B if f ◦ g ∈ S1 then f ◦ g ∈ S2}. (36)

As in any Heyting algebra, the negation of an element S (called the pseudo-
complement of S) is defined as ¬S := S ⇒ 0; so that

¬S := {f : B → A | for all g : C → B, f ◦ g �∈ S}. (37)

It can be shown that the presheaf Ω is a sub-object classifier for the topos
SetC

op

. In other words, sub-objects of any object X in this topos (i.e., any

38 In words: the pull-back of any sieve on A by a morphism from B to A that
belongs to the sieve, is the principal sieve on B.
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presheaf on C) are in one-to-one correspondence with morphisms χ : X → Ω.
This works as follows. First, let K be a sub-object of X . Then there is an
associated characteristic morphism χK : X → Ω, whose ‘component’ χKA :
XA → ΩA at each stage/context A in C is defined (for all x ∈ XA) as:

χKA(x) := {f : B → A | X(f)(x) ∈ KB}. (38)

From the defining properties of a sub-object, it follows that the right hand
side of (38) actually is a sieve on A.

Thus, in each ‘branch’ of the category C going ‘down’ from the stage A,
χKA(x) picks out the first member B in that branch for which X(f)(x) lies
in the subset KB, and the commutative diagram (30) then guarantees that
X(h ◦ f)(x) will lie in KC for all h : C → B. Thus each stage A in C serves
as a possible context for an assignment to each x ∈ XA of a generalised
truth value—a sieve belonging to the Heyting algebra ΩA. This is the sense
in which contextual, generalised truth values arise naturally in a topos of
presheaves.

There is a converse to (38): namely, each morphism χ : X → Ω (i.e., a
natural transformation between the presheaves X and Ω) defines a sub-object
Kχ of X at each stage A via

Kχ
A := χ−1

A {1ΩA
}. (39)

Global elements of a presheaf. We recall that, in any topos τ a terminal
object is defined to be an object 1τ with the property that, for any object
X in the category, there is a unique morphism X → 1τ ; it is easy to show
that terminal objects are unique up to isomorphism. A global element of an
object X is then defined to be any morphism s : 1τ → X . The motivation
for this nomenclature is that, in the case of the category of sets, a terminal
object is any singleton set {∗}; and then it is true that there is a one-to-
one correspondence between the elements of a set X and functions from {∗}
to X .

For the category of presheaves on C, a terminal object 1 : C → Set can
be defined by 1A := {∗} at all stages A in C; if f : B → A is a morphism
in C then 1(f) : {∗} → {∗} is defined to be the map ∗ �→ ∗. This is indeed
a terminal object since, for any presheaf X , we can define a unique natural
transformation N : X → 1 whose components NA : X(A) → 1A = {∗} are
the constant maps x �→ ∗ for all x ∈ XA.

A global element of a presheaf X is also called a global section. As a
morphism γ : 1→ X in the topos SetC

op

, a global element corresponds to a
choice of an element γA ∈ XA for each stage A in C, such that, if f : B → A,
the following ‘matching condition’ is satisfied [38]:

X(f)(γA) = γB. (40)
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3.6 Classical Realism vs. Quantum Instrumentalism

In classical physics, one has a space of states S, and physical quantities A are
represented by measurable real-valued functions fA : S → R. A proposition
about a physical quantity A is of the form ‘A ∈ ∆’, which means “the physical
quantity A has a value in the Borel set39 ∆.” This proposition is represented
by the inverse image f−1

A (∆) ⊆ S. In general, propositions about the physical
system correspond to Borel subsets of the state space S [38, 39, 40, 41]. If
we have two propositions ‘A ∈ ∆1’, ‘B ∈ ∆2’ and the corresponding subsets
f−1

A (∆1), f−1
B (∆2), then the intersection f−1

A (∆1) ∩ f−1
B (∆2) corresponds to

the proposition ‘A ∈ ∆1 and B ∈ ∆2’, the union f−1
A (∆1) ∪ f−1

B (∆2) corre-
sponds to ‘A ∈ ∆1 or B ∈ ∆2’, and the complement S\f−1

A (∆1) corresponds
to the negation ‘A /∈ ∆1’. Moreover, given a state s, i.e., an element of the
state space S, each proposition is either true or false: if s lies in the sub-
set of S representing the proposition, then the proposition is true, otherwise
it is false. Every physical quantity A has a value in the state s, namely
fA(s) ∈ R. Thus classical physics is a realist theory in which propositions
have truth-values independent of measurements and observers. The logic is
Boolean, since classical physics is based on constructions with sets and func-
tions, i.e., it takes place in the topos Set. We take this as a rule: if we want
to describe a physical system S as a classical system, then the topos Set is
used. This will be our framework for crowd mechanics.

On the other hand, in quantum theory, the mathematical description is
very different [38, 39, 40, 41]. Physical quantities A are represented by self-

adjoint operators Â on a Hilbert space H. While H can be called a space of
states, the states ψ ∈ H play a very different role from those in classical the-
ory. In particular, a state ψ does not assign values to all physical quantities,
only to those for which ψ happens to be an eigenstate. The spectral theo-
rem shows that propositions ‘A ∈ ∆’ are represented by projection operators
Ê[A ∈ ∆] on Hilbert space. Unless ψ is an eigenstate of A, such a proposition

is neither true nor false (except for the trivial cases Ê[A ∈ ∆] = 0̂, which

represents trivially false propositions, and Ê[A ∈ ∆] = 1̂, which represents
trivially true propositions). The mathematical formalism of quantum theory
is interpreted in an instrumentalist manner: given a state ψ, the proposition
‘A ∈ ∆’ is assigned a probability of being true, given by the expectation value

39 A Borel set is any set in a topological space that can be formed from open sets
(or, equivalently, from closed sets) through the operations of countable union,
countable intersection, and relative complement. For a topological space X, the
collection of all Borel sets on X forms a σ-algebra, known as the Borel σ-algebra;
it is the smallest σ-algebra containing all open sets (or, equivalently, all closed
sets).

Borel sets are important in Measure theory, which (among other things) is
important in probability; i.e., every probability space has a measure that takes
values in [0, 1]. The cofre ov measure theory is Lebesgue measure. Its most im-
portant generalization is the Haar measure for locally-compact topological and
Lie groups.
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p(A ∈ ∆; ψ) := 〈ψ| Ê[A ∈ ∆] |ψ〉. This means that upon measurement of the
physical quantity A, one will find the measurement result to lie in ∆ with
probability p(A ∈ ∆; ψ). This interpretation depends on measurements and
an external observer. Moreover, the measurement devices (and the observer)
are described in terms of classical physics, not quantum physics [42]. We will
elaborate on these ideas in the following sections. This will lead us to adopt
a sophisticated realist interpretation that builds on the traditional instru-
mentalist view of quantum theory (under the Copenhagen interpretation) by
also ascribing to the mathematical formalism genuine, though provisional,
explanatory potential. In later sections we will apply this interpretation to
crowd behavior.

This concludes our brief review of topos theory, which will be used in the
following sections. For more technical details, see e.g. [24, 27, 28, 29].

4 Propositional Languages and Crowd Dynamics

4.1 Three Interpretations of Propositions

We start by considering the way in which propositions arise, and are manipu-
lated, in crowd mechanics. Then, to each crowd system S there is associated
a set of real-valued mechanical quantities, such as energy, momentum, po-
sition, angular momentum etc. The associated propositions are of the form
‘A ∈ ∆’, where A is a crowd quantity, and ∆ is a Borel subset of R.

From a conceptual perspective, the proposition ‘A ∈ ∆’ can be read in
at least two, very different, ways [38]. To this account we also add a third
view, which affords us with a sophisticated basis for studying propositions in
crowd behaviour. The essential difference between these views is not so much
Ontological (concerned with existence) as it is Epistemological (concerned
with the nature of knowledge) and Methodological (concerned with the way in
which knowledge is obtained). The difference really matters: whichever view
we adopt fundamentally decides the meaning of our intuitionistic language
for crowd behaviour:

(i) The naive realist interpretation: “The crowd quantity A has a value,
and that value lies in ∆.” We can evaluate the truth of our propositions
absolutely.

(ii) The instrumentalist interpretation: “If a measurement is made of the
crowd quantity A, the result will be found to lie in ∆.” Our propositions
are instruments.

(ii) The sophisticated realist interpretation: “We think the crowd has
a quantity A, and its measurement will produce a value that lies in ∆.”
Our propositions have explanatory power, albeit provisional and limited.

The former is the familiar, ‘commonsense’ understanding of propositions in
both crowd mechanics and daily life. This view holds that reality is pretty
much how our widely accepted everyday experience – literally, our common
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sense – suggests it should be. This view asserts that there is a reality inde-
pendent of our observing of it, that propositions about reality can be asserted
to be true by observing that reality, that the existence and nature of the ob-
jects being observed is independent of the observation, and that as a result,
we perceive the world through our senses pretty much as it is. Knowledge is
therefore basically cumulative.

The second view denies that the truth content of our propositions about
reality can be evaluated in an absolute sense, and sees those propositions
instead as essentially an opaque computational (or, in other words, infer-
ence) system. In this view, our propositions constitute an engine that takes
descriptions of specific circumstances and produces predictions of ‘observa-
tions’, which can be compared with actual observations of reality. In the
instrumentalist view, we value our propositions by their usefulness, not by
any notion of correctness. In other words, the value of our propositions is the
collective value of the predictions they allow us to make. Instrumentalism
underpins the Copenhagen interpretation of quantum theory.

The third view can be seen as a kind of optimistic development of the sec-
ond, in which the denial that our propositions have truth value with respect
to reality is relaxed to an energetic scepticism. This view inherits from instru-
mentalism the view that our systems of propositions are inference systems
for producing predictions, yet here we treat the inference or computation in a
more transparent manner; that is, we ascribe to our propositions provisional
explanatory power.40 The value of our propositions is the collective value of
the explanation they afford, not just of the predictions they allow us to make.

It is this view that we will use later for analyzing crowd psycho-physical
behavior. We will now study the role of propositions in crowd mechanics more
carefully, particularly in the context of ‘sophisticated realist’ interpretations.

4.2 The Propositional Language PL(S)

4.2.1 Intuitionistic Logic and the Definition of PL(S)

We are going to construct a formal language, PL(S), with which to express
propositions about a crowd system S and to make deductions concerning

40 “... there are profound differences between pure theories and technological com-
putation rules, and [that] instrumentalism can give a perfect description of these
rules but is quite unable to account for the difference between them and the the-
ories” [Karl Popper, Conjectures and Refutations]. Arguably, instrumentalism
alone is sufficient to establish the basis for our intuitionistic language of crowd
systems; however, we maintain that such a language should not just provide pre-
dictions, but it should also provide meaningful description of the phenomena. In
other words, we hold that instrumentalism alone provides us with a view of the
application and use of our crowd dynamics language that is just too mechani-
cal. This contention is also consistent with criticisms of instrumentalism on the
basis that it clashes with the methods of many scientists (importantly includ-
ing physicists) [Bonner W.B, British Journal for the Philosophy of science 1958
VIII(32):291-294].
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this system. Our intention is to define the meaning of these propositions in a
‘sophisticated realist’ way: we will be expressing provisional assertions about
what we might observe and how and why we think we will observe those
particular things. Compared with an instrumentalist perspective, we are in-
tending not only that we are deriving predictions about observations we might
make, but also that the formal derivation (i.e., proof-theoretic aspects of our
formal logical system) provides useful – albeit provisional – supporting ex-
planation of those predictions and thus of the workings of the crowd system.
This is an endeavor whose mathematical underpinning lies in constructing a
representation of PL(S) in a Heyting algebra H that is part of the mathe-
matical framework involved in the application of a particular theory-type to
S. For further reading we suggest [67, 68, 69, 70, 71, 72].

The first step is to construct the set, PL(S)0, of all strings of the form
‘A ∈ ∆’ where A is a crowd quantity of the system S, and ∆ is a Borel subset
of the real line R. Note that what has here been called a ‘crowd quantity’
could better (but more clumsily) be termed the ‘name’ of the crowd quantity.
For example, when we talk about the ‘energy’ of a crowd system, the word
‘energy’ is the same, and functions in the same way in the formal language,
irrespective of the details of the actual Hamiltonian energy function of the
crowd system [38].

The strings ‘A ∈ ∆’ are taken to be the primitive propositions about the
crowd system S and are used to define ‘sentences’. More precisely, a new
set of symbols {¬,∧,∨,⇒} is added to the language, and then a sentence is
defined inductively by the following rules [54]:

1. Each primitive proposition ‘A ∈ ∆’ in PL(S)0 is a sentence.
2. If α is a sentence, then so is ¬α.
3. If α and β are sentences, then so are α ∧ β, α ∨ β, and α⇒ β.

The collection of all sentences, PL(S), is an elementary formal language that
can be used to express and manipulate propositions about the crowd system S.
Note that the symbols ¬, ∧, ∨, and⇒ have no explicit meaning, although the
implicit intention is that they should stand for ‘not’, ‘and’, ‘or’ and ‘implies’,
respectively. This implicit meaning will become explicit when a representation
of PL(S) is constructed as part of the application of a theory-type to S. Note
also that PL(S) is a propositional language only: it does not contain the quan-
tifiers ‘∀’ or ‘∃’. To include them requires a higher-order language.41 We will
return to this in our discussion of the local typed language T L(S).

The next step arises because PL(S) is not only a vehicle for expressing
propositions about the crowd system S: we also want to reason with it about
the system. To achieve this, a series of axioms for a deductive logic must be
added to PL(S). This could be either classical logic or intuitionistic logic, but
we select the latter since it allows a larger class of representations/models,
including representations in topoi in which the law of excluded middle fails.

41 Note that we are really using a natural deduction approach here, as opposed to an
axiomatic approach.
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Recall from Introduction that the axioms for intuitionistic logic consist of
a finite collection of sentences in PL(S) (for example, α∧β ⇒ β ∧α), plus a
single rule of inference, modus ponens (the ‘rule of detachment’), which says
that from α and α⇒ β the sentence β may be derived.

Others axioms might be added to PL(S) to reflect the implicit meaning
of the primitive proposition ‘A ∈ ∆’: i.e., “A has a value, and that value lies
in ∆ ⊆ R.” For example, the sentence ‘A ∈ ∆1 ∧ A ∈ ∆2’ (‘A belongs to
∆1’ and ‘A belongs to ∆2’) might seem to be equivalent to ‘A ∈ ∆1 ∩∆2’
(‘A belongs to ∆1 ∩∆2’). A similar remark applies to ‘A ∈ ∆1 ∨A ∈ ∆2’.

Thus, along with the axioms of intuitionistic logic and modus ponens, we
might be tempted to add the following axioms [38]:

A ∈ ∆1 ∧A ∈ ∆2 ⇔ A ∈ ∆1 ∩∆2, (41)

A ∈ ∆1 ∨A ∈ ∆2 ⇔ A ∈ ∆1 ∪∆2. (42)

These axioms are consistent with the intuitionistic logical structure of PL(S).
We will see later the extent to which the axioms (41–42) are compatible with
the topos representations of crowd mechanics and of crowd behavior.

In classical logic, this proposition, ‘¬(A ∈ ∆)’,42 is equivalent to ‘A be-
longs to R\∆’, where R\∆ denotes the set-theoretic complement of ∆ in R.
This suggests augmenting (41–42) with a third axiom:

¬(A ∈ ∆)⇔ A ∈ R\∆. (43)

However, applying ‘¬’ to both sides of (43) gives

¬¬(A ∈ ∆)⇔ A ∈ R,

because of the set-theoretic result: R\(R\∆) = ∆. But in an intuitionistic
logic we do not have α⇔ ¬¬α but only α⇒ ¬¬α, and so (43) could be false
in a Heyting-algebra representation of PL(S) that was not Boolean. There-
fore, adding (43) as an axiom in PL(S) is not indicated if representations are
to be sought in non-Boolean topoi.

4.2.2 Representations of PL(S)

To use the language PL(S) ‘for real’ it must be represented in the concrete
mathematical structure that arises when a theory-type is applied to S. Such
a representation π maps each of the primitive propositions α in PL(S)0
to an element π(α) of some (possibly Boolean) Heyting algebra H, whose
specification is part of the theory [38]. In crowd mechanics, the propositions
are represented in the Boolean algebra of all Borel subsets of the crowd phase
space (see [18, 19, 20]).

42 The parentheses ( ) are not symbols in the language; they are just a way of
grouping letters and sentences.
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The representation of the primitive propositions can be extended recur-
sively to all of PL(S) with the aid of the following rules [54]:43

(a) π(α ∨ β) := π(α) ∨ π(β), (44)

(b) π(α ∧ β) := π(α) ∧ π(β), (45)

(c) π(¬α) := ¬π(α), (46)

(d) π(α⇒ β) := π(α)⇒ π(β). (47)

This extension of π from PL(S)0 to PL(S) is consistent with the axioms
for the intuitionistic, propositional logic of the language PL(S). More pre-
cisely, these axioms become tautologies: i.e., they are all represented by
the maximum element 1 in the Heyting algebra. By construction, the map
π : PL(S)→ H is then a representation of PL(S) in the Heyting algebra H.
A logician would say that π : PL(S) → H is an H-valuation, or H-model, of
the language PL(S).

Note that different crowd systems S can have the same language. For
example, consider a simple crowd agent of a point-particle type, moving in

one dimension, with a Hamiltonian H = p2

2m + V (x). Different potentials
V (x) correspond to different crowd systems, but the mechanical quantities for
these systems, or, more precisely, the ‘names’ of these quantities, for example,
‘energy’, ‘position’, ‘momentum’, are the same for them all. Consequently, the
language PL(S) is independent of V (x). However, the representation of, say,
the proposition “H ∈ ∆’, with a specific subset of the state space will depend
on the details of the Hamiltonian.

Clearly, a major consideration in using the language PL(S) is choosing
the Heyting algebra in which the representation takes place. A fundamental
result in topos theory is that the set of all sub-objects of any object in a
topos is a Heyting algebra: these are the Heyting algebras with which we will
be concerned [38].

Beyond the language PL(S) and its representation π, lies the question of
whether or not a proposition is true. This requires the concept of a ‘crowd
state’ which, when specified, yields ‘truth values’ for the primitive proposi-
tions in PL(S). These are then extended recursively to the rest of PL(S). In
crowd mechanics, the possible truth values are just true or false.

There is also the question of ‘how things change in time’. In the form
presented above, the language PL(S) may seem geared towards a ‘canonical’
perspective in so far as the propositions concerned are, presumably, to be
asserted at a particular moment of time, and, as such, deal with the values
of physical quantities at that time. In other words, the underlying spatio-
temporal perspective seems thoroughly ‘Newtonian’. This is partly true; but
only partly, since the phrase ‘crowd quantity’ can have meanings other than
the canonical one. For example, one could talk about the ‘time average of

43 Note that, on the left hand side of (44–47), the symbols {¬,∧,∨,⇒} are elements
of the language PL(S), whereas on the right hand side they are the logical
connectives in the Heyting algebra H in which the representation takes place.
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momentum’, and call that a crowd quantity. In this case, the propositions
would be about histories of the system, not just ‘the way things are’ at a
particular moment in time.

We will return to these extended versions of the formalism in our discus-
sion of the higher-order language, T L(S). However, for the moment let us
focus on the canonical perspective, and the associated question of how time
dependence is to be incorporated. This can be addressed in various ways.

One possibility is to attach a time label t to the crowd quantities, so that
the primitive propositions become of the form ‘At ∈ ∆’. In this case, the
language itself becomes time-dependent, so that we should write PL(S)t.
One might not like the idea of adding external labels in the language and,
indeed, in our discussion of the higher-order language T L(S) we will strive
to eliminate such things. However, in the present case, in so far as ∆ ⊆ R

is already an ‘external’ (to the language) entity, there seems no particular
objection to adding another one [38].

If we adopt this approach, the representation π will map ‘At ∈ ∆’ to
a time-dependent element π(At ∈ ∆) of the Heyting algebra H.44 However,
this suggests another option, which is to keep the language time-independent,
but allow the representation to be time-dependent. In that case, πt(A ∈ ∆)
will again be a time-dependent member of H.

Another approach is to let the ‘truth object’ in the theory be time-
dependent: this corresponds to a type of quantum Schrödinger picture.

4.2.3 The Representation of PL(S) in Crowd Mechanics

Let us now look at the representation of PL(S) that corresponds to crowd
mechanics. In this case, the topos involved is just the category Set of sets
and functions between sets.

We will denote by πcl the representation of PL(S) that describes the clas-
sical, Hamiltonian mechanics of a crowd system S, whose state-space is a
symplectic (or Poisson) manifold S (see, e.g. [3]). We denote by Ă : S → R

the real-valued function45 on S that represents the crowd quantity A. Then
the representation πcl maps the primitive proposition ‘A ∈ ∆’ to the subset
of S given by [38]

πcl(A ∈ ∆) := {s ∈ S | Ă(s) ∈ ∆}
= Ă−1(∆). (48)

This representation can be extended to all the sentences in PL(S) with the
aid of (44–47). Note that, since ∆ is a Borel subset of R, Ă−1(∆) is a Borel
subset of the state-space S. Hence, in this case, H is equal to the Boolean
algebra of all Borel subsets of S.

44 One could say that this is a type of quantum Heisenberg picture.
45 In practice, Ă is required to be measurable, or smooth, depending on the type

of crowd’s physical quantity that A is.
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We note that, for all Borel subsets ∆1, ∆2 of R we have [38]

Ă−1(∆1) ∩ Ă−1(∆2) = Ă−1(∆1 ∩∆2), (49)

Ă−1(∆1) ∪ Ă−1(∆2) = Ă−1(∆1 ∪∆2), (50)

¬Ă−1(∆1) = Ă−1(R\∆1), (51)

and hence all three conditions (41–43) that we discussed earlier can be added
consistently to the language PL(S) .

Consider now the assignment of truth values to the propositions in this
theory. This involves the idea of a ‘state’ which, in crowd mechanics, is simply
an element s of the crowd state space S. Each state s assigns to each prim-
itive proposition ‘A ∈ ∆’, a truth value ν

(
A ∈ ∆; s

)
, which lies in the set

{false, true} := {⊥,⊤}, where ⊥ is false in all interpretations, ⊤ is true in
all interpretations and ‘interpretation’ here specifically means an assignment
of semantic meaning to one or more propositions (not to be confused with
the future use of the word ‘interpretation’).

4.2.4 The Failure to Represent PL(S) in Crowd Behavior

The procedure above that works so easily for crowd mechanics fails com-
pletely if one tries to apply it to crowd behavior.

In quantum-like crowd behavior, a mechanical crowd quantity A is rep-
resented by a self-adjoint operator Â on a crowd Hilbert space H, and the
proposition ‘A ∈ ∆’ is represented by the projection operator Ê[A ∈ ∆]
which projects onto the subset ∆ of the spectrum of Â i.e.,

π(A ∈ ∆) := Ê[A ∈ ∆]. (52)

The set of all projection operators P(H) in H has a ‘logic’ of its own, the
‘quantum logic’46 of the Hilbert space H, but this is incompatible with the
intuitionistic logic of the language PL(S), and the representation (52).

Indeed, since the ‘logic’ P(H) is non-distributive, there will exist non-
commuting operators Â, B̂, Ĉ, and Borel subsets ∆A, ∆B, ∆C of R such that
[38]

Ê[A ∈ ∆A] ∧
(
Ê[B ∈ ∆B] ∨ Ê[C ∈ ∆C ]

)
�=

(
Ê[A ∈ ∆A] ∧ Ê[B ∈ ∆B]

)
∨

(
Ê[A ∈ ∆A] ∧ Ê[C ∈ ∆C ]

)

while, on the other hand, the logical equivalence (or, bi-implication)

α ∧ (β ∨ γ)⇔ (α ∧ β) ∨ (α ∧ γ)

can be deduced from the axioms of the language PL(S).

46 For an excellent survey of quantum logic see [56]. This includes a discussion of
a first-order axiomatization of quantum logic, and with an associated sequent
calculus.
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This failure of distributivity bars any naive realist interpretation of quan-
tum logic. If an instrumentalist interpretation is used instead, the spectral
projectors Ê[A ∈ ∆] now represent propositions about what would happen if
a measurement is made, not propositions about what is ‘actually the case’.
And when a state is specified, this does not yield actual truth values but only
the Born-rule probabilities of getting certain results [38].

4.3 Instrumentalism, Tableau and Resolution

4.3.1 Instrumentalism

Recall that the instrumentalist position views our propositions as constitut-
ing a kind of computational machinery for generating predictions about what
we might observe, given sufficient specification of the circumstances of our hy-
pothetical observation. Our sophisticated realist position inherits this feature
while also contending that our language has explanatory power: it conjectures
not just the “what” but also the “how” and the “why”. Intuitionistic logic is
interesting in this setting: unlike a classical proof, an intuitionistic proof con-
stitutes a computable function (or, if you prefer, an effective procedure).47 In
other words, intuitionistic logics allow us, at least in principle, to synthesize
computable functions.

In this section, we briefly discuss the kind of methods that we might use
to implement proof infrastructure to concretely support the position that our
formal statements - propositions - about crowd dynamics constitute computa-
tional mechanisms for generating predictions. We are interested in two closely
related modes of operation. Firstly, we may want to be able to prove (or dis-
prove) a statement or set of statements expressed in our language. Secondly,
we may want to generate models, which are possible interpretations, or assign-
ments of semantic meaning that make a statement or statements true in our
language48. Our goal here is not to provide a complete overview of theorem
proving and model generation, nor to offer a particular method or even set of

47 We are encouraging a functional notion of computation here, such as might be
expressed in a typed lambda calculus, rather than a state-oriented view such as
a Turing Machine. The functional view is much more abstract, and aligns closely
with other aspects of our approach. For instance, Type Theory, which can be
viewed essentially as an application of Category Theory, arguably sits much more
comfortably with the functional view of computation, as demonstrated by the
vast difference in expressive power of type systems in functional languages to
that of state-oriented languages (including object-oriented languages).

48 Note that this does not imply that those statements are true of crowd phenomenon,
only that they are consistent with our understanding of it as expressed in our intu-
itionistic language of crowd dynamics. Whether and to what degree the statements
correspond with our crowd phenonomena is an empirical matter, not a matter of
formal logic. This is another example of the careful distinction our sophisticated
realist view makes between the phenomenon in the real world and our theories that
attempt to explain it.
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methods, but rather to give a flavour both of the difficulties involved and of the
two broad types of approaches discussed in the literature. The reason for this
is that there is really no universally satisfactory technique, and the details of
what works best vary intricately according to the specifics of the intuitionistic
logic and the kinds of statements we might be interested in.

Proof and model generation in intuitionistic logic is much more difficult
than in classical logics. In intuitionistic logics, we cannot in general blindly use
Herbrand functions (often also called “skolemization”) except in some special
cases, and because of the asymmetries and relative weakness of intuitionistic
languages,49 we have no convenient normal forms such as conjunctive normal
form, disjunctive normal form, negation normal form or prenex normal form.
There are relatively few classes known for intuitionistic logics that are both
interesting and decidable.50

Type theories are fundamentally higher-order, yet there are useful first-
order fragments; proof search in such fragments amounts to proof search in
first-order intuitionistic logic. While we cannot expect that even most com-
plicated though provable statements in intuitionistic logic will be amenable
to automatic methods, we do expect that theorem proving and model gener-
ating methods could provide substantial assistance for deducing predictions
and explanations in our language of crowd dynamics. Our case is also helped
by the significantly softer resource demands of our problem: nobody is happy
to wait for a couple of hours for a compilation of a modest program, but we
would likely be cope well enough if solving a substantial system of statements
about crowd behaviour for its models took the whole weekend.

We continue using Gentzen-type natural deduction systems, or sequent
calculi. In such systems, the axioms and theorems are not single statements
in the underlying logic, but pairs of statements that form inference rules,
called “sequents”. In Gentzen-type systems, deduction is is oriented around
provability rather than around truth judgements. The sequent

Γ ⊢ ∆

means that if we accept the antecedent Γ then we may conclude the succedent
∆. Note that in general Γ and ∆ range over multisets of formulas rather than
sets of formulas. The proof system is defined by a set of inference rules of the
form

P1P2 . . . Pn

C
(L)

49 Note that we intend “weakness” and “strength” of logics in the manner standard
in logic, which is to say in terms of validity of formulas in different logics: many
tautologies (formulas that evaluate to “true” for all interpretations) of classical
logics are not tautologies of corresponding intuitionistic logics.

50 Read “decidable” as meaning that there exists a computational procedure that
solves the problem of proving/disproving theorems or generating all models in
all specific cases in the class.
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where the sequents P1, P2, . . . , Pn are the premises, the sequent C is the
consequence or conclusion, and L is a label naming the rule. The statement
produced by the inference rule is usually called “the main formula”, the parts
of the main formula appearing in the premises are “side formulas”, and other
formulas in the rule are called “parametric formulas”. For example, the rule

Γ ⊢ A B, Σ ⊢ D

(A⇒ B, Γ, Σ) ⊢ D
(⇒⊢)

basically states that we may conclude that D is provable given A⇒ B, Γ , and
Σ whenever we have that A is provable given Γ and that D is provable given
B and Σ. Here, A⇒ B is the main formula, A and B are side formulas, and
the remaining formulas Γ, Σ, D are parametric formulas. Most rules satisfy
the “subformula property”, in which every formula in the sequents of the
premises will be a subformula or substitution instance of the formulas in the
conclusion sequent. We will also assume the “eigenvariable condition” on rules
involving a form of substitution for quantified variables, which essentially
precludes substitutions that would cause capture of free variables by variable
binding operators such as existential ∃ and universal quantifiers ∀. If these
property holds for every rule of the system, then we have a “cut-free sequent
calculus”: this is important because the order in which the rules occur in a
cut-free sequent calculus can be changed without changing the conclusion of
the proof. We will consider only cut-free calculi here: both classical first-order
logic and its intuitionistic counterpart enjoy the “cut-elimination property”,
which says that rules violating the subformula property can be eliminated.

4.3.2 Analytic Tableau

Analytic tableau51 are a class of flexible computational procedures that are
amenable to both proof search and model generation. Though historically
tableau methods were developed in the context of the semantics of logical
operators, they can also be seen as deriving from the cut-elimination theorem
of proof theory. The search begins with the negative of the formula to be
proved and branches backwards (that is, the sequent calculus rules are applied
in a bottom-up fashion). In effect, analytic tableau work by attempting to
refute. The search concludes when no further rules can be applied to any of
the branches. Separate branches are semantically in disjunction, while nodes
on the same branch are semantically in conjunction. Branches are said to be
closed when they contain a contradiction, saturated when they are not closed
but no further rules can be applied, and open otherwise.

The subformula property is important because it guarantees that there
will only be a finite number of branches generated by the application of any
particular rule. It is also useful in allowing us to apply rules in any order we
like, and therefore we can apply rules that produce only one sub-branch first,

51 We aim here to outline basic tableau methods for propositional and first-order
intuitionistic logic.
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effectively pushing rules that cause the tableau to fan out and the search
procedure to explode exponentially towards the bottom of the tableau where
their effect on the practical efficiency of the process is reduced. Because ana-
lytic tableau effectively decompose our starting statement into what seman-
tically comprises a disjunction of conjunctions of literals, the approach is
readily adaptable to model generation: effectively each conjunction of literals
appearing at the bottom of a saturated branch is a model.

4.3.3 Resolution

In contrast to analytic tableau methods, resolution proof search methods (or
“inverse methods”) apply inference rules in a top-down direction.52 Search be-
gins with the set of axioms and we apply the inference rules are until we even-
tually derive the statement we wish to prove. Given that we can assume we
have a cut-free sequent calculus, the proof search will only ever derive sequents
that contain sub-formulas of the formula we wish to prove. The method is ob-
viously complete: if there is a derivation of the formula we wish to prove from
our axioms using the calculus, the forward-chaining application of all the pos-
sible rules in turn will in principle eventually find a derivation. However, as it
stands this would be utterly useless in practice because of the combinatorial
explosion in the derivation tree, so resolution relies on using strategies to limit
the application of inference rules.

5 A Higher-Order, Typed Language for Crowd

Behavior

5.1 The Basics of the Language T L(S)

Now we want to consider the possibility of representing the physical quantities
of a generic crowd system by morphisms in a topos other than Set.

The physical meaning of such a quantity is not clear, a priori. In such a
situation it is no longer correct to work with a fixed value-space R. Rather,
the target-object, RS , is potentially topos-dependent, and therefore part of
the ‘representation’.

A powerful technique for allowing the quantity-value object to be system-
dependent is to add a symbol ‘R’ to the language. Developing this line of
thinking suggests that ‘Σ’, too, should be added, as should a symbol ‘A :
Σ →R’, to be construed as ‘what it is’ that is represented by the morphism

52 We aim here to outline basic resolution methods for propositional and first-order
intuitionistic logic.

We could possibly drop resolution and focus on analytic tableau alone, merely
mentioning the existence of resolution methods and justifying the focus on ana-
lytic tableau because of their relative flexibility, good performance at relatively
lower design and implementation complexity, and direct applicability to model
generation as well as proof search.
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in a topos. Similarly, there should be a symbol ‘Ω’, to act as the linguistic
precursor to the sub-object classifier in the topos; in the topos Set, this is
just the set {0, 1}.

The clean way of doing all this is to construct, what Bell [28] calls, a ‘local
language’. Our basic assumption is that a unique local language, T L(S), is
associated with each system S. Physical theories of S then correspond to
representations of T L(S) in appropriate topoi.

We first consider the minimal set of symbols needed to handle elemen-
tary crowd dynamics. The symbols for the local language T L(S) are defined
recursively as follows [38]:

1. (a) The basic type symbols are 1, Ω, Σ,R. The last two, Σ and R, are
known as ground-type symbols. They are the linguistic precursors of
the state object, and quantity-value object, respectively.
If T1, T2, . . . , Tn, n ≥ 1, are type symbols, then so is53 T1×T2×· · ·×Tn.

(b) If T is a type symbol, then so is PT .
(c) For each type symbol, T , there is associated a countable set of vari-

ables of type T .
(d) There is a special symbol ∗.

2. (a) To each pair (T1, T2) of type symbols there is associated a set,
FT L(S)(T1, T2), of function symbols. Such a symbol, A, is said to have
signature T1 → T2; this is indicated by writing A : T1 → T2.

(b) Some of these sets of function symbols may be empty. However, par-
ticular importance is attached to the set, FT L(S)(Σ,R), of function
symbols A : Σ →R, and we assume this set is non-empty.

The function symbols A : Σ → R represent the ‘physical quantities’ of the
system, and hence FT L(S)(Σ,R) will depend on the system. In fact, the only
parts of the language that are system-dependent are these function symbols.

For example, if S1 is an agent moving in one dimension, the set of physical
quantities could be chosen to be FT L(S1)(Σ,R) = {x, p, H} which represent
the position, momentum, and energy of the agent system. On the other hand,
if S2 is an agent moving in three dimensions, we could have FT L(S2)(Σ,R) =
{x, y, z, px, py, pz, H} to allow for three-dimensional position and momentum
of the agent. Or, we could decide to add angular momentum too, to give the
set FT L(S2)(Σ,R) = {x, y, z, px, py, pz, Jx, Jy, Jz , H}.54

It should be emphasized that this list of symbols is minimal and one may
want to add more. One obvious, general, example is a type symbol N, to be
interpreted as the linguistic analogue of the natural numbers. The language
could then be augmented with the axioms of Peano arithmetic.

53 By definition, if n = 0 then T1 × T2 × · · · × Tn := 1.
54 As with the propositional language PL(S), the fact that a given system has a

specific Hamiltonian—expressed as a particular function of position and momen-
tum coordinates—is not something that is to be coded into the language: instead,
such system dependence arises in the choice of representation of the language.
This means that many different systems can have the same local language.
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The next step is to enumerate the ‘terms’ in the language, together with
their associated types [28, 30]:

1. (a) For each type symbol T , the variables of type T are terms of type T .
(b) The symbol ∗ is a term of type 1.
(c) A term of type Ω is called a formula; a formula with no free variables

is called a sentence.
(d) Closure: nothing else is a formula.

2. If A is function symbol with signature T1 → T2, and t is a term of type
T1, then A(t) is term of type T2.
In particular, if A : Σ →R is a physical quantity, and t is a term of type
Σ, then A(t) is a term of type R.

3. (a) If t1, t2, . . . , tn are terms of type T1, T2, . . . , Tn, then 〈t1, t2, . . . , tn〉 is
a term of type T1 × T2 × · · · × Tn.

(b) If t is a term of type T1 × T2 × · · · × Tn, and if 1 ≤ i ≤ n, then (t)i is
a term of type Ti.

(c) If ω is a term of type Ω, and x̃ is a variable of type T , then {x̃ | ω}
is a term of type PT .

(d) If t1, t2 are terms of the same type, then t1 = t2 is a term of type Ω.
(e) If t1, t2 are terms of type T, PT respectively, then t1 ∈ t2 is a term

of type Ω.

Note that the logical operations are not included in the set of symbols. In-
stead, they can all be defined using what is already given. For example, (i)
true := (∗ = ∗); and (ii) if α and β are terms of type Ω, then55

α ∧ β :=
(
〈α, β〉 = 〈true, true〉

)
.

Thus, in terms of the original set of symbols, we have

α ∧ β :=
(
〈α, β〉 = 〈∗ = ∗, ∗ = ∗〉

)
, etc.

Let A be a physical quantity in the set FT L(S)

(
Σ,R

)
, and therefore a

function symbol of signature Σ → R. In addition, let ∆̃ be a variable (and
therefore a term) of type PR; and let s̃ be a variable (and therefore a term)
of type Σ. Then some terms of particular interest to us are the following [38]:

1. A(s̃) is a term of type R with a free variable, s̃, of type Σ.
2. ‘A(s̃) ∈ ∆̃’ is a term of type Ω with free variables (i) s̃ of type Σ; and

(ii) ∆̃ of type PR.
3. {s̃ | A(s̃) ∈ ∆̃} is a term of type PΣ with a free variable ∆̃ of type PR.

As we will see, {s̃ | A(s̃) ∈ ∆̃} and ‘A(s̃) ∈ ∆̃’ are (closely related) analogues
of the primitive propositions ‘A ∈ ∆’ in the propositional language PL(S).
However, there is a crucial difference. In PL(S), the ‘∆’ in ‘A ∈ ∆’ is a

55 The parentheses ( ) are not symbols in the language, they are just a way of
grouping letters and sentences.
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specific subset of the external (to the language) real line R. On the other
hand, in the local language T L(S), the ‘∆̃’ in ‘A(s̃) ∈ ∆̃’ is an internal
variable within the language.

Finally, to make the language T L(S) into a deductive system we need to
add a set of appropriate axioms and inference rules. The former are expressed
using sequents :56 defined as expressions of the form Γ : α where α is a formula
(a term of type Ω) and Γ is a set of such formula. The intention is that ‘Γ : α’
is to be read intuitively as “the collection of formula in Γ ‘imply’ α”. If Γ is
empty we just write : α.

The basic axioms include things like ‘α : α’ (tautology), and ‘: t̃ ∈ {t̃ |
α} ⇔ α’ (comprehension) where t̃ is a variable of type T . These axioms57

and the rules of inference (sophisticated analogues of modus ponens) give rise
to a deductive system using intuitionistic logic. For the details see [28, 30].

However, for applications in crowd dynamics we could add extra axioms (in
the form of sequents). For example, perhaps the quantity-value object should
always be an Abelian-group object58? This can be coded into the language
by adding the axioms for an Abelian group structure forR. This involves the
following steps [38]:

1. Add the following symbols:

(a) A ‘unit’ function symbol 0 : 1→R; this will be the linguistic analogue
of the unit element in an Abelian group.

(b) An ‘addition’ function symbol + : R×R→ R.

(c) An ‘inverse’ function symbol − : R→ R
2. Then add axioms like ‘: ∀r̃

(
+ 〈r̃, 0(∗)〉 = r̃

)
’ where r̃ is a variable of type

R, and so on.

56 We are choosing this approach here; alternatives include axiomatic approache4s
using axiom schemes.

57 The complete set of axioms is [28]:

Tautology: α = α

Unity : x̃1 = ∗ where x̃1 is a variable of type 1.

Equality: x = y, α(z̃/x) : α(z̃/y). Here, α(z̃/x) is the term α with z̃ replaced by the

term x for each free occurrence of the variable z̃. The terms x and y must

be of the same type as z̃.

Products: : (〈x1, . . . , xn〉)i = xi

: x = 〈(x)1, . . . , (x)n〉

Comprehension: : t̃ ∈ {t̃ | α} ⇔ α.

58 One could go even further and add the axioms for real numbers. In this case,
in a representation of the language in a topos τ , the symbol R is mapped to
the real-number object in the topos (if there is one). However, the example of
quantum theory suggests that this is inappropriate [40].
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For another example, consider an agent moving in three dimensions, with
the function symbols FT L(S)(Σ,R) = {x, y, z, px, py, pz, Jx, Jy, Jz, H}. As
T L(S) stands, there is no way to specify, for example, that ‘Jx = ypz− zpy’.
Such relations can only be implemented in a representation of the language.
However, if this relation is felt to be ‘universal’ (i.e., it holds in all physically-
relevant representations) then it could be added to the language with the use
of extra axioms.

One of the delicate decisions that has to be made about T L(S) is what
extra axioms to add to the base language. Too few, and the language lacks
content; too many, and representations of potential physical significance are
excluded. This is one of the places in the formalism where a degree of physical
insight is necessary!

5.2 Representing T L(S) in a Topos

The construction of a theory of the system S involves choosing a represen-
tation/model, φ, of the language T L(S) in a topos τφ. The choice of both
topos and representation depend on the theory-type being used.

For example, consider a crowd subsystem S that can be treated using
both crowd mechanics and crowd behavior, such as an agent moving in three
dimensions. Then, for the application of the theory-type ‘crowd mechanics’,
in a representation denoted σ, the topos τσ is Set, and Σ is represented by
the symplectic manifold Σσ := T ∗

R
3.

On the other hand, for the application of the theory-type ‘crowd behavior’,
τφ is the topos, SetV(H)op , of presheaves over the category V(H), where
H ≃ L2(R3, d3x) is the Hilbert space of the system S. In this case, Σ is
represented by Σφ := Σ, where Σ is the spectral presheaf; this representation
is discussed at length in [39, 40]. For both theory types, the details of, for
example, the Hamiltonian, are coded in the representation.

We now list the τφ-representation of the most significant symbols and
terms in our language, T L(S) [28, 30].

1. (a) The ground type symbols Σ and R are represented by objects Σφ

and Rφ in τφ. These are identified physically as the state object, and
quantity-value object, respectively.

(b) The symbol Ω, is represented by Ωφ := Ωτφ
, the sub-object classifier

of the topos τφ.

(c) The symbol 1, is represented by 1φ := 1τφ
, the terminal object in τφ.

2. For each type symbol PT , we have (PT )φ := PTφ, the power object of
the object Tφ in τφ.
In particular, (PΣ)φ = PΣφ and (PR)φ = PRφ.

3. Each function symbol A : Σ → R in FT L(S)

(
Σ,R

)
(i.e., each physical

quantity) is represented by a morphism Aφ : Σφ →Rφ in τφ.
We will generally require the representation to be faithful : i.e., the map
A �→ Aφ is one-to-one and onto, i.e., bijective.
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4. A term of type Ω of the form ‘A(s̃) ∈ ∆̃’ (which has free variables s̃, ∆̃
of type Σ and PR respectively) is represented by a morphism [[A(s̃) ∈
∆̃ ]]φ : Σφ × PRφ → Ωτφ

. In detail, this morphism is

[[ A(s̃) ∈ ∆̃ ]]φ = eRφ
◦ 〈[[ A(s̃) ]]φ, [[ ∆̃ ]]φ〉,

where eRφ
: Rφ × PRφ → Ωτφ

is the usual evaluation map; [[A(s̃) ]]φ :

Σφ →Rφ is the morphism Aφ; and [[ ∆̃ ]]φ : PRφ → PRφ is the identity.

Thus [[ A(s̃) ∈ ∆̃ ]]φ is the chain of morphisms:

Σφ × PRφ

Aφ×id−→ Rφ × PRφ

eRφ−→Ωτφ
. (53)

We see that the analogue of the ‘∆’ used in the PL(S)-propositions
‘A ∈ ∆’ is played by sub-objects of Rφ (i.e., global elements of PRφ)
in the domain of the morphism in (53). These objects are, of course,
representation-dependent (i.e., they depend on φ).

5. A term of type PΣ of the form {s̃ | A(s̃) ∈ ∆̃} (which has a free variable
∆̃ of type PR) is represented by a morphism [[ {s̃ | A(s̃) ∈ ∆̃} ]]φ : PRφ →
PΣφ. This morphism is the power transpose59 of [[A(s̃) ∈ ∆̃ ]]φ:

[[ {s̃ | A(s̃) ∈ ∆̃} ]]φ = �[[ A(s̃) ∈ ∆̃ ]]φ� (54)

6. A term, ω, of type Ω with no free variables is represented by a global
element [[ ω ]]φ : 1τφ

→ Ωτφ
. These will typically act as ‘truth values’ for

propositions about the system.
7. Any axioms that have been added to the language are required to be

represented by the morphism true : 1τφ
→ Ωτφ

.

We emphasize that the decision to focus on the particular type of language
that we have, is not an arbitrary one. Indeed, there is a deep connection
between such languages and topos theory. In this context, we first note that
to any local language, L, there is associated a ‘local set theory’. This involves
defining an ‘L-set’ to be a term X of power type (so that expressions of the
form x ∈ X are meaningful) and with no free variables. Analogues of all the
usual set operations can be defined on L-sets. For example, if X, Y are L-sets
of type PT , one can define X ∩ Y := {x̃ | x̃ ∈ X ∧ x̃ ∈ Y } where x̃ is a
variable of type T .

Furthermore, each local set theory, L, gives rise to an associated topos,
C(L), whose objects are equivalence classes of L-sets, where X ≡ Y is defined
to mean that the equation X = Y (i.e., a term of type Ω with no free
variables) can be proved using the sequent calculus of the language with its
axioms. From this perspective, a representation of T L(S) in a topos τ is
equivalent to a functor from the topos C(T L(S)) to τ .

59 One of the basic properties of a topos is that there is a one-to-one correspondence
between morphisms f : A × B → Ω and morphisms �f� : A → PB := ΩB . In
general, �f� is called the power transpose of f . If A ≃ 1 then �f� is known as
the name of the morphism f : B → Ω; see (17).
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Conversely, for each topos τ there is a local language, L(τ ), whose ground-
type symbols are the objects of τ , and whose function symbols are the mor-
phisms in τ . It then follows that a representation of a local language, L, in τ
is equivalent to a ‘translation’ of L in L(τ ) [38].

Thus, a rather elegant way of summarizing what is involved in constructing
a theory of physics is that we are translating the language, T L(S), of the
system in another local language, T L(τ ). As we will see in the last section,
the idea of translating one local language into another plays a central role in
the discussion of composite systems and sub-systems [41].

5.3 Crowd Mechanics in the Local Language T L(S)

The quantum theory representation of T L(S) was studied in [39, 40]. Here
we will look at the concrete form of the expressions in the previous Section
for the example of crowd mechanics. In this case, for all systems S, and all
classical representations, σ, the topos τσ is Set. This representation of T L(S)
has the following ingredients:

1. (a) The ground-type symbol Σ is represented by a symplectic manifold
Σσ that is the state-space for the system S.

(b) The ground-type symbol R is represented by the real line, i.e., Rσ :=
R.

(c) The type symbol PΣ is represented by the set PΣs of all subsets of
the state space Σs

The type symbol PR is represented by the set PR of all subsets of
R.

(d) The type symbol Ω, is represented by ΩSet := {0, 1}: the sub-object
classifier in Set.

(e) The type symbol 1, is represented by the singleton set, i.e., 1Set =
{∗}: the terminal object in Set.

2. Each function symbol A : Σ → R, and hence each physical quantity, is
represented by a real-valued function, Aσ : Σσ → R, on the state space
Σσ.

3. The term ‘A(s̃) ∈ ∆̃’ of type Ω (where s̃ and ∆̃ are free variables of type
Σ and PR respectively) is represented by the function [[A(s̃) ∈ ∆̃ ]]s :
Σs × PR→ {0, 1} that is defined by (c.f. (53))

[[ A(s̃) ∈ ∆̃ ]]s(s, ∆) =

{
1, if Aσ(s) ∈ ∆;
0, otherwise.

for all (s, ∆) ∈ Σs×PR.

(55)
4. The term {s̃ | A(s̃) ∈ ∆̃} of type PΣ (where ∆̃ is a free variable of type

PR) is represented by the function [[ {s̃ | A(s̃) ∈ ∆̃} ]]s : PR→ PΣs that
is defined by

[[ {s̃ | A(s̃) ∈ ∆̃} ]]s(∆) := {s ∈ Σφ | As(s) ∈ ∆}
= A−1

s (∆), for all ∆ ∈ PR.
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5.4 Adapting the Language T L(S) to Other Types of Crowd
System

Following [38, 39, 40, 41], our basic assumptions are:

1. Each crowd system, S, can be equipped with a local language, T L(S);
and

2. Constructing an explicit theory of S in a particular theory-type is equiv-
alent to finding a representation of T L(S) in a topos which may well be
other than the topos of sets.

There are many situations in which the language is independent of the theory-
type, and then, for a given system S, the different topos representations of
T L(S), correspond to the application of the different theory-types to the
same system S. We gave an example earlier of an agent moving in three
dimensions: the crowd mechanics representation is in the topos Set; and, as
shown in [40, 41], the quantum theory representation is in the presheaf topos

SetV(L2(R3, d3x)) .
However, there are other situations where the relationship between the

language and its representations is more complicated than this. In particular,
there is the critical question about what features of the theory should go
into the language, and what into the representation. Adding new features
would begin by adding to, or changing, the set of ground-type symbols which
generally represent the entities that are going to be of generic interest (such
as a state object or quantity-value object). In doing this, extra axioms may
also be introduced to encode the properties that the new objects are expected
to possess in all the representations that are of physical interest [38].

For example, suppose we want to use our formalism to discuss space-time
physics: where does the information about the space-time go? If the subject is
classical field theory in a curved space-time, then the topos τ is Set, and the
space-time manifold is part of the background structure. This makes it natural
to have the manifold assumed in the representation; i.e., the information
about the space-time is in the representation.

However, alternatively one can add a new ground type symbol, ‘M ’, to the
language, to serve as the linguistic progenitor of ‘space-time’; thus M would
have the same theoretical status as the symbols Σ and R. A function symbol
ψ : M →R is then the progenitor of a physical field. In a representation φ, the
object Mφ plays the role of ‘space-time’ in the topos τφ, and ψφ : Mφ →Rφ

is the representation of a field in this theory.
Clearly, the language T L(S) says nothing about what sort of entity Mφ is,

except in so far as such information is encoded in extra axioms. For example,
if the subject is classical field theory, then τφ = Set, and Mφ would be a
standard differentiable manifold. On the other hand, if the topos τφ admits
‘infinitesimals’, then Mφ could be a manifold according to the language of
synthetic differential geometry [55].

A fortiori, the same type of argument applies to the status of ‘time’ in a
canonical theory. In particular, it is possible to add a ground type symbol,
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T , so that, in any representation, φ, the object Tφ in the topos τφ is the
analogue of the ‘time-line’ for that theory. For standard physics in Set we
have Tφ = R, but the form of Tφ in a more general topos, τφ, would be a rich
subject for speculation.

The addition of a ‘time-type’ symbol, T , to the language T L(S) is a prime
example of a situation where one might want to add extra axioms. These could
involve ordering properties, or algebraic properties like those of an Abelian
group, and so on. These properties would be realised in any representation as
the corresponding type of object in the topos τφ. Thus Abelian group axioms
mean that Tφ is an Abelian-group object in τφ; total-ordering axioms for the
time-type T mean that Tφ is a totally-ordered object in τφ, and so on.

As a rather interesting extension of this idea, one could have a space-time
ground type symbol M , but then add the axioms for a partial ordering. In
that case, Mφ would be a poset-object in τφ, which could be interpreted
physically as the τφ-analogue of a causal set [57].

6 The Category of Complex Systems

In one sense, there is only one true ‘system’, and that is the universe as a whole.
Concomitantly, there is just one local language, and one topos. However, in
practice, the universe is divided conceptually into portions that are sufficiently
simple to be amenable to theoretical discussion. Clearly, this division is not
unique, but it must be such that the coupling between portions is weak enough
that, to a good approximation, their theoretical models can be studied in iso-
lation from each other.60 Such an essentially isolated portion of the universe is
called a ‘sub-system’. By an abuse of language, sub-systems of the universe are
usually called ‘systems’ (so that the universe as a whole is one super-system),
and then we can talk about ‘sub-systems’ of these systems; or ‘composites’ of
them; or sub-systems of the composite systems, and so on [41].

To develop these ideas further we need mathematical control over the
systems of interest, and their interrelations. To this end, we start by focussing
on some collection, Sys, of physical systems to which a particular theory-type
is deemed to be applicable. For example, we could consider a collection of
systems that are to be discussed using the methodology of crowd mechanics;
or systems to be discussed using standard quantum theory; or whatever. For
completeness, we require that every sub-system of a system in Sys is itself a
member of Sys, as is every composite of members of Sys.

We will assume that the systems in Sys are all associated with local lan-
guages of the type discussed in [38], and that they all have the same set of
ground symbols which, for the purposes of the present discussion, we take to

60 We remark here that we are actually trying to represent that system by things in
it, which the Incompleteness Theorems by Gödel and later authors show is not
possible in full. So, it is not a surprise that we should have multiple competing
theories and theories that are mutually inconsistent.
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be just Σ and R. It follows that the languages T L(S), S ∈ Sys, differ from
each other only in the set of function symbols FT L(S)

(
Σ,R

)
; i.e., the set of

physical quantities.
As a simple example of the system-dependence of the set of function sym-

bols let system S1 be an agent moving in one dimension, and let the set of
physical quantities be FT L(S1)

(
Σ,R

)
= {x, p, H}. In the language T L(S1),

these function-symbols represent the position, momentum, and energy of the
system respectively. On the other hand, if S2 is an agent moving in three
dimensions, then in the language T L(S2) we could have FT L(S2)

(
Σ,R

)
=

{x, y, z, px, py, pz, H} to allow for three-dimensional position and momen-
tum. Or, we could decide to add angular momentum as well, to give the set
FT L(S2)

(
Σ,R

)
= {x, y, z, px, py, pz, Jx, Jy, Jz , H}.

6.1 The Category Sys

6.1.1 The Arrows and Translations for the Disjoint Sum S1 ⊔ S2

The use of local languages is central to our overall topos scheme, and therefore
we need to understand, in particular, (i) the relation between the languages
T L(S1) and T L(S2) if S1 is a sub-system of S2; and (ii) the relation between
T L(S1), T L(S2) and T L(S1 ⊗ S2), where S1 ⊗ S2 denotes the composite of
systems S1 and S2 [41].

These discussions can be made more precise by regarding Sys as a category
whose objects are crowd systems. The morphisms in Sys need to cover two
basic types of relation: (i) that between S1 and S2 if S1 is a ‘sub-system’ of S2;
and (ii) that between a composite crowd system, S1⊗S2, and its constituent
systems, S1 and S2.

This may seem straightforward but, in fact, care is needed since although
the idea of a ‘sub-system’ seems intuitively clear, it is hard to give a physically
acceptable definition that is universal. However, some insight into this idea
can be gained by considering its meaning in crowd mechanics. This is very
relevant for the general scheme since one of our main goals is to make all
theories ‘look’ like crowd mechanics in the appropriate topos.

To this end, let S1 and S2 be classical systems whose state spaces are the
symplectic manifolds S1 and S2 respectively. If S1 is deemed to be a sub-
system of S2, it is natural to require that S1 is a sub-manifold of S2, i.e.,
S1 ⊆ S2. However, this condition cannot be used as a definition of a ‘sub-
system’ since the converse may not be true: i.e., if S1 ⊆ S2, this does not
necessarily mean that, from a physical perspective, S1 could, or would, be
said to be a sub-system of S2.

On the other hand, there are situations where being a sub-manifold clearly
does imply being a physical sub-system. For example, suppose the state space
S of a system S is a disconnected manifold with two components S1 and S2,
so that S is the disjoint union, S1

∐S2, of the sub-manifolds S1 and S2. Then
it seems physically appropriate to say that the system S itself is disconnected,



92 V.G. Ivancevic and D.J. Reid

and to write S = S1 ⊔ S2 where the symplectic manifolds that represent the
sub-systems S1 and S2 are S1 and S2, respectively.

One reason why it is reasonable to call S1 and S2 ‘sub-systems’ in this
particular situation is that any continuous dynamical evolution of a state
point in S ≃ S1⊔S2 will always lie in either one component or the other. This
suggests that perhaps, in general, a necessary condition for a sub-manifold
S1 ⊆ S2 to represent a physical sub-system is that the dynamics of the
system S2 must be such that S1 is mapped into itself under the dynamical
evolution on S2; in other words, S1 is a dynamically-invariant sub-manifold
of S2. This correlates with the idea mentioned earlier that sub-systems are
weakly-coupled with each other.

However, such a dynamical restriction is not something that should be
coded into the languages, T L(S1) and T L(S2): rather, the dynamics is to
be associated with the representation of these languages in the appropriate
topoi.

Still, this caveat does not apply to the disjoint sum S1⊔S2 of two systems
S1, S2, and we will assume that, in general, (i.e., not just in crowd mechan-
ics) it is legitimate to think of S1 and S2 as being sub-systems of S1 ⊔ S2;
something that we indicate by defining morphisms i1 : S1 → S1 ⊔ S2, and
i2 : S2 → S1 ⊔ S2 in Sys [41].

To proceed further it is important to understand the connection between
the putative morphisms in the category Sys, and the ‘translations’ of the
associated languages. The first step is to consider what can be said about the
relation between T L(S1 ⊔ S2), and T L(S1) and T L(S2). All three languages
share the same ground-type symbols, and so what we are concerned with
is the relation between the function symbols of signature Σ → R in these
languages.

By considering what is meant intuitively by the disjoint sum, it seems
plausible that each physical quantity for the system S1⊔S2 produces a phys-
ical quantity for S1, and another one for S2. Conversely, specifying a pair of
physical quantities—one for S1 and one for S2—gives a physical quantity for
S1 ⊔ S2. In other words,

FT L(S1⊔S2)

(
Σ,R

)
≃ FT L(S1)

(
Σ,R

)
× FT L(S2)

(
Σ,R

)
(56)

However, it is important not to be too dogmatic about statements of this type
since in non-classical theories new possibilities can arise that are counter to
intuition.

Associated with (56) are the maps T L(i1) : FT L(S1⊔S2)

(
Σ,R

)

→ FT L(S1)

(
Σ,R

)
and T L(i2) : FT L(S1⊔S2)

(
Σ,R

)
→ FT L(S2)

(
Σ,R

)
, defined

as the projection maps of the product. In the theory of local languages, these
transformations are essentially translations [28] of T L(S1 ⊔ S2) in T L(S1)
and T L(S2) respectively; a situation that we denote T L(i1) : T L(S1 ⊔ S2)→
T L(S1), and T L(i2) : T L(S1 ⊔ S2)→ T L(S2).

To be more precise, these operations are translations if, taking T L(i1)
as the explanatory example, the map T L(i1) : FT L(S1⊔S2)

(
Σ,R

)
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→ FT L(S1)

(
Σ,R

)
is supplemented with the following map from the ground

symbols of T L(S1 ⊔ S2) to those of T L(S1) [41]:

T L(i1)(Σ) := Σ, (57)

T L(i1)(R) := R, (58)

T L(i1)(1) := 1, (59)

T L(i1)(Ω) := Ω. (60)

Such a translation map is then extended to all type symbols using the
definitions

T L(i1)(T1 × T2 × · · · × Tn) = T L(i1)(T1)× T L(i1)(T2)× · · · × T L(i1)(Tn),

T L(i1)(PT ) = P [T L(i1)(T )],

for all finite n and all type symbols T, T1, T2, . . . , Tn. This, in turn, can be
extended inductively to all terms in the language. Thus, in our case, the
translations act trivially on all the type symbols.

Motivated by this argument we now turn everything around and, in gen-
eral, define a morphism j : S1 → S in the category Sys to mean that there
is some physically meaningful way of transforming the physical quantities in
S to physical quantities in S1. If, for any pair of systems S1, S there is more
than one such transformation, then there will be more than one morphism
from S1 to S [41].

To make this more precise, let Loc denote the collection of all (small)
local languages. This is a category whose objects are the local languages,
and whose morphisms are translations between languages. Then our basic
assumption is that the association S �→ T L(S) is a covariant functor from
Sys to Locop, which we denote as L : Sys→ Locop.61

6.1.2 The Arrows and Translations for the Composite System
S1 ⊗ S2

Let us now consider the composition S1⊗S2 of a pair of systems. In the case
of crowd mechanics, if S1 and S2 are the symplectic manifolds that repre-
sent the systems S1 and S2 respectively, then the manifold that represents
the composite system is the Cartesian product S1×S2. This is distinguished
by the existence of the two projection functions pr1 : S1 × S2 → S1 and
pr2 : S1 × S2 → S2 [41].

It seems reasonable to impose the same type of structure on Sys: i.e., to
require there to be morphisms p1 : S1⊗S2 → S1 and p2 : S1⊗S2 → S2 in Sys.
However, bearing in mind the definition above, these morphisms p1, p2 exist
iff there are corresponding translations T L(p1) : T L(S1) → T L(S1 ⊗ S2),
and T L(p2) : T L(S2)→ T L(S1 ⊗ S2). But there are such translations: for if

61 The combination of a pair of morphisms in Sys exists in so far as the associated
translations can be combined.
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A1 is a physical quantity for system S1, then T L(p1)(A1) can be defined as
that same physical quantity, but now regarded as pertaining to the combined
system S1⊗S2; and analogously for system S2. For example, if A is the energy
of agent 1, then we can talk about this energy in the combination of a pair
of agents. We will denote this translated quantity, T L(p1)(A1), by A1 ⊗ 1.62

The definitions above of the basic morphisms suggest that we might also
want to impose the following conditions [41]:

1. The morphisms i1 : S1 → S1 ⊔ S2, and i2 : S2 → S1 ⊔ S2 are monic in
Sys.

2. The morphisms p1 : S1 ⊗ S2 → S1 and p2 : S1 ⊗ S2 → S2 are epic
morphisms in Sys.63

6.1.3 The Concept of ‘Isomorphic’ Systems

We also need to decide what it means to say that two systems S1 and S2 are
isomorphic, to be denoted S1 ≃ S2. As with the concept of sub-system, the
notion of isomorphism is to some extent a matter of definition rather than ob-
vious physical structure, albeit with the expectation that isomorphic systems
in Sys will correspond to isomorphic local languages, and be represented by
isomorphic mathematical objects in any concrete realization of the axioms:
for example, by isomorphic symplectic manifolds in crowd mechanics.

To a considerable extent, the physical meaning of ‘isomorphism’ depends on
whether one is dealing with actual physical systems, or idealisations of them.
For example, an electron confined in a box in Cambridge is presumably isomor-
phic to one confined in the same type of box in London, although they are not
the same physical system. On the other hand, when a lecturer says “Consider
an electron trapped in a box....”, he/she is referring to an idealized system.

One could, perhaps, say that an idealized system is an equivalence class
(under isomorphisms) of real systems, but even working only with idealiza-
tions does not entirely remove the need for the concept of isomorphism.

For example, in classical mechanics, consider the (idealized) system S of
an agent moving in a box, and let 1 denote the ‘trivial system’ that consists
of just a single point with no internal or external degrees of freedom. Now
consider the system S ⊗ 1. In classical mechanics this is represented by the
symplectic manifold S ×{∗}, where {∗} is a single point, regarded as a zero-
dimensional manifold. However, S×{∗} is isomorphic to the manifold S, and
it is clear physically that the system S ⊗ 1 is isomorphic to the system S.
On the other hand, one cannot say that S ⊗ 1 is literally equal to S, so the
concept of ‘isomorphism’ needs to be maintained.

62 We do not postulate any simple relation between FT L(S1⊗S2)

(
Σ,R

)
and

FT L(S1)

(
Σ,R

)
and FT L(S2)

(
Σ,R

)
; i.e., there is no analogue of (56) for com-

binations of systems.
63 However, we do not require that S1 ∪ S2 and S1 ⊗ S2 are the co-product and

product, respectively, of S1 and S2 in the category Sys.
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One thing that is clear is that ifS1 ≃ S2 thenFT L(S1)

(
Σ,R

)
≃ FT L(S2)

(
Σ,R

)
,

and if any other non-empty sets of function symbols are present, then they too
must be isomorphic.

Note that when introducing a trivial system, 1, it necessary to specify its
local language, T L(1). The set of function symbols FT L(1)

(
Σ,R

)
is not com-

pletely empty since, in crowd mechanics, one does have a preferred physical
quantity, which is just the number 1. If one asks what is meant in general by
the ‘number 1’ the answer is not trivial since, in the reals R, the number 1 is
the multiplicative identity. It would be possible to add the existence of such a
unit to the axioms for R but this would involve introducing a multiplicative
structure and we do not know if there might be physically interesting topos
representations that do not have this feature.

For the moment then, we will say that the trivial system has just a single
physical quantity, which in crowd mechanics translates to the number 1. More
generally, for the language T L(1) we specify that FT L(1)

(
Σ,R

)
:= {I}, i.e.,

FT L(1)

(
Σ,R

)
has just a single element, I, say. Furthermore, we add the

axiom [41]
: ∀s̃1∀s̃2, I(s̃1) = I(s̃2),

where s̃1 and s̃2 are variables of type Σ. In fact, it seems natural to add such
a trivial quantity to the language T L(S) for any system S, and from now on
we will assume that this has been done.

A related issue is that, in crowd mechanics, if A is a physical quantity,
then so is rA for any r ∈ R. This is because the set of classical quantities
As : Σs → Rs ≃ R forms a ring whose structure derives from the ring
structure of R. It would be possible to add ring axioms for R to the lan-
guage T L(S), but we think this is too strong because it fails in quantum
theory [40].

If desired, an ‘empty’ system, 0, can be added too, with FT L(0)

(
Σ,R

)
:= ∅.

This, so called, ‘pure language’, T L(0), is an initial object in the category
Loc.

6.1.4 An Axiomatic Formulation of the Category Sys

Here we summarize the list of axioms for a category Sys [41]:

1. The collection Sys is a small category where (i) the objects are the sys-
tems of interest (or, if desired, isomorphism classes of such systems); and
(ii) the morphisms are defined as above.

Thus the fundamental property of a morphism j : S1 → S in Sys
is that it induces, and is essentially defined by, a translation T L(j) :
T L(S) → T L(S1). Physically, it corresponds to the physical quantities
for system S being ‘pulled-back’ to give physical quantities for
system S1.
Arrows of particular interest are those associated with ‘sub-systems’ and
‘composite systems’, as discussed above.
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2. The axioms for a category are satisfied because:

(a) Physically, the ability to form composites of morphisms follows from
the concept of ‘pulling-back’ physical quantities. From a mathemat-
ical perspective, if j : S1 → S2 and k : S2 → S3, then the transla-
tions give functions T L(j) : FT L(S2)

(
Σ,R

)
→ FT L(S1)

(
Σ,R

)
and

T L(k) : FT L(S3)

(
Σ,R

)
→ FT L(S2)

(
Σ,R

)
. Then clearly T L(j) ◦

T L(k) : FT L(S3)

(
Σ,R

)
→ FT L(S1)

(
Σ,R

)
, and this can thought of as

the translation corresponding to the morphism k ◦ j : S1 → S3.
The associativity of the law of morphism combination can be proved
in a similar way.

(b) We add by hand a special morphism idS : S → S which is defined to
correspond to the translation T L(idS) that is given by the identity
map on FT L(S)

(
Σ,R

)
. Clearly, idS : S → S acts an an identity

morphism should.

3. For any pair of systems S1, S2, there is a disjoint sum, denoted S1 ⊔ S2.
The disjoint sum has the following properties:

(a) For all systems S1, S2, S3 in Sys:

(S1 ⊔ S2) ⊔ S3 ≃ S1 ⊔ (S2 ⊔ S3).

(b) For all systems S1, S2 in Sys:

S1 ⊔ S2 ≃ S2 ⊔ S1.

(c) There are morphisms in Sys:

i1 : S1 → S1 ⊔ S2 and i2 : S2 → S1 ⊔ S2,

that are associated with translations, which are associated with the
decomposition

FT L(S1⊔S2)

(
Σ,R

)
≃ FT L(S1)

(
Σ,R

)
× FT L(S2)

(
Σ,R

)
. (61)

We assume that if S1, S2 belong to Sys, then Sys also contains S1 ⊔ S2.
4. For any given pair of systems S1, S2, there is a composite system in Sys,

denoted S1 ⊗ S2, with the following properties:

(a) For all systems S1, S2, S3 in Sys:

(S1 ⊗ S2)⊗ S3 ≃ S1 ⊗ (S2 ⊗ S3). (62)

(b) For all systems S1, S2 in Sys:

S1 ⊗ S2 ≃ S2 ⊗ S1. (63)

(c) There are morphisms in Sys:

p1 : S1 ⊗ S2 → S1 and p2 : S1 ⊗ S2 → S2,

that are associated with translations.
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We assume that if S1, S2 belong to Sys, then Sys also contains the com-
posite system S1 ⊗ S2.

5. It seems physically reasonable to add the axiom

(S1 ⊔ S2)⊗ S ≃ (S1 ⊗ S) ⊔ (S2 ⊗ S) (64)

for all systems S1, S2, S. However, physical intuition can be a dangerous
thing, and so, as with most of these axioms, we are not dogmatic, and
feel free to change them as new insights emerge.

6. There is a trivial system, 1, such that for all systems S, we have

S ⊗ 1 ≃ S ≃ 1⊗ S (65)

7. It may be convenient to postulate an ‘empty system’, 0, with the prop-
erties

S ⊗ 0 ≃ 0⊗ S ≃ 0, S ⊔ 0 ≃ 0 ⊔ S ≃ S for all systems S.

Within the meaning given to morphisms in Sys, 0 is a terminal object
in Sys. This is because the empty set of function symbols of signature
Σ →R is a subset of any other set of function symbols of this signature.

It might seem tempting to postulate that composition laws are well-behaved
with respect to morphisms. Namely, if j : S1 → S2, then, for any S, there is
a morphism S1 ⊗ S → S2 ⊗ S and a morphism S1 ⊔ S → S2 ⊔ S.64

In the case of the disjoint sum, such a morphism can be easily con-
structed using (61). First split the function symbols in FT L(S1⊔S)

(
Σ,R

)
into

FT L(S1)

(
Σ,R

)
×FT L(S)

(
Σ,R

)
and the function symbols in FT L(S2⊔S)

(
Σ,R

)

into FT L(S2)

(
Σ,R

)
× FT L(S)

(
Σ,R

)
. Since there is a morphism j : S1 → S2,

there is a translation T L(j) : T L(S2) → T L(S1), given by a mapping
T L(j) : FT L(S2)

(
Σ,R

)
→ FT L(S1)

(
Σ,R

)
. Clearly, then there is also a map-

ping T L(j)×T L(idS) : FT L(S2)

(
Σ,R

)
×FT L(S)

(
Σ,R

)
→ FT L(S1)

(
Σ,R

)
×

FT L(S)

(
Σ,R

)
, i.e., a translation between T L(S2 ⊔ S) and T L(S1 ⊔ S). Since

we assume that there is a morphism in Sys whenever there is a translation
(in the opposite direction), there is indeed a morphism S1 ⊔ S → S2 ⊔ S.

In the case of the composition, however, this would require a translation
T L(S2 ⊗ S)→ T L(S1 ⊗ S), and this cannot be done in general since we have
no prima facie information about the set of function symbols FT L(S2⊗S)

(
Σ,R

)
.

However, if we restrict the morphisms in Sys to be those associated with sub-
systems, combination of systems, and compositions of such morphisms, then
it is easy to see that the required translations exist (the proof of this makes
essential use of (64)).

64 A more accurate way of capturing this idea is to say that the operation Sys ×
Sys → Sys in which

〈S1, S2〉 �→ S1 ⊗ S2 (66)

is a bi-functor from Sys× Sys to Sys.
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If we make this restriction of morphisms, then the axioms (63), (65–66),
mean that, essentially, Sys has the structure of a symmetric monoidal cate-
gory in which the monoidal product operation is ‘⊗’, and the left and right
unit object is 1. There is also a monoidal structure associated with the disjoint
sum ‘⊔’, with 0 as the unit object [41].

We say ‘essentially’ because in order to comply with all the axioms of
a monoidal category, Sys must satisfy certain additional coherence axioms.
However, from a physical perspective these are very plausible statements
about (i) how the unit object 1 intertwines with the ⊗-operation; (ii) how
the null object intertwines with the ⊔-operation; and (iii) certain properties
of quadruple products (and disjoint sums) of systems.

It might be helpful at this point to give a simple example of a category Sys.
Let S denote an agent that moves in three dimensions, and let us suppose
that S has no sub-systems other than the trivial system 1. Then S ⊗ S is
defined to be a pair of agents moving in three dimensions, and so on. Thus
the objects in our category are 1, S, S ⊗ S, . . ., S ⊗ S ⊗ · · ·S . . . where the
‘⊗’ operation is formed any finite number of times.

At this stage, the only morphisms are those that are associated with the
constituents of a composite crowd system. However, we could contemplate
adding to the systems the disjoint sum S ⊔ (S ⊗ S) which is a system that is
either one agent or two agents (but, of course, not both at the same time).
And, clearly, we could extend this to S⊔(S⊗S)⊔(S⊗S⊗S), and so on. Each
of these disjoint sums comes with its own morphisms, as explained above.

6.2 Representations of Sys in Topoi

We assume that all the systems in Sys are to be treated with the same
theory type. We also assume that systems in Sys with the same language
are to be represented in the same topos. Then we can define:65 [41] A topos
realization of Sys is an association, φ, to each system S in Sys, of a triple
φ(S) = 〈ρφ,S, T L(S), τφ(S)〉 where:

(i) τφ(S) is the topos in which the theory-type applied to system S is to be
realised.

(ii) T L(S) is the local language in Loc that is associated with S. This is
not dependent on the realization φ.

(iii) ρφ,S is a representation of the local language T L(S) in the topos τφ(S).
As a more descriptive piece of notation we write ρφ,S : T L(S) � τφ(S).
The key part of this representation is the map

ρφ,S : FT L(S)

(
Σ,R

)
→ Morτφ(S)Σφ,SRφ,S ,

65 As emphasised already, the association S �→ T L(S) is generally not one-to-one:
i.e., many systems may share the same language. Thus, when we come discuss
the representation of the language T L(S) in a topos, the extra information about
the system S is used in fixing the representation.
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where Σφ,S and Rφ,S are the state object and quantity-value object,
respectively, of the representation φ in the topos τφ(S). As a convenient
piece of notation we write Aφ,S := ρφ,S(A) for all A ∈ FT L(S)

(
Σ,R

)
.

Now, if j : S1 → S is a morphism in Sys, then there is a translation morphism
L(j) : T L(S) → T L(S1). Thus we have the beginnings of a commutative
diagram [41]

S 〈ρφ,S , T L(S), τφ(S)〉✲
φ

S1 〈ρφ,S1
, T L(S1), τφ(S1)〉✲φ

❄

j

✻

?× L(j)×?

(67)

However, to be useful, the morphism on the right hand side of this diagram
should refer to some relation between (i) the topoi τφ(S1) and τφ(S); and (ii)
the realizations ρφ,S1

: T L(S1) � τφ(S1) and ρφ,S : T L(S) � τφ(S): this is
the significance of the two ‘?’ symbols in the morphism written ‘?×T L(j)×?’.

Indeed the above definition says nothing about relations between the topoi
representations of different systems in Sys. We are particularly interested in
the situation where there are two different systems S1 and S with a morphism
j : S1 → S in Sys.

We know that the morphism j is associated with a translation T L(j) :
T L(S)→ T L(S1), and an attractive possibility, therefore, would be to seek,
or postulate, a ‘covering’ map φ(T L(j)) : Morτφ(S)Σφ,SRφ,S → Morτφ(S1)
Σφ,S1

Rφ,S1
to be construed as a topos representation of the translation

T L(j) : T L(S) → T L(S1), and hence of the morphism j : S1 → S in
Sys.

This raises the questions of what properties these ‘translation representa-
tions’ should possess in order to justify saying that they ‘cover’ the transla-
tions. A minimal requirement is that if k : S2 → S1 and j : S1 → S, then the
map φ(T L(j ◦ k)) : Morτφ(S)Σφ,SRφ,S → Morτφ(S2)Σφ,S2

Rφ,S2
factorises

as

φ(T L(j ◦ k)) = φ(T L(k)) ◦ φ(T L(j)). (68)

We also require that

φ(T L(idS)) = id : Morτφ(S)Σφ,SRφ,S → Morτφ(S)Σφ,SRφ,S (69)

for all systems S.
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The conditions (68) and (69) seem eminently plausible. They are not par-
ticularly strong. A far more restrictive axiom would be to require the following
diagram to commute [41]:

FT L(S1)

(
Σ,R

)
Morτφ(S1)Σφ,S1

Rφ,S1
✲

ρφ,S1

FT L(S)

(
Σ,R

)
Morτφ(S)Σφ,SRφ,S

✲ρφ,S

❄

T L(j)

❄

φ(T L(j))

(70)

At first sight, this requirement seems very appealing. However, caution is
needed when postulating ‘axioms’ for a theoretical structure in physics. It
is easy to get captivated by the underlying mathematics and to assume,
erroneously, that what is mathematically elegant is necessarily useful in the
physical theory.

The translation φ(T L(j)) maps a morphism from Σφ,S to Rφ,S to a mor-
phism from Σφ,S1

to Rφ,S1
. Intuitively, if Σφ,S1

is a ‘much larger’ object
than Σφ,S (they lie in different topoi, so no direct comparison is available),
the translation can only be ‘faithful’ on some part of Σφ,S1

that can be iden-
tified with (the ‘image’ of) Σφ,S . A concrete example of this will show up in
the treatment of composite quantum systems. As one might expect, a form
of entanglement plays a role here.

6.3 Crowd Mechanics in Sys

Constructing maps φ(T L(j)) : Morτφ(S)Σφ,SRφ,S → Morτφ(S1)Σφ,S1
Rφ,S1

is likely to be complicated when τφ(S) and τφ(S1) are different topoi, and
so we begin with the example of crowd mechanics, where the topos is always
Set.

In general, we are interested in the relation(s) between the representations
ρφ,S1

: T L(S1) � τφ(S1) and ρφ,S : T L(S) � τφ(S) that is associated
with a morphism j : S1 → S in Sys. In crowd mechanics, we only have to
study the relation between the representations ρσ,S1

: T L(S1) � Set and
ρσ,S : T L(S) � Set.

Let us summarise what we have said so far (with σ denoting the Set-
realization of crowd mechanics):

1. For any system S in Sys, a representation ρσ,S : T L(S) � Set consists
of the following ingredients [41]:

(a) The ground symbol Σ is represented by a symplectic manifold, Σσ,S :=
ρσ,S(Σ), that serves as the classical state space.

(b) For all systems S, the ground symbol R is represented by the real
numbers R, i.e., Rσ,S = R, where Rσ,S := ρσ,S(R).
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(c) Each function symbol A : Σ → R in FT L(S)

(
Σ,R

)
is represented

by a function Aσ,S = ρσ,S(A) : Σσ,S → R in the set of functions66

C(Σσ,S ; R).

2. The trivial system is mapped to a singleton set {∗} (viewed as a zero-
dimensional symplectic manifold):

Σσ,1 := {∗}.

The empty system is represented by the empty set:

Σσ,0 := ∅.

3. Propositions about the system S are represented by (Borel) subsets of
the state space Σσ,S.

4. The composite system S1 ⊗ S2 is represented by the Cartesian product
Σσ,S1

×Σσ,S2
; i.e.,

Σσ, S1⊗S2
≃ Σσ,S1

×Σσ,S2
. (71)

The disjoint sum S1⊔S2 is represented by the disjoint union Σσ,S1

∐
Σσ,S2

;
i.e.,

Σσ,S1⊔S2
≃ Σσ,S1

∐
Σσ,S2

.

5. Let j : S1 → S be a morphism in Sys. Then

(a) There is a translation map T L(j) : FT L(S)

(
Σ,R

)
→ FT L(S1)

(
Σ,R

)
.

(b) There is a symplectic function σ(j) : Σσ,S1
→ Σσ,S from the sym-

plectic manifold Σσ,S1
to the symplectic manifold Σσ,S .

The existence of this function σ(j) : Σσ,S1
→ Σσ,S follows directly from

the properties of sub-systems and composite systems in crowd mechanics.
These properties of the morphisms stem from the fact that the linguistic
function symbols in FT L(S)

(
Σ,R

)
are represented by real-valued functions

in C(Σσ,S, R). Thus we can write ρσ,S : FT L(S)

(
Σ,R

)
→ C(Σσ,S , R), and

similarly ρσ,S1
: FT L(S1)

(
Σ,R

)
→ C(Σσ,S1

, R). The diagram in (70) now
becomes [41]

FT L(S1)

(
Σ,R

)
C(Σσ,S1

, R)✲
ρσ,S1

FT L(S)

(
Σ,R

)
C(Σσ,S , R)✲ρσ,S

❄

T L(j)

❄

σ(T L(j))

(72)

and, therefore, the question of interest is if there is a ‘translation represen-
tation’ function σ(T L(j)) : C(Σσ,S, R) → C(Σσ,S1

, R) so that this diagram
commutes.
66 In practice, these functions are required to be measurable with respect to the

Borel structures on the symplectic manifold Σs and R.
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Now, as stated above, a physical quantity, A, for the system S is rep-
resented in crowd mechanics by a real-valued function Aσ,S = ρσ,S(A) :
Σσ,S → R. Similarly, the representation of T L(j)(A) for S1 is given by a
function Aσ,S1

:= ρσ,S1
(A) : Σσ,S1

→ R. However, in this classical case we
also have the function σ(j) : Σσ,S1

→ Σσ,S , and it is clear that we can use it
to define [ρσ,S1

(T L(j)(A)](s) := ρσ,S(A)
(
σ(j)(s)

)
for all s ∈ Σσ,S1

. In other
words, we have (

(T L(j)(A)
)

σ,S1
= Aσ,S ◦ σ(j).

But then it is clear that a translation-representation function σ(T L(j)) :
C(Σσ,S , R)→ C(Σσ,S1

, R) with the desired property of making (72) commute
can be defined by

σ(T L(j))(f) := f ◦ σ(j) (73)

for all f ∈ C(Σσ,S, R); i.e., the function σ(T L(j))(f) : Σσ,S1
→ R is the usual

pull-back of the function f : Σσ,S → R by the function σ(j) : Σσ,S1
→ Σσ,S .

Thus, in the case of crowd mechanics, the commutative diagram in (67)
can be completed to give [41]

S 〈ρσ,S , T L(S),Set〉✲
σ

S1 〈ρσ,S1
, T L(S1),Set〉✲σ

❄

j

✻

σ(T L(j)) × T L(j)× id

(74)

6.3.1 Details of the Translation Representation

We first consider morphisms of the form

S1
i1→ S1 ⊔ S2

i2← S2,

from the components S1, S2 to the disjoint sum S1 ⊔ S2. The systems S1,
S2 and S1 ⊔ S2 have symplectic manifolds Σσ,S1

, Σσ,S2
and Σσ,S1⊔S2

=
Σσ,S1

∐
Σσ,S2

. We write i := i1.
Let S be a classical system. We assume that the function symbols A ∈

FT L(S)

(
Σ,R

)
in the language T L(S) are in bijective correspondence with

an appropriate subset of the functions Aσ,S ∈ C(Σσ,S , R).67

There is an obvious translation representation. For if A ∈ FT L(S1⊔S2)

(
Σ,R

)
,

then since Σσ,S1⊔S2
= Σσ,S1

∐
Σσ,S1

, the associated function Aσ,S1⊔S2
:

Σσ,S1⊔S2
→ R is given by a pair of functions A1 ∈ C(Σσ,S1

, R) and A2 ∈
C(Σσ,S2

, R); we write Aσ,S1⊔S2
= 〈A1, A2〉. It is natural to demand that

the translation representation σ(T L(i))(Aσ,S1⊔S2
) is A1. Note that what is

67 Depending on the setting, one can assume that FT L(S)

(
Σ,R

)
contains function

symbols corresponding bijectively to measurable, continuous or smooth functions.
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essentially being discussed here is the classical-physics representation of the
relation (56).

The canonical choice for σ(i) is [41]

σ(i) : Σσ,S1
→ Σσ,S1⊔S2

= Σσ,S1

∐
Σσ,S2

s1 �→ s1.

Then the pull-back along σ(i),

σ(i)∗ : C(Σσ,S1⊔S2
, R)→ C(Σσ,S1

, R)

Aσ,S1⊔S2
�→ Aσ,S1⊔S2

◦ σ(i),

maps (or ‘translates’) the topos representative Aσ,S1⊔S2
= 〈A1, A2〉 of the

function symbol A ∈ FT L(S1⊔S2)

(
Σ,R

)
to a real-valued function Aσ,S1⊔S2

◦
σ(i) on Σσ,S1

. This function is clearly equal to A1.
We now consider morphisms in Sys of the form

S1
p1← S1 ⊗ S2

p2→ S2,

from the composite classical system S1⊗S2 to the constituent systems S1 and
S2. Here, p1 signals that S1 is a constituent of the composite system S1⊗S2,
likewise p2. The systems S1, S2 and S1⊗S2 have symplectic manifolds Σσ,S1

,
Σσ,S2

and Σσ,S1⊗S2
= Σσ,S1

×Σσ,S2
, respectively; i.e., the state space of the

composite system S1 ⊗ S2 is the Cartesian product of the state spaces of the
components. For typographical simplicity in what follows we denote p := p1.

There is a canonical translation T L(p) between the languages T L(S1)
and T L(S1 ⊗ S2) whose representation is the following. Namely, if A is in
FT L(S1)

(
Σ,R

)
, then the corresponding function Aσ,S1

∈ C(Σσ,S1
, R) is trans-

lated to a function σ(T L(p))(Aσ,S1
) ∈ C(Σσ,S1⊗S2

, R) such that

σ(T L(p))(Aσ,S1
)(s1, s2) = Aσ,S1

(s1) for all (s1, s2) ∈ Σσ,S1
×Σσ,S2

.

This natural translation representation is based on the fact that, for the
symplectic manifold Σσ,S1⊗S2

= Σσ,S1
× Σσ,S2

, each point s ∈ Σσ,S1⊗S2

can be identified with a pair, (s1, s2), of points s1 ∈ Σσ,S1
and s2 ∈ Σσ,S2

.
This is possible since the Cartesian product Σσ,S1

× Σσ,S2
is a product in

the categorial sense and hence has projections Σσ,S1
← Σσ,S1

× Σσ,S2
→

Σσ,S2
. Then the translation representation of functions is constructed in a

straightforward manner. Thus, let [41]

σ(p) : Σσ,S1
×Σσ,S2

→ Σσ,S1

(s1, s2) �→ s1

be the canonical projection. Then, if Aσ,S1
∈ C(Σσ,S1

, R), the function

Aσ,S1
◦ σ(p) ∈ C(Σσ,S1

×Σσ,S2
, R)
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is such that, for all (s1, s2) ∈ Σσ,S1
×Σσ,S2

,

Aσ,S1
◦ σ(p)(s1, s2) = Aσ,S1

(s1).

Thus we can define

σ(T L(p))(Aσ,S1
) := Aσ,S1

◦ σ(p).

Clearly, σ(T L(p))(Aσ,S1
) can be seen as the representation of the function

symbol A⊗ 1 ∈ FT L(S1⊗S2)

(
Σ,R

)
.

7 General Crowd Dynamics in a General Topos

7.1 The Pull-Back Operations

7.1.1 The Pull-Back of Physical Quantities

Motivated by the above, let us try now to see what can be said about the
scheme in general. Basically, what is involved is the topos representation of
translations of languages. To be more precise, let j : S1 → S be a morphism
in Sys, so that there is a translation T L(j) : T L(S) → T L(S1) defined
by the translation function T L(j) : FT L(S)

(
Σ,R

)
→ FT L(S1)

(
Σ,R

)
. Now

suppose that the systems S and S1 are represented in the topoi τφ(S) and
τφ(S1) respectively. Then, in these representations, the function symbols of
signature Σ → R in T L(S) and T L(S1) are represented by elements of
Morτφ(S)Σφ,SRφ,S and Morτφ(S1)Σφ,S1

Rφ,S1
respectively [41].

Our task is to find a function

φ(T L(j)) : Morτφ(S)Σφ,SRφ,S → Morτφ(S1)Σφ,S1
Rφ,S1

,

that can be construed as the topos representation of the translation T L(j) :
T L(S) → T L(S1), and hence of the morphism j : S1 → S in Sys. We
are particularly interested in seeing if φ(T L(j)) can be chosen so that the
following diagram commutes (compare with (70)):

FT L(S1)

(
Σ,R

)
Morτφ(S1)Σφ,S1

Rφ,S1
✲

ρφ,S1

FT L(S)

(
Σ,R

)
Morτφ(S)Σφ,SRφ,S

✲ρφ,S

❄

T L(j)

❄

φ(T L(j))

(75)

However, as has been emphasised already, it is not clear that one should ex-
pect to find a function φ(T L(j)) : Morτφ(S)Σφ,SRφ,S → Morτφ(S1)Σφ,S1

Rφ,S1

with this property. The existence and/or properties of such a function will be
dependent on the theory-type, and it seems unlikely that much can be said
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in general about the diagram (75). Nevertheless, let us see how far we can
get in discussing the existence of such a function in general.

Thus, if μ ∈ Morτφ(S)Σφ,SRφ,S , the critical question is if there is some
‘natural’ way whereby this morphism can be ‘pulled-back’ to give an element
φ(T L(j))(μ) ∈ Morτφ(S1)Σφ,S1

Rφ,S1
.

The first pertinent remark is that μ is a morphism in the topos τφ(S),
whereas the sought-for pull-back will be a morphism in the topos τφ(S1),
and so we need a mechanism for getting from one topos to the other (this
problem, of course, does not arise in crowd mechanics since the topos of every
representation is always Set).

The obvious way of implementing this change of topos is via some functor,
τφ(j) from τφ(S) to τφ(S1). Indeed, given such a functor, a morphism μ :
Σφ,S →Rφ,S in τφ(S) is transformed to the morphism

τφ(j)(μ) : τφ(j)(Σφ,S)→ τφ(j)(Rφ,S) (76)

in τφ(S1).
To convert this to a morphism from Σφ,S1

to Rφ,S1
, we need to supplement

(76) with a pair of morphisms φ(j), βφ(j) in τφ(S1) to get the diagram [41]:

Σφ,S1
Rφ,S1

τφ(j)(Σφ,S) τφ(j)(Rφ,S)✲τφ(j)(μ)

✻
φ(j)

❄
βφ(j)

(77)

The pull-back, φ(T L(j))(μ) ∈ Morτφ(S1)Σφ,S1
Rφ,S1

, with respect to these
choices can then be defined as

φ(T L(j))(μ) := βφ(j) ◦ τφ(j)(μ) ◦ φ(j). (78)

It follows that a key part of the construction of a topos representation, φ,
of Sys will be to specify the functor τφ(j) from τφ(S) to τφ(S1), and the
morphisms φ(j) : Σφ,S1

→ τφ(j)(Σφ,S) and βφ(j) : τφ(j)(Rφ,S) → Rφ,S1
in

the topos τφ(S1). These need to be defined in such a way as to be consistent
with a chain of morphisms S2 → S1 → S.

When applied to the representative Aφ,S : Σφ,S → Rφ,S of a physical
quantity A ∈ FT L(S)

(
Σ,R

)
, the diagram (77) becomes (augmented with the

upper half) [41]

Σφ,S1
Rφ,S1

✲
φ(T L(j))(Aφ,S)

τφ(j)(Σφ,S) τφ(j)(Rφ,S)✲

✻
φ(j)

❄
βφ(j)

τφ(j)(Aφ,S)

Σφ,S Rφ,S✲Aφ,S

❄
τφ(j)

❄
τφ(j)

(79)
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The commutativity of (75) would then require

φ(T L(j))(Aφ,S) = (T L(j)A)φ,S1
(80)

or, in a more expanded notation,

φ(T L(j)) ◦ ρφ,S = ρφ,S1
◦ T L(j), (81)

where both the left hand side and the right hand side of (81) are mappings
from FT L(S)

(
Σ,R

)
to Morτφ(S1)Σφ,S1

Rφ,S1
.

Note that the analogous diagram in crowd mechanics is simply

Σσ,S1
R✲

σ(T L(j))(Aσ,S)

Σσ,S R✲Aσ,S

✻
σ(j)

❄
id

(82)

and the commutativity/pull-back condition (80) becomes

σ(T L(j))(Aσ,S) = (T L(j)A)φ,S1
,

which is satisfied by virtue of (73).
It is clear from the above that the morphism φ(j) : Σφ,S1

→ τφ(j)(Σφ,S)
can be viewed as the topos analogue of the map σ(j) : Σσ,S1

→ Σσ,S that
arises in crowd mechanics whenever there is a morphism j : S1 → S.

7.1.2 The Pull-Back of Propositions

More insight can be gained into the nature of the triple 〈τφ(j), φ(j), βφ(j)〉
by considering the analogous operation for propositions. First, consider a
morphism j : S1 → S in Sys in crowd mechanics. Associated with this there
is (i) a translation T L(j) : T L(S) → T L(S1); (ii) an associated translation
mapping T L(j) : FT L(S)

(
Σ,R

)
→ FT L(S1)

(
Σ,R

)
; and (iii) a symplectic

function σ(j) : Σσ,S1
→ Σσ,S .

Let K be a (Borel) subset of the state space, Σσ,S ; hence K represents a
proposition about the system S. Then σ(j)∗(K) := σ(j)−1(K) is a subset of
Σσ,S1

and, as such, represents a proposition about the system S1. We say that
σ(j)∗(K) is the pull-back to Σσ,S1

of the S-proposition represented by K. The
existence of such pull-backs is part of the consistency of the representation of
propositions in classical mechanics, and it is important to understand what
the analogue of this is in our topos scheme.

Consider the general case with the two systems S1, S as above. Then let K
be a proposition, represented as a sub-object of Σφ,S , with a monic morphism
iK : K →֒ Σφ,S . The question now is if the triple 〈τφ(j), φ(j), βφ(j)〉 can be
used to pull K back to give a proposition in τ (S1), i.e., a sub-object of Σφ,S1

?
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The first requirement is that the functor τφ(j) : τφ(S) → τφ(S1) should
preserve monics ; for example by being left-exact. In this case, the monic
morphism iK : K →֒ Σφ,S in τφ(S) is transformed to the monic morphism
[41]

τφ(j)(iK) : τφ(j)(K) →֒ τφ(j)(Σφ,S) in τφ(S1).

Thus τφ(j)(K) is a sub-object of τφ(j)(Σφ,S) in τφ(S1). It is a property of
a topos that the pull-back of a monic morphism is monic ; i.e., if M →֒ Y is
monic, and if ψ : X → Y , then ψ−1(M) is a sub-object of X . Therefore, in the
case of interest, the monic morphism τφ(j)(iK) : τφ(j)(K) →֒ τφ(j)(Σφ,S)
can be pulled back along φ(j) : Σφ,S1

→ τφ(j)(Σφ,S) (see diagram (79))
to give the monic φ(j)−1(τφ(j)(K)) ⊆ Σφ,S1

. This is a candidate for the
pull-back of the proposition represented by the sub-object K ⊆ Σφ,S .

Therefore, propositions can be pulled-back provided that the functor
τφ(j) : τφ(S)→ τφ(S1) preserves monics.

7.2 The Topos Rules for General Crowd Dynamics

We will now present the general rules for using topos theory in the mathe-
matical representation of crowd systems and their psycho-physical theories.
The categoryM(Sys) is defined as follows:

1. The objects ofM(Sys) are the topoi that are to be used in representing
the systems in Sys.

2. The morphisms from τ1 to τ2 are defined to be the left-exact functors
from τ1 to τ2.

The rules for using topos theory are as follows: [41]

1. A topos realization, φ, of Sys inM(Sys) is an assignment, to each system
S in Sys, of a triple φ(S) = 〈ρφ,S , T L(S), τφ(S)〉 where:

(a) τφ(S) is the topos in M(Sys) in which the theory-type applied to
system S is to be realised.

(b) T L(S) is the local language that is associated with S. This is inde-
pendent of the realization, φ, of Sys in M(Sys).

(c) ρφ,S : T L(S) � τφ(S) is a representation of the local language T L(S)
in the topos τφ(S).

(d) In addition, for each morphism j : S1 → S in Sys there is a triple
〈τφ(j),φ(j), βφ(j)〉 that interpolates between ρφ,S : T L(S) � τφ(S)
and ρφ,S1

: T L(S1) � τφ(S1); for details see below.

2. (a) The representations, ρφ,S(Σ) and ρφ,S(R), of the ground symbols Σ
and R in T L(S) are denoted Σφ,S and Rφ,S , respectively. They are
known as the ‘state object’ and ‘quantity-value object’ in τφ(S).

(b) The representation by ρφ,S of each function symbol A : Σ → R of
the system S is a morphism, ρφ,S(A) : Σφ,S →Rφ,S in τφ(S); we will
usually denote this morphism as Aφ,S : Σφ,S →Rφ,S .



108 V.G. Ivancevic and D.J. Reid

(c) Propositions about the system S are represented by sub-objects of
Σφ,S . These will typically be of the form A−1

φ,S(Ξ), where Ξ is a sub-
object of Rφ,S .

3. Generally, there are no ‘microstates’ for the system S; i.e., no global
elements (morphisms 1→ Σφ,S) of the state object Σφ,S; or, if there are
any, they may not be enough to determine Σφ,S as an object in τφ(S).
Instead, the role of a state is played by a ‘truth sub-object’ T of PΣφ,S .
In crowd mechanics, the truth object corresponding to a microstate s
is the collection of all propositions that are true in the state s. If γ ∈
Sub(Σφ,S) ≃ Γ (PΣφ,S), the ‘truth of the proposition represented by γ’
is defined to be [39]

ν( �γ� ∈ T ) = [[ γ̃ ∈ T̃ ]]φ 〈γ, T〉.

4. There is a ‘unit object’ 1M(Sys) inM(Sys) such that if 1Sys denotes the
trivial system in Sys then, for all topos realizations φ,

τφ(1Sys) = 1M(Sys).

Motivated by the results for quantum theory, we postulate that the unit
object 1M(Sys) in M(Sys) is the category of sets:

1M(Sys) = Set.

5. To each morphism j : S1 → S in Sys, we have the following:

(a) There is a translation T L(j) : T L(S) → T L(S1). This is speci-
fied by a map between function symbols: T L(j) : FT L(S)

(
Σ,R

)
→

FT L(S1)

(
Σ,R

)
.

(b) With the translation T L(j) : FT L(S)

(
Σ,R

)
→ FT L(S1)

(
Σ,R

)
there

is associated a corresponding function

φ(T L(j)) : Morτφ(S)Σφ,SRφ,S → Morτφ(S1)Σφ,S1
Rφ,S1

.

These may, or may not, fit together in the commutative diagram [41]:

FT L(S1)

(
Σ,R

)
Morτφ(S1)Σφ,S1

Rφ,S1
✲

ρφ,S1

FT L(S)

(
Σ,R

)
Morτφ(S)Σφ,SRφ,S

✲ρφ,S

❄

T L(j)

❄

φ(T L(j))

(83)

(c) The function φ(T L(j)) : Morτφ(S)Σφ,SRφ,S → Morτφ(S1)Σφ,S1
Rφ,S1

is built from the following ingredients. For each topos realization φ,
there is a triple 〈τφ(j), φ(j), βφ(j)〉 where:
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i. τφ(j) : τφ(S) → τφ(S1) is a left-exact functor; i.e., a morphism
in M(Sys).

ii. φ(j) : Σφ,S1
→ τφ(j)

(
Σφ,S

)
is a morphism in τφ(S1).

iii. βφ(j) : τφ(j)
(
Rφ,S

)
→Rφ,S1

is a morphism in τφ(S1).

These fit together in the diagram [41]

Σφ,S1
Rφ,S1

✲
φ(T L(j))(Aφ,S)

τφ(j)(Σφ,S) τφ(j)(Rφ,S)✲

✻
φ(j)

❄
βφ(j)

τφ(j)(Aφ,S)

Σφ,S Rφ,S✲Aφ,S

❄
τφ(j)

❄
τφ(j)

(84)

The morphisms φ(j) and βφ(j) should behave appropriately under
composition of morphisms in Sys.
The commutativity of the diagram (83) is equivalent to the relation

φ(T L(j))(Aφ,S) = [T L(j)(A)]φ,S1
(85)

for all A ∈ FT L(φ,S)

(
Σ,R

)
. As we keep emphasising, the satisfac-

tion or otherwise of this relation will depend on the theory-type and,
possibly, the representation φ.

(d) If a proposition in τφ(S) is represented by the monic morphism, K →֒
Σφ,S , the ‘pull-back’ of this proposition to τφ(S1) is defined to be
φ(j)−1

(
τφ(j)(K)

)
⊆ Σφ,S1

.

6. (a) If S1 is a sub-system of S, with an associated morphism i : S1 → S
in Sys then, in the diagram in (84), the morphism φ(j) : Σφ,S1

→
τφ(j)(Σφ,S) is a monic morphism in τφ(S1).
In other words, Σφ,S1

is a sub-object of τφ(j)(Σφ,S), which is denoted

Σφ,S1
⊆ τφ(j)(Σφ,S). (86)

We may also want to conjecture

Rφ,S1
≃ τφ(j)

(
Rφ,S

)
. (87)

(b) Another possible conjecture is the following: if j : S1 → S is an
epic morphism in Sys, then, in the diagram in (84), the morphism
φ(j) : Σφ,S1

→ τφ(j)(Σφ,S) is an epic morphism in τφ(S1).
In particular, for the epic morphism p1 : S1⊗S2 → S1, the morphism
φ(p1) : Σφ,S1⊗S2

→ τφ

(
Σφ,S1

)
is an epic morphism in the topos

τφ(S1 ⊗ S2).
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One should not read Rule 2. above as implying that the choice of the state
object and quantity-value object are unique for any give system S. These
objects would at best be selected only up to isomorphism in the topos τ(S).
Such morphisms in the topos τ (S)68 can be expected to play a key role
in developing the topos analogue of the important idea of a symmetry, or
covariance transformation of the theory (see [40]).

In the example of crowd mechanics, for all crowd systems we have τ (S) =
Set and Σσ,S is a symplectic crowd manifold, and the collection of all sym-
plectic manifolds is a general crowd category. It would be elegant if we could
assert that, in general, for a given theory-type the possible crowd objects in a
given topos τ form the objects of an internal crowd category in τ . However,
to make such a statement would require a general theory of state objects and,
at the moment, we do not have such a thing.
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Airport Automated Border Control Processing System 
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Abstract. Biometrics are increasingly being used as a tool for identification and 
verification and are currently being implemented in access control situations, 
such as for border control. Biometrics are often used for such purposes on the 
assumption that it provides greater accuracy and security than humans perform-
ing these tasks and that there is the potential for greater efficiency in terms of 
processing times and resources. Nevertheless, the introduction of a biometric 
system, particularly where there are potential security implications, warrants 
considered evaluation before the system becomes operational. Preliminary 
evaluation may involve factory-acceptance testing, user-acceptance testing and 
scenario-based trials to determine likely operational performance. However, the 
most accurate assessment of system performance is obtained by an operational 
trial involving real travellers. This assessment should seek to determine: the 
operational performance of the biometric algorithm; how users (novice and 
experienced) interact with the system; and whether this interaction may im-
pact on current and future business processes, as well as on the quality of 
the biometric samples obtained. This chapter presents a systems approach for 
evaluating traveller processing systems in the operational environment when 
implementing a new system or comparing an old with a new system. A system-
level approach, that takes into account both technical performance and the im-
pact of human factors issues, is recommended to provide a complete under-
standing of overall system performance, as well as identify potential improve-
ments to enhance performance and/or useability.  

1   Introduction 

Automated border control systems using biometrics have recently been introduced in a 
number of airports around the world. These systems have been implemented in an at-
tempt to increase security, combat fraud and improve traveller processing efficiency 
[1]. Automated border control systems are intended for use as a secure tool that per-
forms some or all of the customs and immigration identity and processing tasks that 
are normally performed by airport officials at the Primary Line1 for travellers arriving 
from international locations. Processing typically involves eligibility checks for enter-
ing the country and a facial comparison between the live traveller and the image from 
their travel documentation. 

                                                           
1 The Primary Line is the first processing point for travellers entering or leaving a country. 

At this point the Primary Line Officer checks traveller identity and documentation and 
confirms the traveller’s eligibility to enter or leave the country.  
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These measures have become prominent in anticipation of the influx of travel-
lers expected following the introduction of A380 aircraft capable of transporting 
larger volumes of travellers2. Additionally, the 9/11 attacks in the US and the in-
creasing ease with which individuals are able to travel the world have prompted 
the need for greater security in identifying travellers attempting to enter a country. 
These attacks prompted the US to initiate a requirement that countries wishing to 
continue to participate in a visa waiver program provide machine readable travel 
documents to their citizens [2, 3], although the earliest such passports were issued 
by Malaysia in 1998 [4]. To date, more than 60 countries have adopted electronic 
travel documents with this number expected to increase [4].  

The specifications for these documents (typically called e-passports) have been 
defined by the International Civil Aviation Organization (ICAO). ICAO has speci-
fied that the e-passport has at least one biometric, with face to be included on all 
passports as a minimum. The facial biometric modality was chosen as the minimum 
specification as it is widely used, relatively easy to obtain in a non-intrusive manner, 
and may also be independently checked by a human [2]. In addition, an increasing 
number of countries are also incorporating fingerprints within their e-passports [2-3, 
5]. The biometric and biographical information contained on the passport is stored 
on a chip, which is protected by a number of security measures [2].  

As stated above, there is the assumption that the automated system that replaces 
the airport officials will improve security by more accurately identifying fraudulent 
travellers and will also improve traveller processing. However, before a system is 
fully implemented it is good practice to evaluate the automated system’s perform-
ance to determine whether it improves, or at least maintains, existing performance 
measures. This type of assessment will quantify various performance metrics and 
determine the impact the introduction of the new system has on current (surround-
ing) business processes. This will input into the determination of the system’s fitness 
for purpose (i.e., whether the automated system meets pre-defined specifications to 
determine whether it is meeting requirements, or whether the automated system 
would be appropriate as a (part) replacement tool of the manual Primary Line).  

Defence Science and Technology Organisation (DSTO) has been conducting 
scenario- and operational-based evaluations of biometric systems since 2001. This 
experience has led to the development of a number of methodological protocols 
(in consultation with the Mansfield and Wayman’s Best Practices paper [6]) for 
conducting both scenario and operational evaluations. A component-level evalua-
tion (such as the independent evaluation of the technical performance of the bio-
metric matching algorithm), is considered to be insufficient to obtain a complete 
understanding of system performance and is unlikely to provide an indication of 
operational performance in the airport. Instead, it is argued that a full system-level 
analysis that takes into consideration technical performance, as well as seeking to 
understand the influence of humans on the performance of the system should be 
conducted. This type of evaluation is considered imperative as it often identifies 
issues in using the system that would otherwise not be apparent (for example, a 
traveller having difficulty using the system because of unclear instructions). 

                                                           
2 This increase in the number of travellers was expected to put a strain on the existing air-

port infrastructure. 
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In fact, previous DSTO evaluations of automated biometric systems in operational 
environments have found that the technical performance of such systems is quite 
high, but that it is the human aspects of the systems that limit overall system per-
formance. However, often the impact of these factors is not quantified since many 
of these factors cannot be automatically logged by the system. For instance, if a 
large proportion of travellers are unable to insert their passports correctly because 
of hardware and/or human-systems integration issues, this will not be recorded but 
will prevent the travellers from actually reaching the biometric component of the 
system. This not only causes inconvenience for the travellers, but also fails to 
achieve the intended benefit of using the automated system to verify those 
travellers. 

This chapter details a methodology for conducting an operational evaluation of 
an automated border control system within an airport environment. In order to ob-
tain an appropriate system-level operational assessment of a system under consid-
eration, it is suggested that performance should be considered in terms of true and 
false match rates, process timings (i.e., throughput) and qualitative observations. 
To evaluate differences in performance between the current manual Primary Line 
system and the new automated system (to determine whether there is a benefit of 
introducing the new system), these measures will need to be collected for both 
systems and then compared. In conducting operational evaluations of this nature, 
the common six-step process in conducting research should be followed:  

1. Definition of the problem space and a scoping of the analysis, which 
involves determining the system boundary for both the automated border 
control system and the current manual system, so that the performance of 
the two systems may be evaluated and then compared; 

2. Determination of the quantitative and qualitative measures of perform-

ance to determine which metrics will be used to define ‘performance’;  
3. Collection of the data, which involves determining the best way to col-

lect the defined metrics in an operational environment;  
4. Processing of the data, which involves collating the raw data and put-

ting it into a form so that it may be evaluated and then analysed;  
5. Analysis and interpretation of the data output, which involves evaluat-

ing the manual and automated systems’ performance and comparing per-
formance between the two systems. This data can then be used to assess 
the automated border control system’s fitness of purpose (i.e., whether it 
improves or maintains performance over the current system); and 

6. Reporting of the results, which involves reporting the findings obtained 
from the trial, including a discussion of recommendations that may be 
made to the automated border control system or to the business processes 
to improve performance and functionality.  

The specific application of each of these steps in the creation of a methodology for 
evaluating a particular automated border control system introduced into an airport 
environment is discussed in this chapter. It is hoped that the procedures outlined 
here may be adapted and be of use to other researchers conducting operational 
evaluations of other automated biometric systems.  
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2   Defining the Problem Space and Scoping the Analysis 

The first step in conducting an assessment of this type is to determine what needs 
to be assessed (the problem space) and where the boundaries are. For example, it 
should be determined whether it is just the biometric matching algorithm that 
needs to be assessed, or whether it would it be useful to know how the overall sys-
tem is performing.  

Automated border control systems are integrated socio-technical systems that 
incorporate (hard) technical and (soft) human system components, with many of 
these aspects likely to influence performance. A component-level analysis of only 
the technical aspects of a biometric algorithm is unlikely to provide a complete 
understanding of the overall system level performance. Additionally, critical ob-
servations of the human/system interaction, which may lead to an understanding 
of how to improve performance of the system, may not be identified or their affect 
on system performance may not be quantified. It is thus argued that in almost all 
circumstances an overall system evaluation should be conducted to more effec-
tively evaluate performance. 

The introduction of an automated system into a new environment may pose 
questions regarding the matching accuracy of the system, its efficiency for proc-
essing travellers, whether travellers are able to use the system effectively, and 
level of traveller satisfaction and willingness to use the system again. Addition-
ally, if the automated system is intended to replace (partially or completely) an 
existing system (in this case the manual Primary Line Operators), a comparative 
assessment between these two systems using the appropriate metrics should be 
conducted to determine whether the new system improves (or at least maintains) 
the level of performance over the previous system.  

Considering a comparative assessment of the current system and the new auto-
mated system is proposed to obtain an assessment of performance, two system 
boundaries (one for each system) must be defined. A system and its boundary may 
be defined as: 

the area within which the decision-making process of 
the system has the power to make things happen, or 
prevent them from happening. More generally, a 
boundary is a distinction made by an observer which 
marks the difference between an entity he takes to be 
a system and its environment [7]. 

    

The primary aim of defining the system and its boundary before an evaluation 
commences is to identify potential variables that may affect the system under ex-
amination. The first step in this process is to define how each system is likely to 
operate.  

The system boundaries for both the manual Primary Line and the automated 
border control system as we have defined it is presented in Figure 1 and described 
in the following sections.  
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2.1   Manual Primary Line Processing 

Based on observations of systems in use and discussions with policy makers who 

have defined the current business practices, the procedures required for processing 

incoming international travellers could typically be described as follows: 

1. Travellers arriving on international flights are given an Incoming Passen-

ger Card (IPC3) to complete prior to or on arrival at the destination 

airport.  

2. Once travellers have disembarked from their aircraft, they proceed to the 

arrivals area, with their hand luggage, for processing. 

3. Travellers are directed to processing queues based upon their nationality 

and wait to be called to the Primary Line processing booth by a Primary 

Line Officer. 

4. Once at the processing booth, the traveller must remove hats and sun-

glasses (if applicable) and present their IPC and passport to the Primary 

Line Officer for processing.  

5. The Primary Line Officer then: 

a. scans and verifies the authenticity of the traveller’s pass-

port; 

b. confirms that the traveller is expected into the country; 

c. checks that the IPC has been completed; 

d. compares the face of the traveller with the documentation 

presented to determine whether they are of the same person; 

and 

e. asks any necessary questions of the traveller to confirm 

their identity and eligibility to enter the country. 

6. If all of these criteria are met, the traveller is given back their IPC and 

passport and allowed to pass through into the arrivals hall to collect their 

checked in luggage. However, if the Primary Line Officer identifies an 

issue with the traveller’s documentation or responses then they are re-

ferred either to Immigration or another Primary Line Officer for a more 

detailed inspection. 

2.2   Automated Border Control System Processing  

Based on observations of systems in use and discussions with system designers 

and integrators, traveller processing with an automated border control system 

could follow the following steps4: 

                                                           
3 Travellers’ answers on the IPC provide an indication to airport officials of what level of 

scrutiny should be applied to the traveller during customs and immigration processing. 
4 Note that this represents the procedure for an automated border control system where the 

initial processing and access control components of the system are separated. Other auto-
mated border control systems may possibly differ from this distributed system design and 
use other procedures. 
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1. Travellers arriving on international flights are given an IPC to complete 
prior to, or on arrival at the destination airport. 

2. Once travellers have disembarked from their aircraft, they proceed to the 
arrivals area, with their hand luggage, for processing. 

3. Travellers who are 18 years old or older and who hold an eligible e-
passport are directed to the queues to use the automated border control 
system. 

4. When a Kiosk is free, the traveller approaches the Kiosk, opens their 
passport to the photo page and places their passport into the passport 
reader face down.  

5. The passport reader reads the passport and extracts the photographic im-
age on the chip in the passport, creates a biometric template5 and tempo-
rarily stores it in the system.  

6. The traveller answers a series of questions to confirm their eligibility to 
enter the country and use the automated border control system. 

7. If the traveller’s eligibility to use the automated border control system is 
confirmed, a ticket is issued to the traveller. The traveller is then advised 
to remove their passport and continue to the access control portion of the 
system (the Exit) with their hand luggage.  

8. If, for any reason, the traveller is unable to be processed using the auto-
mated border processing system they are advised to proceed to a particu-
lar manual Primary Line processing queue for priority processing. At this 
point, processing is similar to that for manual Primary Line processing 
(as discussed in Section 2.1). 

9. At the Exit, the traveller is advised to insert their ticket into the ticket 
reader, remove their hat and sunglasses (if applicable) and look straight 
ahead at a set of flashing lights. While looking straight ahead, imagery is 
acquired of the traveller. The template created from that imagery is com-
pared with the template previously created from the image on the  
e-passport. 

10. If the algorithm of the automated border control system determines that 
the two templates match above a predetermined threshold, the ticket is re-
turned and the Exit opens, allowing the traveller to proceed to collect 
their luggage and process through immigration. 

11. If the imagery cannot be collected or the templates are deemed by the 
system not to match above the threshold, the ticket is retained and the 
traveller is referred to a particular manual Primary Line processing queue 
for priority processing. At this point processing is similar to that for man-
ual Primary Line processing (as discussed in Section 2.1). 

2.3   Defining the Components within the System Boundary  

Of the two systems defined above, the system boundary for both systems needs to be 
identified and the components within that boundary examined for the evaluation. 

                                                           
5 A template is defined as the stored reference measure of a user generated from features 

extracted from enrolment samples [6]. 
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2.3.1   Manual Border Control System Boundary 

The major components identified as being within the manual Primary Line system 
boundary (i.e., those components that can have a direct impact on performance of 
the system) include the: 

• Primary Line processing queues; 

• manual Primary Line processing booth; 

• Primary Line officer; and 

• travellers. 

These components are described in detail in the following sections.  

2.3.1.1   Primary Line Processing Queues 

The manual Primary Line processing queue is where the travellers stand and wait 
prior to processing. 

2.3.1.2   Manual Primary Line Processing Booth  

The manual Primary Line processing booth is the location where the traveller 
identity checks are performed by the Primary Line Officer. It incorporates a com-
puter, passport scanner, and other traveller verification systems. 

2.3.1.3   Primary Line Officers  

Primary Line Officers currently perform several tasks when assessing travellers. 
These include tasks that are able to be performed by the automated border control 
system, such as the expected movement check to determine whether the traveller 
was scheduled to arrive at that destination at that time, and the facial recognition 
comparison of a passport image to the presenting traveller. However, over and 
above the assessments that are able to be made by automated systems, human op-
erators are able to perform other security checks, such as an evaluation of the trav-
eller’s behaviour, which can help guide assessments on authenticity. 

2.3.1.4   Travellers  

The traveller constitutes any individual who is processed at the manual Primary 
Line processing booth. If direct comparisons are to be made between the manual 
Primary Line system and the automated border control system, similar populations 
of travellers should be assessed for each system (e.g., if the automated border con-
trol system is only able to be used by individuals 18 years and older, than the 
comparative travellers in the Primary Line should also be limited to individuals 18 
years and older).  

2.3.2   Automated Border Control System Boundary 

The major hard and soft system components of this particular system that were iden-
tified as being within the automated border processing system boundary include the: 
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• processing queues for the Kiosk and the Exit; 

• Kiosk; 

• Exit; 

• facial recognition matching algorithm; 

• areas between the Kiosk and the Exit (as it is a distributed system); 

• priority manual processing booth (if transaction at the automated system 
is unable to be completed); 

• marshals who guide the travellers where applicable; and  

• travellers. 

2.3.2.1   Automated Border Control System Processing Queues 

The automated border access control system processing queues are where the trav-
eller waits for the next available Kiosk or Exit to be available before processing. 

2.3.2.2   Kiosk 

In this automated border control system the Kiosk comprises: 

• a passport reader;  

• a token printer;  

• a user interface screen; and  

• connections to a server and other Customs systems.  

The Kiosk initiates and returns an assessment on a traveller’s eligibility for auto-
mated processing. Travellers holding an eligible passport open their passport to 
the photo page on the passport and insert it into the passport reader to commence 
their eligibility check for processing. The eligibility check involves retrieving the 
traveller’s facial image and personal data that is stored on the chip of the passport 
and comparing it to passenger expected movement details to determine if the trav-
eller was scheduled to be arriving at that particular destination. The retrieved in-
formation is stored on the system in preparation for the expected facial recognition 
task at the Exit. Travellers are then asked a series of questions via the user inter-
face screen (such as their contact with particular diseases) to determine their eligi-
bility to enter the country without further investigation. If the traveller is able to 
continue to self-process using the automated system, a template of the traveller’s 
passport image is created and stored for use at the Exit. The traveller is then issued 
with a ticket that will be used at the Exit to call up their record. 

If the traveller is unable to be processed using the automated border control 
system, then they are referred to the priority manual processing booth (see Sec-
tion 2.3.2.6) for manual processing. 

2.3.2.3   Exit 

In this automated border control system the Exit comprises: 

• a gate; 

• a ticket reader; 

• two lighting towers; 
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• a totem (containing three cameras and a user prompt screen); 

• a facial recognition algorithm; and 

• connections to a server and other Customs systems. 

After travellers have successfully completed the assessment eligibility process at 
the Kiosk they are directed to proceed to the Exit to complete processing. At the 
Exit, the traveller is required to insert the ticket that was issued at the Kiosk into the 
Exit ticket reader. Once the ticket has been inserted, the Exit validates the ticket 
and performs a traveller identity check. This involves imagery being acquired from 
the three cameras situated in vertical alignment on the totem. Imagery is collected 
from all three cameras simultaneously until the algorithm determines which camera 
is acquiring the best facial imagery, based on the traveller’s height. When this deci-
sion has been made lights flash around the chosen camera to focus the traveller’s 
attention to that particular camera for better quality imagery acquisition. 

The obtained imagery is combined into a composite template, that is then com-
pared with the template created from the traveller’s passport image to determine 
whether they match. If a match is made above a pre-determined threshold, the 
traveller is deemed to be verified and the traveller’s ticket is returned. The travel-
ler is instructed to remove the ticket from the reader, causing the Exit to open and 
allowing the traveller to proceed to the baggage collection area. If a match is not 
achieved, the traveller’s ticket is retained and the traveller is referred to the prior-
ity manual processing booth (see Section 2.3.2.6) for manual processing6. 

2.3.2.4   Facial Recognition Matching Algorithm 

The facial recognition procedure commences at the Kiosk when the traveller in-
serts their e-passport into the passport reader. This triggers the system to open and 
then read the image stored on the chip of the e-passport. This image is then con-
verted into a template which is stored until the traveller commences transacting at 
the Exit.  

At the Exit, an additional template is created from the imagery of the traveller 
and is matched against the template previously created from the passport. If a 
match above a predetermined threshold is achieved, the traveller is permitted to 
enter the baggage hall. If the match falls below the threshold, the traveller is re-
ferred for manual processing. 

2.3.2.5   Area between the Automated Border Control System Kiosk and Exit 

As the Kiosk and the Exit components of this automated border control system are 
separated, travellers must walk between the two areas in order to continue proc-
essing. Travellers cross this space to use the Exit of the automated border control 
system if a ticket has been issued at the Kiosk authorising them to continue  
automated processing, or to reach the priority manual processing booth if unable 
to use the automated system.  

                                                           
6 Note that if the automated border control system under examination is not distributed, that is, 

it does not have separate Kiosks and Exits, the ticket process described above is negated. 
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2.3.2.6   Priority Manual Processing Booth 

Travellers who have attempted to transact with the automated border control sys-

tem, but who were unable to be processed at either the Kiosk or the Exit, for what-

ever reason, are referred to a priority manual processing booth to complete their 

transaction. Processing at this point is similar to that which is conducted at the 

manual Primary Line (see Section 2.1). 

2.3.2.7   Marshals 

Although the aim of the automated border control system is for travellers to proc-

ess independently, marshals may be used to instruct travellers on how to use the 

system or to answer any questions. 

2.3.2.8   Travellers 

A traveller constitutes any individual who is processed by the automated border 

control system. Eligible travellers (currently individuals aged 18 years and over 

with an e-passport) will have the option of using the automated border control sys-

tem or to be processed manually at the Primary Line.  

3   Determining the Quantitative and Qualitative Measures of 
Performance 

Once the system boundary has been identified, the quantitative and qualitative 

measures of performance for both systems are developed. Comparing both sys-

tems using the same measures of performance enables the determination of 

whether the automated border control system confers an advantage over, or at 

least performs to the same level as, the existing manual Primary Line processing. 

In particular, this type of assessment is needed to guide the evaluation of whether 

the automated border control system would be appropriate as a (part) replacement 

tool of the manual Primary Line. An understanding of the level of performance of 

both systems on these defined measures may identify issues that could be modi-

fied to improve performance and functionality. 

Thus, as described in the following sections, it is recommended that a system 

level analysis of the automated border control and manual Primary Line systems 

encompass an assessment of both technical and human factors aspects7, including 

an assessment of the following key areas: 

• technical performance of the physical components of the system; 

• matching performance; 

• process timings of users of the system;  

                                                           
7 Human factors is the study of human systems within the workplace in order to understand 

human work processes and their strengths, abilities, limitations, trends and interactions. 
The aim of this type of investigation is to develop optimal relationships between humans 
and the systems within which they operate, in order to maximise work efficiency [8]. 
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• observations of the interaction between the users and the system; and 

• travellers’ perceptions of the system. 

3.1   Technical Performance  

The primary measures of performance for the technical aspects of the automated 

border control system can incorporate the systems’: 

• hardware components; 

• software components; and  

• combined information technology (IT) components. 

This chapter does not focus on the quantification of these components specifically, 
as other evaluation methodologies of these components are widely available.  

3.2   Matching Performance  

Matching performance determines the expected level of accuracy in matching de-
cisions that may be achieved by the system.  

In relation to the biometric algorithm of the automated border control system 
this may be quantified in terms of the False Match Rate (FMR) and the False Non-
Match Rate (FNMR). The FMR shows the proportion of travellers that are incor-
rectly verified and granted access by the system. This could have potential 
security implications by allowing fraudulent travellers to enter a country. The 
FNMR shows the proportion of travellers that are incorrectly rejected as not 
matching their passport. That is, the traveller has presented a valid passport of 
themselves, but the facial recognition algorithm has determined that the image 
from the passport and the live imagery collected of the traveller do not match. A 
false non-match could occur for several reasons, including: 

• the imagery collected during the traveller’s presentation at the Exit con-
tained multiple travellers; 

• the traveller was not looking at the camera; 

• the traveller was not in the field of view during imaging (perhaps attend-
ing to hand luggage, etc); 

• the algorithm cannot match the traveller above the threshold; 

• the algorithm threshold is set too high; and/or 

• the traveller no longer looks like the picture in their passport. 

A false non-match result is a disruption for the traveller as the traveller is referred 
for further processing. This increases the processing time for falsely rejected trav-
ellers, and consumes additional (manual) resources. FMR and FNMR assessments 
may be undertaken for the sample as a whole or for different demographic groups 
(such as gender and ethnicity) to determine relative performance for various sec-
tors of the population. 

Human operator matching performance may also be assessed using FMR and 
FNMR metrics, as well as the measures of discrimination and bias that are derived 
from Signal Detection Theory. Discrimination indicates the ability of an individ-
ual to correctly distinguish a target from a non-target (i.e., an impostor image from 
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a true match image), whereas bias indicates the propensity for an individual to 
raise an alarm when they believe a threat (i.e., a non-matching image) is present. 
These measures allow for a more comprehensive description of human perform-
ance on tasks of this nature than just detection accuracy statistics alone. Further 
details on these measures are detailed in [9].  

3.3   Process Timings  

It is reasonable to assume that one of the considerations of implementing an auto-
mated border control system is to reduce (or at least maintain) traveller processing 
times. The collection of process timings would also provide a range of times that 
may be expected for travellers using each system, which would determine whether 
each system is meeting predicted (and expected) timing performance. The analysis 
of process timing data would allow a comparative assessment between the two 
systems to determine if there are statistically significant and practical differences 
in timings between them8. This would provide some indication of how the imple-
mentation of the new automated system will impact (either positively or nega-
tively) on business processes and traveller throughput. Additionally, this assess-
ment may highlight resource issues with either system, such as the adequacy of 
Kiosk and Exit and Primary Line processing booth numbers within the airport for 
current (and future) traveller load. 

It is also possible that demographics and other traveller variables may have an 
impact on processing times. Consequently, data on variables that may influence 
either the manual or automated system process timings (e.g., gender, approximate 
age, whether travellers wear glasses or hats or not, and whether travellers attempt 
to process singly or in groups) should also be collected in conjunction with tim-
ings. The identification of variables that significantly increase process timings 
may lead to modifications to the system to reduce this impact. 

Additionally, experience at using the automated border control system may also 
influence process timings as it is likely that travellers will become more familiar 
with the use of the system over time and may theoretically process faster with sub-
sequent usage. Process timings for novice and experienced users should therefore 
be obtained and compared. Such results would more closely define the likely 
range of times that could be expected from users of the automated system, with 
average process timings from experienced and novice users defining the minimum 
and maximum times that could be expected.  

In order to undertake a comparative assessment of process timings, traveller proc-
essing times for both systems would need to be measured. Given that the automated 
border control system examined here consists of two processing components (the 
Kiosk and the Exit) and travellers must interact with both parts, processing times for 
the automated system can only be made if both aspects of the system are assessed. 
Additionally, as the time that travellers spend in other parts of the system (such as 

                                                           
8 Statistical significance refers to the probability that obtaining a statistic of a given size due 

strictly to random sampling error or chance is less than the selected alpha size. Practical 
significance, however, refers to a value judgement about whether the statistic has real 
world relevance [10]. 
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waiting in traveller queues or walking between the Kiosk and the Exit) also consti-
tutes a part of the overall process, these components should also be assessed.  

Thus, to adequately assess both systems, process timings should be collected 
for the following sub-processing components: 

• queuing time for the automated border control system Kiosk; 

• interaction time with the automated border control system Kiosk; 

• movement time between the automated border control system Kiosk and 
the Exit; 

• queuing time for the automated border control Exit; 

• interaction time with the automated border control Exit; 

• queuing time for the automated border control system priority manual 
processing booth; 

• interaction time with the automated border control system priority man-
ual processing booth; 

• queuing time for the manual Primary Line processing booth; and 

• interaction time with the manual Primary Line processing booth. 

Each traveller should be tracked through each part of the system (whether the 
automated border control system or the manual Primary Line system) in order to 
obtain accurate overall process timings for a single traveller to process through 
that entire system.  

3.4   Observations  

The introduction of an automated biometric system may be intended to improve 
functionality, reduce processing times, and/or improve security. However, the in-
tended benefit is lost if users of that system are unable to process effectively. 
Thus, human factors observations of the travellers transacting with the automated 
border control system, in conjunction with the collection of process timings (as 
discussed in Section 3.3), are required to assess overall performance. An observa-
tional assessment would identify issues within the automated system that prevent 
or hamper usage with the goal of improving the system by remedying these prob-
lems. This information is important as travellers will be directed to the manual 
processing line if they have difficulties using the system. Extra travellers at the 
Primary Line will impact on the Primary Line resources, as well as potentially in-
creasing traveller process times and frustrations of the traveller.  

An observational assessment may identify issues that result in: 

• Difficulty in using the automated border control system because of us-
ability issues (such as ergonomic issues, inadequate or unclear instruc-
tions, and the size, colour, placement and amount of text and buttons on 
screens, etc.) that were not apparent or considered during system design.  

• Human/system interaction issues (e.g., travellers not understanding how 
to insert their passport into the passport reader, not realising that they 
were required to take their returned ticket to make the Exit open, or not 
knowing what to do if their ticket was not returned).  
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• The acquisition of poor quality biometric samples, which may reduce the 
ability of the algorithm to successfully accept or reject matches. For ex-
ample, a poorer matching template will be acquired if travellers are not 
aware that they should be looking at the camera during biometric sample 
acquisition.  

• Increased or decreased process timings as a result of particular behavioural 
characteristics of the travellers. For example, a group of travellers travel-
ling and processing at the automated border control system together may 
(not realising that each ticket issued at the Kiosk is unique to each travel-
ler) combine the tickets between the Kiosk and the Exit and therefore not 
transact with the correct ticket at the Exit and thus be rejected by the sys-
tem. Additionally, processing at the Primary Line may be increased if 

travellers talk to the Primary Line Officers when at the processing booth.  

In addition to identifying the specific factors that either prevent travellers process-
ing or increase travellers’ processing times, descriptive statistics on the number 
and types of incidences that resulted in such difficulties should also be collected. 
A better understanding of what factors cause the most transaction failures and 
which have resulted in marked differences in process timings may be useful to 
highlight where efforts to modify the system to maximise system efficiency 
should be directed. 

3.5   Traveller’s Perceptions  

A traveller’s perception (before and after) using an automated biometric system 
may guide their willingness to use the system subsequently. These perceptions may 
be influenced by beliefs on how usable the system is, consideration of the safety or 
security implications of using the system, and general thoughts on the use of tech-
nologies in preference to interacting with a human. These beliefs may be guided by 
previous experience with using this (or some other) automated system, or influ-
enced by exposure to media, signage, information on the system (e.g., in-flight vid-
eos, traveller assist personnel), or the views of others (e.g., family, friends or co-
workers). If a traveller’s perception or experience with using the automated system 
is negative, they may be unwilling to use the system in the future, which may im-
pact upon future business processes within the airport. If the reasons travellers 
(who either have or have not used the automated system) are reluctant to use the 
automated system when processing at airports in the future can be identified, these 
aspects could potentially be modified to improve travellers’ perceptions.  

Travellers’ perceptions could be assessed by asking them to complete a ques-
tionnaire (or participate in a brief interview). Perceptions could either be collected 
both before and after travellers have been processed by the system (which would 
enable responses to be compared to determine whether exposure to the system re-
sulted in changed perception), or only after travellers have been processed (to get 
an overall view of traveller perceptions). Responses could be collected in a free-
text format, a ‘yes’ or ‘no’ response, or on the basis of a Likert scale rating (e.g., 
1 = “Strongly Agree” to 5 = “Strongly Disagree”). This questionnaire/interview 
could seek to determine (amongst other variables of interest): 
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• demographic details of travellers using the systems;  

• how the traveller would rate their experience of using either the manual 
or the automated border control system; 

• the factors that prompted the traveller to use the automated border control 
system over the manual Primary Line system (or vice versa); 

• whether they had heard about the use of the automated border control 
system from other people, media advertising or airport signage; 

• whether (and how) their perception of using the automated border control 
system was positively or negatively influenced by the information that they 
had received on it from other people, media advertising or airport signage; 

• whether (and how) their pre-exposure perceptions on the automated border 
control system from other people, media advertising or airport signage had 
changed after using the automated border control system for themselves; 

• whether (and how and why) the information that the traveller had re-
ceived on the automated border control system from other people, media 
advertising or airport signage was helpful or not in guiding their use of 
the automated border control system;  

• how they would rate the adequacy of instructions that were provided by 
the automated border control system; 

• which feature(s) of the automated border control system the traveller had 
difficulties with (if any) and whether they required assistance (and what 
type) to use the system; 

• which feature(s) of the automated border control system the traveller did 
and did not like; 

• whether, if given the chance, the traveller would choose to use the auto-
mated border control system again; and 

• whether the traveller would recommend using the automated border con-
trol system to other people.  

In order to examine a wide range of respondents, travellers who were successful 
(i.e., attempted and completed a transaction), as well as those that were unsuccess-
ful (i.e., attempted to transact, but were referred, for whatever reason, to the prior-
ity manual processing booth) at using the automated system should be sampled. 
Additionally, eligible travellers who chose not to use the automated system should 
be sampled to determine their perceptions and reasons for choosing not to use the 
automated system. In conjunction with the qualitative observations described in 
Section 3.4, these insights may suggest common problems with the automated 
border control system, and suggest ways in which the system could be modified to 
improve functionality and higher traveller acceptance. Additionally, traveller’s 
perceptions on the manual Primary Line and the automated border control system 
could be compared to determine whether their perceptions on the automated sys-
tem differed according to whether they did or did not use this system to transact.  

This analysis could also attempt to determine the impact of different types of 
signage (in terms of ability to attract people’s attention) by using eye tracking tech-
nology to assess the percentage and length of time that travellers look at each sign. 
The presence of situational awareness cameras recording individuals processing 



Methodology for the Evaluation of an International Airport  131 

 

through each component of the system (i.e., automated border control system sign-
age, Kiosk, Exit and response at questionnaire) may further enable the correlation 
of eye tracking data with traveller processing times and responses on question-
naires, which will enhance understanding of how these factors relate to each other. 

4   Collecting and Processing the Data 

Following the identification of the quantitative and qualitative measures of per-
formance that should be collected during the evaluation, the data collection tech-
niques that are required to obtain this data must be defined. An assessment of the 
systems should be continued for as long as it takes to obtain a sample large 
enough to conduct statistical analysis on. For a starting point to obtain sample size 
calculations see [11].  

The processes and equipment discussed in the following section have been 
identified as suitable to collect the data necessary for evaluating the measures of 
performance that were defined in Section 3.  

4.1   Ground Truth  

Ground truth data relating to the automated border control system is required to 
keep a record of what occurred during the operational evaluation. It is recom-
mended that environmental variables such as temperature, relative humidity and 
ambient light levels be recorded using data loggers. This information may be re-
quired later to explain observed system performance variations.  

Additionally, if the automated border control system provides it, measures of 
performance for image quality assessment for either the passport image or the in-
dividual verification images should be obtained and reported. 

4.2   Matching Performance  

During traveller transactions the automated border control system retrieves the 
image from the passport that has been inserted into the Kiosk by the traveller, 
stores it, and then converts it into an (enrolment) template. The traveller’s passport 
image and the enrolment template, as well as the imagery and template obtained 
following traveller interaction at the Exit, should be stored for subsequent analysis 
of the matching performance of the algorithm. The outputs of the algorithm gener-
ated from the matching process are saved and analysed to determine performance 
in terms of FMR and FNMR. Cumulative probability plots are also generated. 

System logs should be collected periodically throughout the operational evalua-
tion to perform FNMR estimates to ascertain that the system is performing as ex-
pected. At the end of the evaluation the final FNMR statistics can be calculated. 
Additionally, if any changes are made to the system during the operational evalua-
tion these changes should be recorded and later evaluated to determine whether 
they had an affect on the results. This assessment may determine whether the data 
can be analysed as a whole at the end of the evaluation (because the change was 
unlikely to have affected the data obtained) or whether the data should be seg-
mented before and after the change and evaluated separately. 
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Operational evaluations offer the best data in terms of operational applicability. 
However, operational evaluations may not be practical to quantify the FMR metric 
using online transactions. That is because even if travellers fraudulently using the 
system were detected, there would not be enough of these cases to obtain a statis-
tically significant sample from which to draw conclusions. Thus, to estimate these 
metrics with the automated border control system the traveller transactions are 
processed offline. In this process, every traveller’s passport image (template) is 
compared against every other travellers’ transaction template. This is classed as a 
Zero Effort level of attack (as defined in [12]) and would result if a traveller, after 
finding a passport, attempted to transact with that passport regardless of whether 
the gender, ethnicity and general appearance of the image on the passport matched 
their own or not. A more determined (fraudulent) traveller would likely try to ob-
tain a passport with similar features to their own (gender, ethnicity, etc.).  

FMR, FNMR, discrimination and bias metrics within the manual Primary Line 
system could also be evaluated by a scenario-based trial where individuals are re-
quired to present photographic identification to a human operator, who must deter-
mine whether the presenting individual matches the individual in the photograph. To 
obtain matching performance statistics a small percentage of presenting individuals 
would present false photographic identification (impostor images). Alternatively, 
such an assessment could be conducted in an operational environment where a small 
pool of individuals with impostor identification would join a stream of (one assumes) 
genuine travellers and attempt to by-pass the manual Primary Line with their false 
documentation. In both instances, human operator responses in terms of the number 
of travellers presented to each operator and their responses (correct match, incorrect 
match, correct reject and incorrect reject) for each presented traveller should be re-
corded (see [13]). These responses could then be used to calculate the FMR, FNMR, 
discrimination and bias metrics according to the equations presented in [9]. 

4.3   Process Timings and Observations 

Process timings could be made on the basis of system logs, such as defining the 
total Kiosk processing time as being the time from when the passport reader regis-
ters that a passport has been inserted until the passport has been removed. How-
ever, it is argued that this way of assessing processing times does not effectively 
take into account the total time that a traveller takes to actually use the system. For 
instance, a traveller may not understand how to correctly insert their passport into 
the passport reader (e.g., which page they need to open the passport to, which way 
up the passport should go into the passport reader, and how long they need to keep 
the passport in the passport reader etc.) and may spend some time trying to ac-
complish this task. The time taken for travellers to understand how to use the sys-
tem is representative of processing time, as it influences how long that traveller 
has to spend interacting with the system (and may potentially impact throughput if 
other travellers are prevented from using the system because of processing de-
lays). However, these timings would not be recorded by system logs that only reg-
ister timings once a passport has been successfully read. A more suitable means of 
collecting process timings is through manual observation of users of the system, to 
take into account unexpected human/system interaction issues.  
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Process timings and observations may thus be collected by: 

• real-time observations; and/or 

• video (and perhaps audio) recording during the evaluation.  

There are advantages and disadvantages to both modes of data collection, which 
are outlined in Table 1 below.  

 

Table 1. Advantages and Disadvantages of Data Collection via Real Time Observations 
and Video Recording 

Real-Time Observations Video Recording 

Advantages Disadvantages Advantages Disadvantages 

• reduces the risk of 
losing data or no data 
being collected if there 
is a problem with the 
camera/recording 
equipment; and 

• if there is a large 
area to be examined it 
may be more practical 
than having cameras 
record the whole area. 

• requires a num-
ber of individuals on-
site to collect data; 

• because of the 
manually intensive 
and time consuming 
data collection proc-
ess, fewer samples 
are likely to be col-
lected; 

• there is no option 
to recheck data if the 
start/stop times are 
missed, so the accu-
racy of the data can-
not be verified;  

• the presence of 
people onsite observ-
ing may distract 
travellers and may 
cause them to change 
their behaviour (e.g., 
ask the observers 
what they are doing 
or ask the observers 
questions about the 
automated border 
control system pro-
cedure etc.) which 
may corrupt some of 
the data; and  

• only a limited 
amount of data can 
be observed (gener-
ally only one aspect 
can be observed at a 
time) and therefore 
important key ele-
ments may be lost. 

• video footage 
can be replayed and 
rechecked if required 
to maintain accuracy; 

• time date stam-
ped video footage en-
ables more accurate 
timings to be col-
lected; 

• data collection 
can be conducted off 
site at a more con-
venient time;  

• data collection 
can be conducted by 
multiple people in 
parallel, thus speed-
ing up the analysis 
and reporting and 
also enabling more 
samples to poten-
tially be collected; 

• this type of data 
collection is gener-
ally unobtrusive and 
is thus likely not to 
impact on traveller 
behaviour; 

• common obser-
vations or problems 
with the system can 
be shown to the stake-
holders initiating the 
assessment to better 
illustrate aspects of 
the system where 
modifications might 
be recommended; and 

• there is a perma-
nent record of each 
transaction in case 
there are any fraudu-
lent attempts.  

• there needs to be 
compliance from the 
stakeholders to set up 
such equipment;  

• there are costs in-
volved in leasing/ buy-
ing and setting up the 
equipment; 

• staff need to be 
willing to monitor 
and change the re-
cording media and to 
report any problems; 

• if there is a prob-
lem with the camera/ 
recording equipment, 
data may be lost; and 

• situational aware-
ness may be lost if 
video cameras are not 
able to observe the 
entire area. 
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Obtaining video (and audio) footage is useful, if not critical, in conducting 

evaluations of this type. Nevertheless, it is recognised that there are often con-

straints imposed on the installation of recording equipment into certain operational 

environments, which may preclude using this method. In these instances, real-time 

manual observations will have to be used.  

Regardless of the data collection method employed, it is recommended that 

prior to the assessment a number of on-site observations be conducted to obtain a 

proper understanding of the functioning of the system. Once it is understood how 

travellers use each of the systems, the anticipated start and stop times (and the as-

sociated cues for each) for the overall process times and for each individual sub-

component (as was identified in Section 3.3) can be defined. Additionally, on the 

basis of on-site observations the most common variables that impact travellers use 

of each system will be identified. This could then be used to generate a ‘tick and 

flick’ spreadsheet for data collection to determine the frequency of each type of 

error experienced during the operational trial. Examples of observations that may 

be relevant include when the traveller:  

• is uncertain as to which page their passport should be opened to for 
transacting;  

• removes their passport from the passport reader too quickly;   

• fails to proceed to the Exit after obtaining a ticket at the Kiosk;  

• is unaware that photographs will be taken of them at the Exit and thus 
fails to look straight ahead at the cameras for image acquisition; or 

• is unaware that their ticket must be collected at the Exit after transaction 

to activate the gate so that they may proceed into the baggage hall.  

Irrespective of the data collection method, data collection of this nature is ideally 
conducted by one individual (or only a small number of individuals). While there 
is some advantage in having multiple people collecting data, as more data may be 
collected and there may be better tracking of travellers, there is less consistency in 
application with different observers perhaps making minor (and usually uninten-
tional) modifications to the data collection and therefore the results.  

If real-time manual observations are collected, all observers will need to be able 

to determine the defined start and stop times (and associated cues) for all relevant 

components and be able to identify the most common observations in order to ac-

curately and consistently record the required data. Each observer should be issued 

with paper copies of the identified observational categories, from which they 

would tick any categories that occur during the transaction for each traveller they 

observe processing. In addition, basic demographic details that may affect proc-

essing (such as gender, approximate age, whether traveller is wearing hats/glasses, 

whether traveller is travelling in a group) should be recorded9. Each observer 

                                                           
9 It should be noted that if the assessment of differences between novice and experienced 

travellers is of interest, this data is unlikely to be easily identifiable by simple observa-
tions of users in an operational environment. This type of assessment may thus be more 
suited for evaluation in a scenario based trial where level of experience can be more  
readily controlled. 
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should also have a stop watch to record processing time in conjunction with the 

observations and demographic details collected for each traveller. Observers 

should attempt to remain as unobtrusive as possible to reduce both disruption  

to the operational environment and to avoid influencing the responses of the  

travellers.  

If video footage is able to be collected, traveller transactions will need to be re-

corded from sufficient camera sources and angles to enable the identification of 

the most common errors travellers experience and to calculate process timings for 

both the automated border control and the manual Primary Line systems. Possible 

obstructions to the field of view of the camera from people using the system 

should be considered when defining camera angles that are appropriate for collect-

ing the required data. The video footage should be time/date stamped to <1 second 

resolution so that footage from several different camera angles (if necessary) can 

be synchronised and viewed simultaneously when individual process times and 

observations are collected. Video equipment should be tested and calibrated be-

fore the trial to ensure that that the camera angles are appropriate for collecting the 

required data and that the equipment is functioning as expected. During the trial, 

enough media will need to be provided to record video footage for each camera 

for the entire duration. Staff will also need to be aware and willing to change the 

media and continue the recording at the required times. 

To assist with the subsequent analysis, process timings and observational data 

should be recorded in an electronic spreadsheet. Process timings obtained from 

video recordings may be collected in one of two ways. Firstly, the video footage 

could be viewed and the start and stop times of each process on the basis of the 

time date stamp on the footage could be entered into the spreadsheet. Alterna-

tively, a computer macro could be developed, where pressing a certain button (or 

combination of buttons) would enter the real time of the computer being used into 

the spreadsheet. Previous experience collecting timing data using both methods 

suggests that the use of the time/date stamp to note times is more useful for long 

processes (measured in minutes or hours) where (to save time in inputting the 

data) video footage may be fast-forwarded to the relevant stop time. However, for 

shorter processes (seconds) it is more useful to create a timing macro using a key-

board shortcut to record start and stop times in real time. 

To adequately assess and compare process timings and observations of travel-

lers’ interaction issues between the two systems, data would need to be obtained 

by observing travellers at each stage of the process, namely the: 

• automated border control system: 

o Kiosk processing queue; 

o Kiosk; 

o Exit processing queue; 

o Exit; 

o priority manual processing booth queue; and 

o priority manual processing booth; 
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• area between the automated border control system Kiosk and Exit; 

• manual Primary Line processing queue; and 

• manual Primary Line booth10. 

Each of these processes may also be furthered examined according to their indi-

vidual sub-processes. For example, processing at the Kiosk could be divided into 

the following sub-components: 

• from when each traveller first attempted to open their passport to the cor-

rect page;  

• to when the traveller correctly inserts their passport into the Kiosk’s 

passport reader;  

• to when the traveller has finished answering the Kiosk questions and a 

ticket is printed; and 

• until the traveller has finished processing and has gathered their 
bags/possessions and left the Kiosk area ready for another traveller to 

commence processing. 

Assessing processing times to this level of detail may identify particular issues 

with each sub-component time, such as difficulties understanding instructions or 

problems with the passport reader. Overall Kiosk processing time would be from 

the time the traveller began opening their passport to the correct page to when they 

have collected their possessions and moved away from the Kiosk. Video cameras 

recording the Kiosk area should ensure that the passport reader and the ticket 

reader are visible and are not obscured by a traveller transacting. This same proc-

ess should be conducted for each individual component of the system.  

To obtain the total transaction time for a single traveller to be processed by the 

system, each traveller should be tracked as they progress through the entire system 

(i.e., the time from the traveller entering a queue until processing has been com-

pleted and the traveller enters the baggage hall). Tracking travellers through the 

entire system will require a number of situational cameras to observe all compo-

nents of the system with which travellers may interact.  

4.4   Traveller’s Perceptions 

A sample of travellers should be approached either before and/or after they have 

been processed by the automated border control system or by the manual Primary 

Line and asked whether they would be willing to answer a few questions about 

traveller processing. Interviewers should be positioned both at the start of the 

queues for each system and within the baggage hall to monitor whether travellers 

processed using the automated border control system successfully, attempted to 

use the automated system but were unable to do so, or simply chose to use the 

                                                           
10 To provide an acceptable comparison, an equivalent manual Primary Line population to 

that assessed with the automated border control system would need to be obtained (e.g., 
similar nationalities, similar primary language etc). 
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manual Primary Line. Attempts should be made to obtain responses from  

approximately equal numbers of travellers from each of these three categories to 

provide a reasonable representative sample.   

It should be noted, however, that this type of assessment may be problematic 

because travellers may be tired after a long flight and may not be willing to par-

ticipate in questionnaires before collecting their baggage or may not have English 

as their first language. Additionally, it may be logistically difficult (costs involved, 

operational environment may prevent it) having a large number of individuals on-

site to collect data. Previous experience, however, has suggested that travellers are 

generally receptive to such activities, particularly if the system is new and they 

found the experience of processing with an automated biometric system novel. 

Traveller’s individual responses to all items on the questionnaire and any qualita-

tive responses should be entered into a spreadsheet for subsequent analysis. 

5   Analysing and Interpreting the Data Output 

Once the data has been processed it may be analysed and then interpreted. This 

section describes the analysis and typical output of the data collection process11.  

5.1   Ground Truth 

Ground truth is data that can lead to an understanding of the conditions where the 

trial was conducted. The data should be recorded over the length of the trial as it 

can aid in the interpretation of findings. Where the data is relatively constant, as 

would be expected with temperature and relative humidity indoors, just the value 

and the range should be recorded. Other data such as ambient illumination level 

should be plotted over time. Since ambient illumination levels have the potential 

to affect facial recognition matching, the correlation between illumination level 

and match scores and the number of failures may be explored. These data will be 

examined if, for example, it is identified that matching performance decreases, or 

is correlated to time of day. 

Other data that should also be reported include the number of travellers per day: 

• who successfully transacted using the manual Primary Line; 

• who were eligible, but did not use the automated border control system; 

• who attempted to use the automated border control system; 

• who successfully transacted using the automated border control system; 

• who were unable to complete an automated border control system trans-

action; and 

• the above by ethnicity and gender, where appropriate. 

                                                           
11 Please note, all data presented here is fictional and is intended for illustrative purposes 

only. 
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5.2   Matching Performance 

As described in Section 3.2, the two primary matching metrics for biometric 

matching algorithms are FMR and FNMR. The most common way of reporting 

these results is via a Detection Error Trade-off (DET) plot. The DET plot is used 

to show FMR plotted against FNMR on a logarithmic scale. The advantage of 

DET over the previously used Receiver Operator Characteristic (ROC) plot is that 

the logarithmic plot of the DET allows better investigation of similarly performing 

data sets. Some fictitious data are shown in the DET plot in Figure 2, where the 

better performance is at the bottom left corner of the plot. The data can be 

displayed as overall performance, or broken down into demographic (or other) 

categories. 
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Fig. 2. Detection Error Trade-off Sample Plot 

Whilst the DET shows which data set is better performing, it does not easily 

show the cause of the differences in performance. To better illustrate this, a cumu-

lative probability plot that plots the match score against probability for both FMR 

and FNMR is also used. A fictitious example of a cumulative probability plot can 

be seen in Figure 3. In Figure 3, it can be seen that the Male ethnicity A is the best 

performing subset in terms of FMR, and the worst in terms of the FNMR. This is 

often the case where there is a trade-off in performance for the two metrics. 
 



Methodology for the Evaluation of an International Airport  139 

 

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

0.0 0.1 0.2 0.3 0.4

Example Threshold

M
a
tc

h
 P

ro
b

a
b

il
it

y

Male - Ethnicity A

Male - Ethicity B

Automated Border Control System - Overall

Female - Ethnicity B

Female - Ethnicity A

FMR FNMR

Better FMR 

Performance

Better FNMR 

Performance

Worse FMR 

Performance

Worse FNMR 

Performance

 

Fig. 3. Cumulative Probability Sample Plot 

Matching accuracy for the human operators would likely be in the form of a ta-
ble. An example of how to present this type of data is shown in Table 2.  

Table 2. Sample Human Operator Matching Performance Table 

Correct 
Match 

False 

Match1  

False Non-

Match  

Operator Number of  
Travellers 

N % N % N % 

Discrimination  

Measure 

(A’) 

Bias 

Measure 

(B”) 

1      

2      

3  

Overall      

2

                                                           
1 Where False Match equals a fraudulent traveller using a non-matching passport. 
2 Where False Non-Match equals instances where a traveller who is refer for further investigation
 actually has a passport with a legitimate matched photograph.  

5.3   Process Timings 

For both the automated border control system and the manual Primary Line proc-
esses, data should be analysed to generate overall processing times and times for 
each relevant sub-process (as described in Section 3.3).  

The overall process timings (taken as the time for one traveller to be processed 
through all parts of the system from entering the processing queue until exit into 
the baggage hall) would allow the comparison of traveller processing times be-
tween the automated border control system and the manual Primary Line system. 
The evaluation of individual sub-process times may also identify if there are any 
processes that stand out as being excessively long which may require closer  
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examination. For example, sub-processing times may indicate that traveller  
interaction with the passport reader was the longest process, which may suggest 
that this process should be examined in more detail to determine whether better 
instructions or other interventions may improve traveller interaction with this sys-
tem (and thus process times). 

Processing times may also be evaluated according to particular demographic or 
other characteristics that are thought may have an influence on processing to de-
termine whether this is the case. This assessment may highlight that particular 
groups of travellers (for reasons, which should become clearer when combined 
with observations of the system) have difficulty or take longer to use (in particu-
lar) the automated border control system. This knowledge (when combined with 
observations of the system) may identify ways in which the system could be modi-
fied to better suit the needs of particular categories of travellers.  

These results may be presented as descriptive statistics (i.e., minimum, maxi-
mum, median, mean and standard deviation times) for overall processing times or 
for relevant traveller groups. Additionally, graphs may be used to demonstrate the 
distribution of the sample and highlight particular trends. For example, a histo-
gram may be used to present the distribution of processing times of the overall 
sample or for travellers that were and were not successful at transacting with the 
automated border control system. An example of this type of graph with fictitious 
data is shown in Figure 4.  
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Fig. 4. Processing Time Histogram Sample Plot 

A bar graph may also be used to demonstrate differences in mean (or median, if 
applicable) processing times between particular population groups. An example of 
this type of graph with fictitious data is shown in Figure 5.  
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Fig. 5. Mean Processing Time for Users of an Automated Border Control System Accord-
ing to Relevant Demographic Categories Sample Bar Graph 

A pie chart may also be used to illustrate the relative proportion of time indi-
vidual sub-processes contribute to overall processing time. An example of this 
type of graph with fictitious data is shown in Figure 6.  
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Fig. 6. Individual Sub-Processing Time Sample Pie Chart 
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Additionally, inferential statistics12 may also be conducted on available proc-
essing times to determine whether there is a statistical (and practical significance) 
between two (or more) groups of timings. For instance, comparisons could be 
made between overall processing times for travellers using the manual Primary 
Line versus travellers using the automated border control system. This may ad-
dress considerations of whether the introduction of the automated border control 
system conferred a processing time advantage over the previous manual system. 
Other comparisons that could be made may include overall processing times be-
tween particular demographic categories (e.g., travellers that processed singly ver-
sus individual processing time for travellers in a group). This may determine 
whether particular groups of travellers might be expected to take longer to process 
to inform business practices or perhaps offer modifications to the system to poten-
tially improve processing times for these travellers. This information could, at its 
simplest, be used to inform resource decisions, or whether helpers are required at 
the automated system. Finally, this data could be used as input into a business 
process simulation to examine the performance of different configurations of the 
system under different levels of passenger movement.  

5.4   Observations 

For both the automated border control and the manual Primary Line systems, ob-
servational data should be obtained for each transaction for which process timings 
are collected. This data would be used to identify the particular (demographic or 
observational) subgroup from which process timings should be analysed (as was 
described in Section 5.3).  

In addition, common mistakes travellers make or system errors would be col-
lected in conjunction with traveller’s demographic details and process timings 
from direct observations or from examination of system logs. This data could be 
used to determine the: 

• proportion of travellers that were (or were not) able to process without 
error; 

• particular groups of travellers that may have problems using the auto-
mated border control system 

• frequency of each type of errors; 

• the relationship between particular observational categories and: 
o processing times; 
o the failure to process using the automated border control system 

entirely; and; 
o the affect on biometric acquisition and quality. 

This information may guide areas which require interventions to reduce the frequency 
of errors and improve traveller interactions with the system. For instance, it may be 
identified that travellers do not know where to proceed after collecting their ticket from 
the Kiosk or they do not understand what steps they need to take to process at the Exit. 

                                                           
12 Inferential statistics refers to statistics, which are used to make inferences about the popu-

lation from which the same was drawn [10]. 
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The solution here (amongst other things) may be to revise the instructions and infor-
mation presented to travellers to make the process clearer to them. 

5.5   Traveller’s Perceptions 

Traveller responses from questionnaires/interviews on their use (or not) of the 
automated border control system should be evaluated to assess for any particular 
trends. Depending on the type of question and the response required, the data may 
be used to determine the proportion of travellers that expressed a particular view 
(percentage of ‘yes’ or ‘no’ responses), or for Likert scale type questions the aver-
age level of agreement with various questions across travellers. Questions that 
elicited a free-text response (such as on reasons for choosing to use or not use the 
automated border control system, or features of the system that they did or did not 
like) could be divided into broad categories and then assessed according to the 
frequency and proportion of travellers that expressed similar views. A qualitative 
discussion of the most common viewpoints of travellers, particularly in regards to 
reasons for choosing not to use the automated border control system or features of 
the automated system that they did not like may highlight usability issues with the 
system that could be modified to improve traveller functioning and/or perceptions.  

6   Reporting the Results 

After the analysis has been completed, the final stage in the process is to report the 
results so that they may be disseminated to the stakeholders. Reporting may be 
guided by the recommendations in [6], but should involve generating a summary 
of the results, with a particular emphasis on the assessment of whether the auto-
mated biometric system positively or negatively affects business processes and 
whether the system achieves fitness of purpose.  

When using the data, the processing and the analysis techniques identified in 
this paper, the primary metrics that should be reported include: 

1. a baseline of how long it takes to process travellers using the automated 
border control system and how long it takes for travellers to be processed 
using the manual Primary Line system; 

2. whether the automated border control system expedites traveller process-
ing (a comparison of processing times between the automated border 
control system and the manual Primary Line system); 

3. the performance for how well each system correctly rejects fraudulent at-
tempts at entry and how well each system correctly recognises bona-fide 
travellers; 

4. whether the automated border control system maintains or improves bor-
der security (a comparison of accuracy between the automated border 
control system processing and the manual Primary Line processing); and 

5. observations made as part of the operational evaluation that input into de-
fining ways in which both systems may be improved, either in terms of 
reducing process timings and/or increasing accuracy or useability. 



144 V. MacLeod and B. McLindin

 

7   Conclusion 

The introduction of an automated biometric system into an existing business prac-
tice requires an evaluation within the operational environment in which it is to be 
installed using participants from the population of likely end-users. It is recom-
mended that a system-level assessment of performance that evaluates both the 
technical and human aspects of the current business practices (a baseline) and the 
introduced automated system should be completed. This assessment should be in 
terms of true-match and false-match rates, process timings and observations of the 
system in use and an evaluation of user perceptions. These two systems should be 
compared in terms of the primary metrics (i.e., accuracy of biometric matching, 
traveller throughput and human-system interaction difficulties) to determine the 
impact of introducing an automated system on existing business practices and to 
determine whether the automated system meets the expected fitness for purpose 
(i.e., in this case, whether the automated system expedites traveller processing and 
is at least as accurate as the manual system).   

The methodology outlined in this chapter represents a tested protocol that 
DSTO has used in the evaluation of a number of automated biometric systems 
within different operational environments. It is hoped that other researchers may 
find this protocol useful for the evaluation of other similar systems. 
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Abstract. Heightened international concerns relating to security and identity 

management have led to an increased interest in security applications, such 

as face recognition and baggage and passenger screening at airports. A 

common feature of many of these technologies is that a human operator is 

presented with an image and asked to decide whether the passenger or bag-

gage corresponds to a person or item of interest. The human operator is a 

critical component in the performance of the system and it is of considerable 

interest to not only better understand the performance of human operators on 

such tasks, but to also design systems with a human operator in mind. This 

paper discusses a number of human factors issues which will have an impact 

on human operator performance in the operational environment, as well as  

highlighting the variables which must be considered when evaluating the 

performance of these technologies in scenario or operational trials based on 

Defence Science and Technology Organisation’s experience in such testing. 

1   Introduction 

The last decade has seen several significant security incidents at, or originating 

from, airports. This has led to an increased interest in and use of security screening 

applications, such as face recognition, baggage and passenger
1
 screening. Whilst 

the development of these technologies began in the late twentieth century, the 

above mentioned incidents created not only a new wave of products, but also a 

significant increase in performance.  

Airports are difficult environments to manage in terms of security, with large 

numbers of passengers, employees and members of the public moving in and out 

of the airport environment creating a challenge for security. Technology can 

clearly play a role in assisting in maintaining the security of the airport environ-

ment, with many technologies such as Closed Circuit Television (CCTV), firmly 

entrenched as part of the security framework. 

The security screening technologies under consideration here, namely face rec-

ognition, baggage and passenger screening, are either currently used in airports or 

                                                 
1 Although we term this type of technology “passenger screening”, it should be noted that 

non-passengers entering the airport may also be subject to screening of this type. 
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under consideration for future introduction. Furthermore, they all rely on a human 

operator (or screener) to ‘interpret’ and make a final decision about the status of 

the person or object based on one or more still images. As such, the role of the 

human operator in these systems is critical.  

Defence Science and Technology Organisation (DSTO) has, over the last dec-

ade, been developing methodologies for evaluating different technologies in sce-

nario and operational testing, with an emphasis on the involvement of the human 

operator and the role of the operator in operating the system. Due to the nature of 

the technologies and the airport environments, it has been necessary for this  

research to take two different forms. 

Firstly, research has considered the general role of humans in the operational 

environment through an examination of business practices amongst the security 

personnel of the airport [1]. Such research is generally qualitative in nature and 

may consist of interviews and process mapping tools to understand current proce-

dures. This may include the identification of how responses are made to potential 

threats in the airport, how information is communicated between different stake-

holders and how new screening and detection technologies may be integrated into 

current business practices.  

Secondly, quantitative research on system performance and functionality has 

also been conducted into cases where technology forms part of a system in which 

the human operator also plays a crucial role [2,3]. In some cases the interaction of 

human and machine are inextricably bound; for example, the output of face recog-

nition systems may be double-checked by an operator who manually checks 

alarms for correctness. In other systems, where the technology does not generate 

an alarm (or where the automated alarm system is unreliable), the final output of 

the system may be in the hands of the human operator who has to interpret (usu-

ally visually) the output of the technology and determine whether an alarm should 

be raised and what this alarm should indicate. 

This chapter, based on DSTO’s experience from evaluating the performance of 

these systems in scenario tests and operational trials, discusses a number of human 

factors issues which have an impact on human operator performance and/or busi-

ness practices in the operational environment. It also highlights the critical issues 

which must be considered when evaluating the performance of these systems prior 

to deployment. 

2   Image Based Security Technologies in the Airport  

Environment 

Before focusing on the role of the human operator within security screening tech-

nologies, it is important to establish the working environment of the technologies 

in question and also to provide brief descriptions of the technologies themselves. 

2.1   The Airport Environment 

In the airport environment, the baggage and screening systems are most likely to 

be implemented in a dedicated screening area. All individuals (i.e., outgoing 
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passengers, airline and airport staff) wishing to enter controlled areas of an airport 

(i.e., any area where access to aircraft is provided) must first pass through a 

screening area. Personnel at each screening point must inspect all individuals and 

their possessions for prohibited items before allowing them to proceed. 

Five screening functions are typically performed at the airport screening area: 

X-ray screening of property, walk through metal detector screening of individuals, 

hand-wand or pat down screening of individuals, physical search of property, and 

trace detection of explosives. In a typical situation, individuals are only required to 

submit their property for X-ray screening and to walk through a metal detector. 

However, if an alarm for a particular individual is raised at the X-ray machine, at 

the walk through metal detector, or they are selected for further evaluation (e.g., 

because of suspicious behaviour or random selection), the individual and/or their 

possessions may receive additional screening [4]. 

The basic procedure for screening individuals and their baggage is as follows: 

1. Each individual places small items located on their person in a tray and then 

places the tray and any hand luggage items on the X-ray conveyer belt under 

the supervision of security staff (who will ensure that items are placed appro-

priately). 

2. Individuals then enter the walk through metal detector under the supervision 

of a security staff member while their baggage passes into the X-ray machine 

for evaluation. 

3. If the metal detector activates an alarm, individuals may be advised to remove 

forgotten metallic items from their person and place them on a tray for screen-

ing in the X-ray baggage system and may be subjected to a hand-wand or pat 

down search of their person and/or another walk through the metal detector 

once the offending material is removed. 

4. Meanwhile an operator (possibly two) watches the display screen of the X-ray 

machine and decides if there are any threat items displayed on the screen. 

5. The operator is in control of the conveyer belt, stopping the movement of  

containers for more detailed examination if required and is able to manipulate 

settings on the X-ray machine to enhance the presented image if necessary. 

Additionally, if the operator requires, any object may be resubmitted through 

the machine at a different orientation to aid in assessment. 

6. When the operator(s) is certain that there is nothing suspicious within the 

item, he/she will allow the container to be moved from the conveyor belt for 

passenger collection. 

7. However, if the operator decides that there is a suspicious object present, 

he/she will hand over control of the container to other security staff for fol-

low-on action (e.g., questioning, physical search or trace detection of explo-

sives), which will involve both the object in question and the individual who 

owns it.  
 

Additionally, in some airports, the following procedure may also occur: 
 

8. Simultaneously, while the individual’s baggage and possessions are being 

screened, the individual will be directed to walk through a passive or active 

passenger screening walkway in the field of view of several cameras mounted 

at each end of the walkway (providing simultaneous front and back views) 
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under the supervision of a security staff member. Each passenger will be re-

quired to wait until the preceding passenger has cleared the walkway before 

they are allowed to proceed. 

9. Once in the walkway a security staff member will instruct individuals to stop 

mid-way along the walkway and raise their arms for screening. While the in-

dividual is stationary, front and back view images will be presented to an op-

erator (possibly two) viewing the two computer screens (front and rear). 

10. The operator(s) will assess the images and, if there is no problem, indicate that 

the passenger can proceed through the screening zone. 

11. If something suspicious is found, the individual will be asked to explain the 

anomaly. If this is done to the satisfaction of the security staff member, the 

individual will be allowed to exit the screening area. If not, the operator will 

hand over control of the individual to another security staff member for fol-

low-on action.  

In terms of face recognition, there may be numerous areas in an airport which 

could be viable for acquiring facial images (including the screening area discussed 

above), particularly when individuals are moving through a created choke-point, 

such as the walk through metal detector. The suitability of locations will depend 

not only on the purpose of the system (i.e., whether the objective is to detect per-

sons of interest who are travelling, or broader attempts to consider all individuals 

who may be present), but also on various environmental factors. 

2.2   Image Based Security Technologies 

As previously mentioned, a common feature of the image based security screening 

technologies considered in this chapter (i.e., face recognition, baggage and pas-

senger screening) is the role of the human operator. In fact, based on DSTO sce-

nario tests and operational evaluations, these systems cannot currently perform at 

acceptable levels without a human operator to either verify or interpret the output 

of the technology.  

In addition, all of these technologies could be classified as ‘one-to-many’. That 

is, the technology acquires an image (i.e., of a face, item of baggage or person) 

and asks the human operator to determine whether or not the image corresponds to 

any of the persons in a pre-defined watch list or is considered an item of contra-

band. In some face recognition cases not all images are provided to the human 

operator, with a decision making process filtering out those images which the 

technology deems to be ‘non-matches’ based on various thresholds/parameters. 

Another common feature of these technologies is that multiple presentations of the 

same item may not produce the same image and hence result (i.e., a person’s facial 

expression may have changed or a contraband item may have shifted within a bag 

or on the person and may therefore be more or less obscured). 

In the following sections a brief description of the various technologies is 

provided. 
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2.2.1   Face Recognition Systems 

Face recognition systems are currently used in airport environments to either ver-

ify that a person is the rightful holder of their identity documentation (e.g., [5]) or 

to identify persons of interest in the airport environment. The identity verification 

application is semi-automatic, and only requires human intervention if a user is 

rejected by the system. However, the identification of persons of interest requires 

human operator classification of all system alarms to resolve misclassification 

issues. Since the verification application in an airport environment does not re-

quire a human to assess an image acquired by the system (since, when required, 

the human would compare the passenger with his/her passport image) this applica-

tion is not considered further in this chapter (see Chapter 4 for further information 

on this application). 

In a face identification activity, the face recognition system processes images 

gathered from passengers as they pass through acquisition zones, looking for faces 

that ‘match’ with those stored in a watch list of persons of interest. Each acquired 

image is compared against every image in the watch list and a score is generated. 

Typically, if the score is above some pre-defined threshold then the comparison is 

considered to be a match. When a match is found, the system will signal that there 

has been a match and it will then display the matching images for interpretation by 

a human operator. This step is required since the current state of face recognition 

technology is such that a system alarm cannot be guaranteed to be correct. In fact, 

with large watch lists, it is possible that a significant percentage of individuals 

could generate matches and some could generate more than one match. Thus, the 

role of the human operator is to visually compare the acquired image(s) with a 

watch list image(s) and decide if the match is valid.  

In this type of application, the face recognition system actually performs a sort-

ing function and only supplies the human operator with matches that are likely 

(the human operator could not possibly look at all persons passing through an air-

port, and compare their faces with all persons in a large watch list). The human 

operator then performs the final decision making and initiates the follow-on action 

required. 

As previously discussed, there is some flexibility in where face recognition 

identification systems can be used. These systems do not necessarily require  

interaction from the individuals passing through the airport, and hence can be un-

obtrusive or covert. It is also possible that the identification function could be in-

corporated as part of the border entry/exit control system. For example, when a 

passenger presents their passport/token and biometric sample to verify that they 

are a legitimate passenger, the system could use the same biometric sample to 

check whether or not the passenger is a person of interest. This could allow for the 

evaluation of the identification function as part of an evaluation of the border  

entry/exit control system (see Chapter 4). 

2.2.2   Baggage Screening Systems 

X-ray baggage screening systems are currently used at virtually all airport screen-

ing points to detect the presence of contraband (such as metallic threats, drugs or 
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explosives) in baggage or personal belongings. The X-ray screening technologies 

currently available include transmission, backscatter, dual energy and computed 

tomography X-ray approaches. 

All of these technologies involve irradiating the object to be investigated with 

X-rays. X-ray energy photons, when they encounter solid matter, may be ab-

sorbed, pass through the material (transmitted) or deflected (scattered). The pro-

pensity of X-rays to these three outcomes is determined by the energy of the X-ray 

and the bulk characteristics (density, mass absorption coefficient and effective 

atomic number Zeff) of the material being X-rayed [6]. For instance, materials with 

a low Zeff number (i.e., organic material) produce large amounts of backscatter 

radiation, whereas materials with a high atomic number (i.e., nearly all metals) 

absorb the majority of X-rays and therefore produce little backscattering [7]. 

When an object is being X-rayed, the extent to which these X-rays are transmit-

ted or backscattered from the scanned object is collected and these are used to 

produce an image of the scanned item for interpretation [7]. Depending on the 

type of X-ray technology, this information may be presented in black and white 

scale, with heavy areas appearing darker than lighter organic elements [8]. Alter-

natively, artificial colours may be assigned to different materials on the basis of 

measured Zeff values. For instance, low Zeff number materials are typically coloured 

orange, while high Zeff number materials are typically displayed as green [7]. Ad-

ditionally, properties of the scanned material, such as calculated mass density, 

nitrogen content and Zeff number, may be generated for each type of material to aid 

in identification [6].  

It is argued that the characteristics of explosives, while not unique, are suffi-

ciently different from everyday objects that the detection of similar properties is 

suggestive of a high probability of the presence of explosives in a particular item 

[6]. It is for these reasons that some X-ray screening systems are able to imple-

ment the automatic detection of explosives (and explosive-like materials). How-

ever, regardless of the level of automatic detection all systems still rely, to some 

degree, on operator recognition of dangerous objects/materials by way of evalua-

tion of shape, colour (density) or texture of objects in the image to make the final 

decision. 

2.2.3   Passenger Screening Systems 

Passenger screening technologies must be capable of detecting objects or materials 

of interest that are hidden underneath clothing or otherwise concealed on the bod-

ies of persons. A wide variety of technologies are employed, although the most 

common technologies involving a human operator include backscatter, passive 

mm-wave, terahertz and active mm-wave systems. 

2.2.3.1   Backscatter X-ray Systems 

Backscatter X-ray systems involve the use of X-rays that penetrate through cloth-

ing and other low density material and (at intermediate energies) are scattered 

back efficiently from low Zeff number materials under the clothing. Most explo-

sives are good backscattering agents, so they show up as being brighter than 
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human skin. Other materials, such as metallic weapons (i.e., guns, knives) are not 

efficient backscattering agents and show up as darker than human skin. In either 

case, hidden materials and objects may be identified by way of a contrast image 

and the nature of the explosives may be inferred from the positive contrast they 

produce. 

In practice, individuals will stand in front of an imager and be scanned by a 

moving beam/detector combination. X-rays are collimated and scanned using 

mechanisms made from lead or similar high attenuation materials. The scanning 

process takes time and the individual must be scanned in both front and back 

views, so throughput is relatively slow. This type of system would only be consid-

ered for screening individuals who were suspected of concealing an item of inter-

est and most individuals would not be screened in this way. 

Imagers of this type are capable of producing high resolution images of the un-

clad body, so privacy may be a concern and privacy filters may be required to pro-

tect individual’s modesty. These machines also irradiate individuals with very 

small amounts of ionising radiation, so health issues may need to be considered. 

These machines have some automatic detection functions, providing a threat 

indication based on the effective atomic number of the detected materials. How-

ever, the primary classification is provided by a human operator who views the 

images from the system and decides on the position and nature of any hidden  

objects. 

2.2.3.2   Passive mm-wave or Terahertz Systems 

Passive imaging systems, such as mm-wave or Terahertz (THz), are designed to 

produce body images from the thermal radiation passing through clothing. Any 

object concealed under the clothing will produce a contrasting image if it is at a 

different effective temperature to the surrounding body. In use, the imagers could 

either be set up to scan individuals as they walk through a screening zone. Indi-

viduals may be asked to stop in an appropriate pose as they are scanned, or (unlike 

the other passenger screening technologies) could be scanned unobtrusively or cov-

ertly at some other location. In either case, the throughput can be relatively high 

and this type of system would be expected to be used to screen all individuals.  

The image quality from passive imagers is relatively poor since only a small 

amount of thermal energy is available at these frequencies. The resulting images 

do not include much detail and may be noisy, so a human operator is required to 

detect and identify threats, based on appearance and placement. 

2.2.3.3   Active mm-wave Systems 

Active mm-wave scanning portals generate images of the bodies of individuals 

through their clothing. The sector scanning mechanism allows a full 3D image to 

be generated and this can subsequently be viewed from any angle in order to as-

sess the nature of objects detected.  

In use, individuals are asked to enter the portal, stop in a required pose while 

they are imaged and then leave the portal. An operator then assesses the imagery 

produced. This process can be relatively quick if required, so this system could 
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potentially be used either for screening all individuals or alternatively for screen-

ing only those individuals who are selected as being suspicious by other means. 

This type of system does not provide any assistance in identifying objects, so 

the sole classification mechanism is provided by the human operator, who must 

detect and identify threat by way of their appearance and position in the imagery. 

3   The Role of the Human Operator within the System 

The human operator is defined as the individual within the airport environment 

working with the technology who makes a decision regarding identification of a 

threat based on an image of the potential threat (i.e., face, item of baggage or per-

son). If necessary, it is the human operator’s role to escalate the matter within the 

system so that the relevant person(s) within the system can take an appropriate 

course of action. Human operators may also be required to operate and monitor 

the technology and undertake other tasks not related to the operation of the  

technology.  

Although, as stated above, the human operator represents only one element of 

the system, the human operator can be considered the key element in the system as 

they make the ultimate decision about whether a person of interest has been identi-

fied or a contraband item has been found within baggage or on the person. Based 

on DSTO evaluations of this type of technology, without a capable human opera-

tor, current image-based airport security technologies cannot achieve levels of 

performance which are useful in the operational environment. 

It is for this reason that the technical and human elements of airport security 

systems must work together effectively, as weaknesses in either element diminish 

the effectiveness of the overall system. Such limitations need to be understood and 

accounted for in the development of policy and procedures governing the opera-

tion of these systems. However, while much headway has been made towards un-

derstanding and improving the technical elements of airport security screening 

systems (e.g., the algorithms, imaging techniques and database construction), 

comparatively little attention has been paid to understanding the role of the human 

operator [9, 10]. 

3.1   Automation of Security Tasks 

One common feature of the security screening technologies discussed here is that 

they all automatically acquire the image of the potential threat to assist the human 

operator. 

Systems are often automated to increase efficiency and effectiveness, reliabil-

ity, and safety (see Section 3.1.1). A number of levels of automation have been 

defined, ranging from complete manual control, whereby the automation offers no 

assistance and the human is in complete control, to a system completely auto-

mated where the human is not informed about decisions made by the system and is 

largely ignored [11].  

It is argued, however, that when included in the process, human operators add 

judgement to the system and are better able to respond to unforeseen changes than
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technology alone [12]. Security screening tasks require high levels of cognitive 

ability and a human operator is often limited by the capacity of their working 

memory [13]. In this way, security systems with a need for high volume cannot 

perform effectively without some automation. Nevertheless, care must be taken to 

closely assess the role of the human in the system in order to reduce the likelihood 

of error. Errors associated with system performance can originate directly from 

system functioning or may be the result of human issues linked to attention, per-

ception and cognition in operating the system. Although system failures and 

breakdowns cannot be stopped, human errors can be managed and addressed to 

further develop connectivity between the human and the machine in the system 

and to stop further malfunctions from occurring [13]. 

3.1.1   Reasons for Automation 

There are a number of different reasons for automation [13]. A process may be 

automated because it is impossible or hazardous for a human to perform. For ex-

ample, it is not possible for humans to replicate the X-ray task, nor is it possible 

for humans to replicate the task of matching individuals against thousands of fa-

cial images. Also, given the nature of some of the potential threats (i.e., explo-

sives, weapons), it could be hazardous for humans to undertake the equivalent 

task. 

Automation may also be employed for difficult or unpleasant tasks ordinarily 

carried out by humans that may be very challenging to undertake and/or may lead 

to lower rates of performance. Such tasks often require vigilant monitoring for 

very rare events and consistent decisions to be made, both of which are difficult 

tasks for a human alone [14] (i.e., physically searching passengers).  

Additionally, automation may provide a system which simply extends the hu-

man capability to do the same thing in complex scenarios. Automation in these 

circumstances relieves the operator from cognitively demanding tasks and  

excessive working memory requirements, while also facilitating a multitasking 

capability. For example, in the case of face recognition screening applications, 

research suggests that humans are highly skilled at distinguishing faces (particu-

larly involving familiar faces [15]), but that they are poor performers in face  

recognition tasks involving unfamiliar faces [16]. Further, reviews of the litera-

ture have shown that factors such as race, disguises, changes in appearance and 

quality/type of image can impair human recognition accuracy [17]. Overall, the 

face recognition literature suggests a variable rate of human performance for fa-

miliar faces [15] and very poor performance for unfamiliar faces [18]. In this 

case, automation provides an extension of the human ability to recognise faces, 

which is ordinarily a cognitively demanding task when the operator is provided 

with many unfamiliar faces and asked to quickly make a decision. In addition, 

detection systems that automatically detect threats and highlight them for an op-

erator’s consideration extend human capability in interpreting output from bag-

gage and passenger screening systems by highlighting possible threats for more 

in-depth consideration. 
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3.1.2   Limitations of Fully Automated Systems 

In addition to the need for a human operator to manually check identified alarms 

or review X-ray images of baggage or people for contraband in airport settings, 

there is also a need to observe for suspicious behaviour. The screening technolo-

gies examined in this paper do not currently undertake automated evaluation of 

human behaviour, although such systems are currently in development [19].  

Humans are able to naturally detect or be trained to attend to the voices, words 

and actions of individuals indicating dishonest behaviour. The face provides valu-

able information regarding others’ emotional states and most individuals can accu-

rately interpret these. More specifically, individuals can accurately link increased 

facial movement or blinking to stress, anxiety or nervousness [20], and can use 

body and voice cues to distinguish defensive behaviour or fear [21]. Additionally, 

humans can utilise their abilities to carry out important confirmatory tasks, such as 

interrogating an individual, establishing travel history, or checking the validity of 

identification documents.  

A screening system which combines the strengths of technology and automa-

tion with human perception is likely to be best in optimising performance, rather  

than a solution based solely on one or the other. Ideally, an overall system which 

takes into account the limitations of both the human and automated components of 

the process, in order to provide optimal performance within the limitations of the 

scenario, should be deployed. 

3.2   The Impact of the Human Operator on Overall Performance 

It is clear that human operators contribute to the successful performance of secu-

rity screening systems. However, understanding the way in which these security 

screening systems operate is crucial to understanding the improvement in per-

formance a human operator can provide. 

3.2.1   Consequences of Non-optimal Decision Thresholds 

In airport security settings, correct identifications are crucial. For instance, failure 

to detect a person of interest or something hazardous may result in a security 

breach. Conversely, unnecessarily inconveniencing passengers negatively impacts 

on business practices and may lead to unwanted media interest and public  

concern. 

Consequently, the decision thresholds need to be set at a practical and opera-

tionally viable level. Taking into consideration the trade-off between the number 

of incorrect alarms and missed threats, setting the system’s decision threshold too 

high can lead to correct identifications being missed. However, setting the thresh-

old too low can lead to a high number of false alarms, causing possible overload 

of the system, particularly the human operator. Allowing a high number of false 

alarms could increase workload for airport personnel (e.g., unnecessary question-

ing of innocent persons). A high number of missed detections will increase the 

risk that threats will not be detected, which may have security implications. There-

fore, a completely automated system would require a threshold setting that would 
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compromise either the number of incorrect alarms or missed threats, often to the 

point of making it operationally unviable. 

The addition of a human operator in the system enables these threshold settings 

to be tailored to achieve the highest level of performance. That is, the threshold 

setting for an operator based system can be chosen to allow for an appropriate 

number of false alarms which the operator is able to deal with quickly and effec-

tively, while generating a higher number of correct identifications and reducing 

the number of missed detections. 

3.2.2   Limitations to the Impact of the Human Operator 

Automated systems affect the performance of the human operator in four key 

ways. 

Firstly, if the operator is not shown a threat they are unable to make a positive 

identification. For example, as is the case with some face recognition systems, 

only watch list images which achieve a score above a certain threshold setting will 

be shown to the operator. Therefore, it is possible that if the matching watch list 

image does not score highly enough this image will not be presented to the opera-

tor as a possible match. Additionally, for all systems, if the screening equipment 

does not provide an image of the threat (e.g., if the threat is obstructed by the 

presence of other objects or due to poor placement) the operator is unable to make 

a correct identification. In essence, if a threat is not shown, it cannot be identified.  

Secondly, if the operator is shown an image of inadequate quality to make a 

correct decision regarding the likelihood of a possible threat this will compromise 

the ability of the operator to perform at an adequate level. For example, research 

into human face recognition suggests that humans are vulnerable to the effects of 

viewpoint pose and illumination, so much so that if the two images under exami-

nation are in different poses, or if the two images are taken under vastly different 

lighting conditions, the human operator will have significant problems identifying 

them as matching [22]. Similarly, humans have difficulty reaching conclusions 

about unclear X-ray images [23]. 

Thirdly, image-based airport security screening technologies rely on a certain 

level of operational proficiency and may be affected by system failures or envi-

ronmental issues, such as breakdowns from dealing with large amounts of input 

(e.g., images, identifications) or possible power outages. Essentially, the operator 

has no real control over system functioning or breakdown and in these cases can-

not reach a decision if the system is not operational. Indeed, one of the functions 

of the operator should be to monitor the system connectivity and functionality, and 

initiate repairs to the system if required.  

Finally, the system needs to be appropriately calibrated to allow for the human 

operator to operate at an optimal level of performance. This calibration should 

recognise that the capabilities of different human operators will vary. Although the 

human can contend with a certain number of false alarms, overloading the opera-

tor can lead to poor decision making and failures of the system to extend the capa-

bility of the human. Humans will be fallible at some point, but the system should 

work with, rather than against, the operator to provide the highest level of  

performance. 
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4   Factors That Impact Human Operator Performance 

In this section the focus is on the impacts on human operator performance as dis-

crete from those associated directly with the system functioning. 

4.1   Usability 

Human operator performance can be impacted by the usability of the security 

screening system that they are required to operate [24]. A system is considered 

usable if the intended operators can meet a desired level of performance operating 

it, the amount of learning or practice to achieve this level of performance is ap-

propriate, the system does not place any undue physical or mental strain on the 

user, and users are satisfied with the experience of interacting with the system 

[25]. In assessing the usability of a system the focus should, therefore, be on the 

operator’s appraisal of the system and include an objective assessment of the ef-

fectiveness and efficiency of the system, as well as the operator’s overall level of 

satisfaction with the device. 

A number of factors impact on the usability of a system, ranging from the ergo-

nomic design of the work area, seating and the work station itself; to the efficient 

design of the input (e.g., control consoles) and output (e.g., display screen) de-

vices, as well as user manuals. Input devices on security screening systems can 

vary in design, from a standard keyboard to a proprietary designed console spe-

cific to that screening system. The output device should be large enough to aid the 

operator in their decision making [26]. If a large amount of information is required 

to be displayed, the use of additional screens should be considered as presenting 

images as large as possible will aid the operator in analysing the image and reach-

ing a decision. Graphical User Interfaces (GUI) that use familiar designs (icons 

and actions), are readable (in terms of text size and colour), and which utilise logi-

cal information placement and information flows can enhance human operator 

performance by reducing stress and fatigue [27]. 

It is important that usability issues are considered early in the system design 

process to ensure that the impact on human operator performance is minimised, 

and unnecessary costs (e.g., to modify equipment post deployment) are avoided 

[28]. Unfortunately many such systems are designed without consideration for 

human factors issues, which often force operators to use poorly designed systems 

that directly impact on performance. 

4.2   Training 

Training is considered to be a key area that impacts on operator performance, 

however, the link between training and performance is poorly understood. Train-

ing given to operators tends to vary, with some operators given computer based 

training, while others only receive on-the-job training.  

In terms of human face recognition performance there remains disagreement 

regarding the impact of training in recognising unfamiliar faces. Experience and 

training are both central to the performance of human operators [15], however, 

results on the usefulness of training are inconsistent. Several studies conducted in 
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the past have identified that training does work [29, 30], whilst others have found 

that training has no effect on participants’ subsequent performance [31]. There is 

difficulty in identifying the most effective method, scope and duration of training 

to produce the best results [15]. 

The results of DSTO trials of baggage and passenger screening systems sug-

gests that differences in training packages may influence or bias the operators’ 

performance [32]. For instance, if training packages tend to only show images of 

individuals or baggage with contraband, the high presentation of threat items 

could lead to an unconscious response bias towards raising an alarm. Similarly, if 

users are only trained on images of individuals or baggage with contraband, their 

discrimination (i.e., ability to identify a non-carrying individual), may be lower. 

Hence, when providing training for airport security screening technologies, it is 

important to train human operators with examples where a threat item is absent, as 

well as examples when a threat is present.  

The detection of contraband items through X-ray machines is quite complex 

and challenging as there are multitudes of different contraband items that come 

through X-ray devices in various configurations and viewpoints. Additionally, a 

change in orientation can make an object harder to detect. In reality contraband 

items are very difficult to recognise without any training [33].  

Feedback is used in many training situations and it is a process by which  

information about performance is provided to an individual or group in order to 

facilitate learning, with the overall aim of improving future performance [34]. 

Feedback can prove to be an effective training mechanism as demonstrated in 

Chapter 6. However, although it is possible to use immediate feedback when train-

ing operators on X-ray technologies, this is not always the case with all other 

forms of screening devices in airports.  

The majority of previous research has been limited to the detection of contra-

band through the use of X-ray technologies [35, 36, 37], so further research is re-

quired to measure the impact of training on operator performance with each new 

type of screening technology. 

4.3   Workload 

Since the human operator plays an important role in the systems considered in this 

chapter it is crucial that the relationship between their workload and performance 

is not only understood, but managed. It is also important to recognise that the 

abilities of individual human operators will vary. For example, some operators 

may be better able to cope with a high volume of alarms, but may be less capable 

of multitasking. 

4.3.1   Number of Alarms 

In systems where the human operator provides the final decision making function, 

the operator work-rate will depend on the number of alarms. Since the apprehen-

sion of persons of interests or those carrying real threats is a rare event, the 
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primary source of alarms will be false alarms. In the case of a face recognition 

system with a large watch list, a significant percentage of individuals may gener-

ate false alarms, with some individuals possibly generating matches with multiple 

watch list identities. The workload on the human operator may therefore need to 

be managed by restricting the passenger flow rates. 

In the case of baggage and passenger screening systems, where the human op-

erator provides the classification of objects imaged through bags or clothing, the 

false alarm rates from innocently carried items and clothing could also be a sig-

nificant fraction of the passenger throughput rate. 

Considering the vast majority of alarms will be false and there may be many 

such false alarms, operators and observers will need to be trained to have the ex-

pectation that, although most alarms will be false, they still need to remain vigilant 

in order to detect the rare true alarm. Since the natural human tendency is to ig-

nore the source of continual false alarms, training to counter balance this tendency 

will be essential. 

4.3.2   Multi-tasking 

In some circumstances the screening function may not be the only responsibility 

of the human operator. Most research in the area of multi-tasking suggests that the 

introduction of subsequent tasks distracts from the original task, impacting nega-

tively on performance [39]. 

As an example, for face recognition systems the human operator may be lo-

cated in a CCTV control room, monitoring the CCTV feeds generally until a face 

recognition system alarm occurs, or the throughput through the capture zones in-

creases. For baggage and passenger screening systems, a secondary responsibility 

of the human operator may be to monitor any unusual behaviour in the area. 

Where human operators have multiple roles there are several potential implica-

tions. Firstly, the multiple roles may have an impact on the time taken to review 

the alarm/image by introducing a ‘time delay’ not related to the review process 

itself. For face recognition this could result in a failure of the appropriate response 

(i.e., question and/or detain the individual) to be actioned, whereas for baggage 

and passenger screening this would impact on the flow through rate at the screen-

ing area. A delay in reviewing the alarm/image may also cause the human operator 

to rush their decision which could result in an incorrect decision. 

Secondly, an incorrect decision may also result if the human operator is dis-

tracted (i.e., by monitoring suspicious behaviour) whilst making their decision. 

For face recognition systems the distraction of other tasks may result in alarms not 

being reviewed in their original order, which may impact on the ability to action a 

response. For baggage or passenger screening systems this may result in confusion 

as to which bag or person contained a possible threat. Additionally, for face rec-

ognition systems, it may not be possible to review some alarms if the alarm queue 

is of insufficient length and/or alarms have been automatically removed from the 

system after a period of time. 

Therefore, where human operators have multiple duties it is important that these 

are considered in the assessment of the systems in order to highlight any implica-

tions for the performance of the systems and also existing business practices.  
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4.3.3   Individual versus Team Dynamics 

It is also necessary to note that there may be performance differences between 

individuals and teams. These differences may have important implications within 

the airport security domain. It could be considered that a system that requires 

fewer resources (i.e., one rather than two operators) would be desirable. However, 

given the importance of precise decision making, if an extra operator greatly in-

creases the accuracy of the system, this could be worthwhile. 

Unfortunately, there is a great deal of disagreement within research in the area 

of group decision making. In some instances, teams have been found to be better 

able to reach decisions that involve more risk than do individuals [39], whereas 

other teams have been found to reach decisions that are more conservative in na-

ture [40]. A number of factors including communication skills, and shared expec-

tations may affect group performance [40, 41]. Similarly, phenomena known as 

groupthink and group polarisation can also occur in team situations [41, 42]. The 

study of group effects is made even more complex because such effects are influ-

enced by the personality and cognitive attributes of the individuals involved. In 

Chapter 6, a more detailed exposition of group effects, in the context of these in-

dividual differences, is presented in the theoretical framework of a human factors 

experiment of an airport security imaging device. 

It should also be recognised that multiple human operators could be utilised 

with independent decision making functions. For example, given that X-ray im-

ages display a reasonable level of complexity and that each image typically con-

tains multiple types of stimuli (e.g., innocent items, as well as explosives, guns 

and knives), which are usually presented within the image with different colours 

and at different orientations, two operators may be more efficient than one at in-

terpreting these images. In a series of studies [43] it was observed that the time 

taken to search for two visual targets simultaneously was higher than for two sin-

gle target searches, with there also being an associated loss of accuracy. There-

fore, X-ray searches may be more efficient with two operators, with one searching 

for one type of stimuli and the other for another type of stimuli in all presented 

images.  

Additionally, if several baggage or passenger screening systems are deployed a 

different human operator would be responsible for each one. Also, for face recog-

nition systems the alarms could be split (especially in periods of high throughput) 

and passed onto different human operators for assessment. In all of these cases the 

human operators are considered as individuals rather than as a working team. 

4.4   Fatigue and Stress 

In [44] the authors found that a person’s ability to maintain vigilance and attention 

reduces over time. Inattention can be induced by fatigue, which has been widely 

studied as the cause of errors, inefficiency and risky decision making [45, 46]. 

Shift workers are particularly susceptible to fatigue, mainly due to the impact of 

shifts on circadian rhythm. Circadian rhythm refers to the cycle of biological  

processes that take part in all humans throughout the day. Circadian rhythm peaks
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during the hours of 0800 and 1400 and considerably lowers in the evening and 

early morning. Personnel working within an airport security environment are usu-

ally required to work to unusual shift timetables based on the schedule for arrival 

and departure flights. These schedules can include working very early in the 

morning, working longer hours (i.e., 10 hour shifts) to allow for more consecutive 

days of rest between work periods, and working a mixture of different shift times 

to maintain a continuous rotation of schedules (e.g., early in the morning and late 

at night). 

Although strategies are usually applied to allow workers to adapt, full adapta-

tion is never really achieved as the individual will still be exposed to some evi-

dence of the earth’s natural day and night cycle affecting synchronisation to a new 

circadian rhythm. These conditions create an environment where these individuals 

are working when they are fatigued and when circadian rhythms are at their lowest 

levels, which has been shown to increase error rates [13, 47].  

In fact, fatigue, stress and distraction have long been reported as key factors 

impacting on human operator performance across a range of settings [48]. Human 

operators will often be required to perform under time pressures, where there may 

be crowds of people. In [49] it was found that humans often perform worse when 

placed under a time pressure as opposed to normal conditions. Such pressure can 

cause stress and promote risky or biased decision making. 

Additional tasks can also cause operator stress (see Section 4.3.2). The re-

quirement to consult a decision aid or check multiple screens for information can 

direct attention away from the core task. In addition, the higher the state of the 

alert, the greater the number of false alarms presented for the human operator’s 

consideration [50], which can subsequently impact on performance (see Section 

4.3.1). An operator performing face recognition who is faced with two possible 

matches to decide between has to expend less effort to arrive at a decision than 

one which has 20 or more possible matches to decide among [51]. 

In addition to time pressures and additional tasks, the tasks human operators are 

required to complete require attention to detail and the maintenance of such atten-

tion over significant time periods. Periods of inattention can lead to significant 

decreases in performance where signals can be missed [44]. 

It is also necessary to note the importance of individual differences. That is,  

different human operators working in the same environment may have different 

reactions to stress, and/or be less susceptible to fatigue and distraction [47]. In 

investigating these differences further it may be possible to derive other possible 

strategies which can be employed to overcome fatigue associated with working in 

an airport security environment. 

4.5   Human Operator Individual Differences 

There is evidence to suggest that certain innate abilities or personality characteris-

tics may be associated with better performance on human operator tasks [52, 53]. 

Knowledge of innate abilities or other characteristics important for operator per-

formance may be used to guide personnel selection and/or training for security 

screening functions. 
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Perceptual and cognitive abilities play a role in the ability of an operator to in-

teract with image-based security devices. However, in the context of security 

based devices, little research has gone into: 

1. identifying what these specific abilities are, 

2. predicting performance in the real-world application on the basis of these abili-

ties, and 

3. the extent to which any such abilities may be learned or innate. 

There is evidence that performance on a test known as the X-Ray Object Recogni-

tion Test (X-Ray ORT) can predict performance on the real world task of identify-

ing contraband in X-ray images of baggage [53]. This test acknowledges the  

influence of viewpoint of the contraband, the inclusion of multiple non-contraband 

items in the same bag and the effect of overlaying items from the screener’s per-

spective on overall performance on the real-world task. It is the ability of the 

screener to cope with these aspects of the task that appear to predict real-world 

performance. It should be noted that in this test the images are very similar to what 

the screener would view in the real world so it gives a good practical test of per-

formance on the task. In addition, there is evidence that an abstract test of percep-

tual processing ability can also partially predict performance on an image-based 

airport security device (see Chapter 6).  

In the context of face recognition systems, there is evidence to suggest that  

recognising faces is innate, and qualitatively different to the recognition of other 

objects [54, 55, 56, 57]. There are a number of arguments in support of this as-

sumption. Firstly, it has been proven that faces are easier to remember when pre-

sented in an upright rather than inverted orientation [57]. Secondly, there is a form 

of agnosia known as prosopagnosia (or face blindness) in which patients are un-

able to recognise faces, but yet often have no difficulty with the recognition of 

other objects [57]. This suggests that there is a dedicated part of the brain respon-

sible for face recognition. Thirdly, studies have demonstrated that newborn infants 

can discriminate between individual faces, suggesting that face recognition is well 

developed by birth, and may, in fact, be an innate ability [58, 59]. 

In addition, to cognitive and perceptual processing ability, it has been suggested 

in Chapter 6 that cognitive processing styles may impact performance in screening 

or operator tasks. In particular, the bias towards rational or experiential processing 

styles have been hypothesised to impact performance in terms of whether an indi-

vidual is biased more towards responding quickly or more accurately. The ex-

periment in Chapter 6 includes the Rational Experiential Inventory [60] and that 

chapter describes the underlying theory in more detail. 

4.6   Biases 

Human operators may be subjected to a number of different biases that can di-

rectly or indirectly affect their decision making and performance.  

Whilst it is important to determine if biases in the responses of human operators 

are present, it is equally important to understand why they exist and how they  

can be removed. In some cases it may also be desirable, as part of business 
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processes, for some biases to remain. For example, it may be appropriate that hu-

man operators effectively use a lower decision threshold for items which may be  

explosives. 

4.6.1   Ethnicity, Gender and Age Biases in Face Recognition 

The ‘own race effect’, where people have been found to more easily recognise and 

distinguish faces of their own race more accurately than faces from other races, 

has been well documented [61, 62]. Nevertheless, research focusing on the  

own-race effect has shown that people can be trained to better recognise faces of 

different races through experience, exposure and practice. This was done through 

directing people toward certain facial cues and providing feedback on perform-

ance improvement in face recognition with own race figures [63]. 

Similarly, a gender bias has been observed where people have been found to 

recognise faces of their own gender more accurately than faces of the opposite 

gender [64, 65]. However, research related to own-gender bias is not conclusive, 

with some studies demonstrating that females are better at remembering faces and 

are able to outperform males in recognising male faces [66, 67, 68]. It has been 

argued that this occurs because females have a higher interest in people and as a 

result remember more faces [67, 68, 69]. While most findings do not report male 

own-gender bias, there have been a number which have found some effect [65, 67, 

70, 71] and other studies which have reported that males recognise male and fe-

male faces equally well [67, 69, 71]. In terms of which faces are generally better 

recognised, mixed findings have been reported. Some researchers have found that 

female faces are better remembered and recognised because they are found to be 

more distinct [68, 72, 73], while others have indicated that male faces are better 

recognised than female [22, 70]. 

More recently, research has turned to the own-age effect. Here, researchers 

have found an own-age bias for children, adolescents, and adults (young and eld-

erly). That is when making face recognition decisions, people tend to perform bet-

ter when asked to make decisions about faces of their own age, than faces from 

other age groups [74, 75]. 

4.6.2   Cognitive Bias 

In relation to all types of security systems, biases may relate to cognitive con-

straints, such as perception, judgement and decision making. These issues have 

been reviewed in [76]. Additionally, the role of confirmation bias [76], that is, a 

tendency to confirm any initial theory or preconception whilst avoiding discon-

firming information in the forensic identification setting has also been studied 

extensively [77, 78, 79]. Research has found that decision makers have a threshold 

that must be reached before a certain decision, such as to identify a person  

or threat, can be made. Many factors can influence this, including time  

pressures, accountability, expectations and emotions surrounding the task [80].  

In addition, it has been found that human operators often base their deci- 

sion making on past experiences more so than on logic or rationality [76]. 
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In terms of baggage and passenger screening systems, evidence suggests that 

human operators can only recognise something they have seen before, or is similar 

to something that they have seen before. Thus, operators may be able to easily 

recognise the presence of a gun if the image produced shows the gun in profile, as 

this matches the expected form of a gun. However, an image of a gun from a dif-

ferent angle, which does not clearly display the typical gun shape may be less 

identifiable to operators.  

Human operators can also become biased towards raising an alarm when condi-

tions suggest an alarm is more likely. For example, if intelligence has been  

received that a person of interest may be in the area, or if there is heightened 

awareness because a threat item has recently been found, an operator may err on 

the side of caution (i.e., making too many false alarms) in the hope of identifying 

the suspect. In other words, the amount of visual evidence they require in order to 

decide to call an alarm is reduced (i.e., the operator’s bias may reduce). However, 

this change in bias does not affect the operator’s ability to discriminate between 

contraband and non-contraband cases. 

These issues highlight the importance of ensuring that staff are not only ade-

quately trained in their role of assessing alarms/items, but that they also have a 

clear understanding of the business processes in place, as well as an understanding 

of procedures and best practices to reduce common biases [76]. 

4.6.3   Reliance on Automation 

A number of the current security screening technologies are configured to provide 

varying levels of automatic threat detection. For face recognition systems this may 

be in terms of the presentation of match scores (or percentage of similarity) in 

conjunction with images for the closest matches generated by the system. In rela-

tion to baggage and passenger security screening systems this may be the high-

lighting of suspected explosives or other threat objects within an X-ray image on 

the basis of the Zeff number of the materials. This level of threat indication may be 

a useful guide for operators when making decisions. However, it is possible that 

certain operators, or all operators in certain situations (i.e., high pressure, time 

constraint or fatigue conditions), may come to rely on these automated prompts to 

generate their decisions entirely. 

For instance, in face recognition systems, operators may assume that if a deci-

sion is difficult or if there are time pressures that the image pair with the highest 

match score presented must be correct. Consequently, operators may not ade-

quately consider another image that was in fact a correct match, but which ob-

tained a lower match score and was therefore presented lower down in the list of 

possible matches for their consideration.  

Similarly, as was noted in a previous evaluation of baggage and passenger 

screening systems [32], operators may fail to detect a threat object if it is not high-

lighted by the system on the basis that if the machine did not detect a threat then 

one must not be present. Additionally, in this same evaluation, interviews with 

operators after the trial indicated that some operators doubted their own judge-

ments about the presence of a threat after the machine displayed a threat detection.  
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Operators indicated that this often changed their previous negative decision about 

the threat status of an X-ray image to a positive one.  

Thus, over reliance of operators on the technology to automatically flag a threat 

(or not) for them to evaluate may lead to a failure of operators to adequately inter-

pret images themselves, potentially leading to biases in decision making. 

4.6.4   Consequence of Actions 

The propensity of the human operator to make a particular decision may be de-

pendent on the consequence of the action. Here the consequence of the action can 

include the consequence of not identifying a threat (i.e., the threat that the item 

poses, both in general and also to the human operator) and also the consequence of 

incorrectly classifying an item as a threat (i.e., the response to the action). For ex-

ample, the tendency to classify an item as a threat may differ for images suggest-

ing the presence of a relatively innocent table knife compared to a more harmful 

plastic explosive. In this case the threat posed by each item is different, and the 

appropriate response would most likely be different as well. Additionally, if the 

implication of a decision was to completely shut down an international airport for 

a number of hours, operators may be less likely to identify a threat. 

4.6.5   Speed of Processing 

The time required to perform cognitive tasks depends on many factors, not the 

least of which is the operator’s requirement for speed versus accuracy [81]. The 

consequences of making an inaccurate (and potentially dangerous decision) must 

be balanced against the need to process individuals as quickly as possible to meet 

logistical (or administratively imposed) requirements. This can lead to a 

speed/accuracy trade-off. Responses made under speed stress can be faster than 

those observed under accuracy stress; the reduction in reaction time may be ac-

companied by an increase in error rates, with speed being traded for accuracy [81].  

Additionally, there is also a requirement, after a decision has been made, for 

personnel to have sufficient time to act upon that decision. As was previously dis-

cussed (see Section 2.1) there may be numerous suitable locations to acquire im-

ages for the purpose of face recognition. In many of these locations it may not be 

possible to contain the individuals in the area whilst the face recognition process is 

undertaken. Hence the speed of the system, including the technology and human 

operator, is critical. For example, if images are acquired whilst the individuals are 

at the inwards entry point, it is important that the face recognition process is com-

pleted in sufficient time to allow the person of interest to be located before they 

have left the area.  

Since baggage and passenger screening technologies are deployed at specific 

screening points (see Section 2.1) a degree of control can be achieved over indi-

viduals attempting to pass through the area. This control ensures that any threat 

identified by the human operator can be contained in the screening area so that an 

appropriate response can be initiated. 
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5   Recommended Methodologies for Evaluation of Systems 

It is argued that, in order to evaluate security screening technologies for the airport 

environment that use human operators, an understanding of the complete system, 

including the role of the human operator is required. The evaluation methodolo-

gies available in the literature typically focus on the technical performance of the 

technologies and fail to account for the influence of the human operator on opera-

tional performance [see, for example, [82]). 

This section provides an overview of the recommended methodologies devel-

oped by DSTO. The focus here is on the role of the human operator, with further 

details for evaluating specific systems contained elsewhere in this book. 

5.1   Types of Evaluations 

The independent evaluation of security screening technologies prior to their im-

plementation in the airport environment is critical to ensure that an appropriate 

level of performance in the operational environment is achieved. In most cases a 

multi-phase evaluation will be required, with the role of the human operator an 

important consideration in all the phases. 

5.1.1   Technical Assessments 

Once a number of potential solutions have been identified it may be advantageous 

to conduct technical assessments with the various technologies to baseline the 

performance levels achievable. 

The aim of technical assessments of face recognition systems is typically to 

compare competing algorithms using a common sensor in a controlled environ-

ment [82, 83]. For baggage and passenger screening technologies technical as-

sessments in a laboratory environment may provide the only opportunity to test 

the technologies against the full range of items of interest. As part of this testing it 

may be possible to provide guidance on procedures for an operational environ-

ment (e.g., suggesting how to best place items for baggage operators). 

Whilst the focus of technical assessments is the technical capabilities of the 

technologies, it is important that human factors issues are also considered. For 

example, it may be possible to eliminate from consideration technologies which 

are comparatively complex or time consuming to interpret, and therefore unwork-

able in an operational environment, or systems that clearly do not enable a human 

operator to undertake their role effectively. 

5.1.2   Scenario Tests 

The purpose of the scenario testing is to determine the system performance in an 

environment simulating (as much as possible) the operational environment and 

processes [82, 83].  

For scenario tests sufficient subjects or items will be required to achieve confi-

dence in the results, noting that, where relevant, multiple iterations with the same 

subject or item can be conducted. In general the role of the human operator should 
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be an important consideration in scenario tests, with both the performance of the 

technology and the impact of the human operator on overall performance assessed.  

Scenario testing is an important phase in most evaluations, especially if no 

technical assessments were undertaken. However, it is important to recognise that 

results will not be representative of those achievable in the operational environ-

ments due to differences in the environments (i.e., lighting for face recognition), 

subject behaviour and the various impacts on the human operator previously dis-

cussed (i.e., fatigue, workload, consequence of actions and bias). 

5.1.3   Operational Trials 

The goal of operational trials is to assess the feasibility of the complete system in 

the operational environment and with a target population [82, 83]. Here the system 

includes not only the technology but also the role of the human operator, the abil-

ity of the business processes to respond to threats and the capacity of the system to 

function for extended periods without system failures.  

However, whilst operational trials can provide the most realistic assessment of 

the suitability of a system for deployment, there are typically many challenges in 

conducting such trials (e.g., obtaining permission to conduct an evaluation in an 

airport environment) (see Section 6). As such, scenario testing (in the operational 

environment) can be incorporated into the operational trial to mitigate some of the 

limitations of operational trials (i.e., sample size). 

Often the ultimate goal of assessing a system is to determine the feasibility of 

implementing a system in a number of different, but similar, airports. As part of 

the assessment it is important to recognise that the different environments will 

result in different performance simply because of the different operational condi-

tions and circumstances. If there is flexibility in choosing a trial location it may be 

advantageous to choose the most challenging environment, which may, for exam-

ple, be the airport with the greatest throughput and hence pressure on the human 

operator. 

Following the operational trials, it may be possible to reuse some of the data 

collected to conduct additional analyses. For example, biometric face images 

could be reprocessed by the algorithm against different watch lists, or baggage or 

person screening images could be replayed to a larger pool of human operators for 

evaluation. 

5.2   Primary Measures of Performance 

Performance measures are a critical component of any evaluation. There are a 

range of performance measures that can be used to assess airport security screen-

ing technologies, including those focused specifically on the technology and those 

specific to the human operator. 

This section provides an overview of the key measures of performance for  

evaluating the role of the human operator. 
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5.2.1   Detection Accuracy 

Perhaps the most important measure of performance is detection accuracy in terms 

of what proportion of persons of interest or items of contraband are detected, and 

how many false alarms occur. In addition, the accuracy of the human operator 

may also be defined in terms of more specific measures derived from the Signal 

Detection Theory (SDT) framework [84]. 

When the image of a person of interest or an item of contraband is presented to 

the human operator there are two possible outcomes: 

1. Hit – correctly classifying the individual as a person of interest or the object as 

an item of contraband, or 

2. Miss – incorrectly failing to classify the individual as a person of interest or the 

object as an item of contraband. 

  For images of individuals who are not of interest (i.e., not on the watch list) 

and objects which are not contraband, two possible outcomes are also possible: 

1. False alarm – incorrectly classifying the individual as a person of interest or   

 the object as an item of contraband, or 

2. True reject – correctly classifying the individual as not being a person of  

interest or the object as not being an item of contraband.  

Generating this data would involve recording operator responses to presented face 

or X-ray images and noting the type of outcome (e.g., hit or false alarm) for each 

presented image. Details on how to then calculate these measures are detailed in 

[85]. 

However, human operator detection accuracy may not be straightforward to de-

termine depending on the type of response the operator is required to give and the 

nature of the decision. For example, in the case of some imaging baggage or pas-

senger screening technologies, the human operator might not only have to indicate 

that there is contraband, but also what it may consist of, where it may be located, 

and how it is concealed. In order to best replicate the expectations of the opera-

tional environment, a correct response may be considered to be the response that 

would reasonably lead to the identification of that contraband. For example, if 

strapping used to contain the contraband was identified, but not the contraband 

itself, this would be classified as a hit because it would likely lead to subsequent 

identification of the contraband in a physical search. This will result in error rates 

that best reflect what could be expected in the real-world. 

5.2.2   Discrimination and Bias 

SDT also provides two additional measures (discrimination and bias) that can be 

useful in further analysing the accuracy of human judgments. Discrimination re-

lates to a person’s ability to distinguish target and non-targets, whereas bias relates 

to a person’s tendency to raise an alarm. Two people may have the same discrimi-

nation ability, but they may differ in their bias. 

These measures are important for two reasons. Firstly, discrimination and bias 

are measures that describe human performance in a way that is not easily obtained 

by examination of only the detection performance in terms of hits and alarms. 
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Secondly, these measures can assist in locating the source of poor performance in 

airport security, (i.e., they may provide potential insight into why performance is 

poor and how it might be improved). This obviously has important implications 

for improving the security level in airports in a cost effective manner. 

For example, consider the case of an individual displaying good discrimination, 

but high positive bias. While they are skilled at the task they are very reluctant to 

raise an alarm. To examine this, one might focus on why the bias is so low (i.e., 

are there issues surrounding business practices and culture, and undesired conse-

quences of raising an alarm?) Alternatively, poor overall performance that results 

not from strong bias but from poor discrimination implicates different processes. 

In this case, attention should focus on problems with the operator’s task-based 

skills, the technology that they may be using (if any), or both. Such problems may 

be best addressed by looking at training, employee selection, equipment calibra-

tion and performance, as well as the usability of the technology’s interface.  

The discrimination and bias statistics may be derived from the obtained detec-

tion accuracy performance statistics (as discussed in Section 5.2.1). Definitions for 

the conventional discrimination and bias measures can be found in [84], with al-

ternative mathematical derivations of discrimination and bias, which may be more 

appropriate in some operational environments, in [85, 86]. Furthermore, an appli-

cation of these performance measures in a human factors study of an airport imag-

ing device can be found in Chapter 6. 

5.2.3   Subjective Confidence 

In conjunction with operator decisions about the status (threat/no threat) of a face 

match decision or X-ray image, subjective confidence, that is, the human opera-

tor’s confidence in their decision can be collected. These data may be collected on 

a Likert scale [87], such as a five-point scale (e.g., 1 = Very Confident to 5 = Not 

Confident at All), although the size of the scale may be varied if desired. Alterna-

tively, confidence ratings may be collected on a continuum scale (e.g., as a per-

centage). Confidence ratings should be collected immediately after the operator 

has made a decision. 

While this confidence rating process is not present in the normal operational 

environment, this measure may be very useful in examining the decision making 

processes of the operator. For example, inaccurate responses that are associated 

with high confidence suggest a lack of awareness of the quality of their responses 

and may reflect unwarranted faith in the abilities of the technology and/or the op-

erator’s abilities. Similarly a significant positive correlation between time and 

confidence (i.e., that longer response times are associated with lower confidence 

ratings) could indicate tentativeness of response. 

5.2.4   Processing Speed 

If the technology itself is too slow, or does not allow the human operator to under-

take their decision in a timely manner, the flow of individuals through the screen-

ing area could be disrupted. Disruptions to throughput flows can impact on  

various airport stakeholders, including the airlines and retailers, and may also 
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generate negative public sentiment towards the technologies. It is often the case 

that specific throughput flow rates are required, and meeting these requirements 

may result in decreased system performance. 

In terms of assessing the speed of the systems it is often important to consider 

the time taken by both the technology and the human operator to make a decision. 

The mean time and standard deviation should be considered
2
 for both the human 

and technical parts of the system individually, as well as the system overall. Dur-

ing the analysis any outliers should be examined, especially if artefacts of the trial 

process may have contributed to large variations in the time taken. 

To assist in the assessment of processing speed of the system, it is useful to 

video record both the movement of individuals and objects through the technolo-

gies and also the responses of the human operators. It is important that the video 

feeds are time synchronised and recorded directly onto DVD disks or hard drive for 

later analysis. The collection of processing times involves defining appropriate start 

and stop times (and associated cues for determining these) and noting the relevant 

time on the basis of the time date stamp on the video recordings. The procedure for 

the collection of process timings is discussed in further detail in Chapter 4. 

5.2.5   Cognitive, Perceptual and Other Abilities 

As discussed in Section 4.5, it is likely that particular individual abilities may be 

associated with better performance on human operator tasks associated with secu-

rity screening technologies. It may be that some individuals are more naturally 

suited to security screening task of this kind than others. Alternatively, it may be 

that some individuals perform well only on a particular type of security screening 

technology, or even only on a particular machine within a security screening tech-

nology class, but not so well on others. 

As part of evaluations, tests of cognitive, perceptive and other abilities that may 

be of relevance (e.g., personality) could be administered to operators. An example 

of this approach can be found in Chapter 6, while details of appropriate tests can 

be found in [53, 60, 88, 89, 90, 91, 92, 93]). The results obtained from these tests 

could then be related to the operator’s detection performance, discrimination and 

bias measures, speed and confidence ratings. This may provide a useful explana-

tion for the results obtained for these measures. Additionally, these results may 

potentially be used as a basis for identifying the types of individuals that may be 

best suited as operators on the security screening technologies and/or equipment 

under evaluation. 

5.2.6   Usability Assessment 

Operator-based usability assessments of security screening technologies may pro-

vide insights into factors, not previously considered, that affect overall system 

performance. The identification of such factors will hopefully result in improve-

ments to the technology and/or business practices. These factors can be assessed 

using a variety of methods as outlined below and in [94]. 

                                                 
2  Assuming that the distribution of times obtained is normal. 
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5.2.6.1   Qualitative Observations 

During an evaluation, qualitative observations of operators interacting with the 

system should be undertaken. This may highlight common errors that are experi-

enced in using the system, from which frequency observations could be collected 

to generate statistics on the prevalence of these issues. An understanding of the 

common issues experienced by operators may suggest ways in which the system 

could be modified to improve performance. These results could be linked to proc-

essing speed (as was discussed in Section 5.2.4) to provide an indication of how 

errors affect processing time and functionality. The procedure for the collection of 

qualitative observations is discussed in further detail in Chapter 4. 

5.2.6.2   Questionnaires 

Usability questionnaires may also be used to complement findings obtained from 

qualitative observations (as discussed in Section 5.2.6.1). A usability question-

naire (for examples see [95, 96, 97]) is designed to solicit the human operator’s 

view on each of the elements of the system under examination, covering both the 

performance and usability of the system.  

This type of questionnaire often consists of multiple parts, including optional 

demographic questions (e.g., details of the operator’s current employment, train-

ing and experience) and a series of performance and usability questions. The per-

formance and usability section of the questionnaire consists of system related 

questions, typically in terms of the operator’s perception of the effectiveness and 

efficiency of the system, and their overall satisfaction with using the system. The 

human operators are often asked to respond on a Likert scale [87] about various 

aspects of the system, including rating themselves as users on the specific system 

being examined. Finally, the operators may be asked to list, in a free-text format, 

the things that they liked and disliked about the specific system being examined.  

If deemed necessary, follow-up questionnaires can be given to the operators 

which target specific issues uncovered in earlier questionnaires. 

5.2.6.3   Interviews and Focus Groups 

In order to obtain more in-depth information about usability and performance is-

sues in the specific operational context, focus groups and/or interviews may be 

conducted with operators. It is necessary to conduct interviews with a number of 

different users to obtain a broad range of views from that operational setting. 

Interviews should be flexible and consist of open-ended questions designed to 

elicit a descriptive narrative of the procedures and practices used. Additionally, 

opinions of the operators on the functionality of the current system, and ways in 

which it may be modified and improved, could be discussed. 

6   Challenges in Evaluating Human Operator Performance 

There are numerous challenges in evaluating the performance, and in particular, 

the feasibility, of security screening systems. Some of these challenges are due to 
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the evaluation type and/or airport environment, as a consequence of the systems 

themselves, or the desire to produce scientifically valid and relevant results that 

can form the basis for an informed decision on the likely impact of the implemen-

tation of a system in the airport environment. 

The following sections focus on the challenges which are related to the role of 

the human operator. 

6.1   Methodology Design 

As discussed in Section 5.1, there are several different types of evaluations which 

may be utilised in the multi-phase evaluation of a system. The technical assess-

ments will provide limited guidance as to the relative merits of comparable sys-

tems in terms of the role of the human operator. Similarly, scenario tests are not 

entirely realistic, since they cannot simulate the complex airport environment and, 

in particular, the various factors which will impact on the performance of the hu-

man operator (as discussed in Section 4). 

There are numerous challenges in conducting operational trials in airports. In 

terms of assessing the role of the human operator, there may be limited opportuni-

ties to collect data and difficulties in observing interactions due to the require-

ments to minimise the impact on the existing business processes or because of 

concerns with evaluating the performance of staff members undertaking a ‘secu-

rity’ function. 

In order to collect sufficient data (see Section 6.2), one approach can be to con-

duct scenario tests in the airport environment, often in off-peak times or when no 

members of the public are present. However, it is often difficult to assess the rele-

vance of this data, since many of the factors which can impact on human operator 

performance (i.e., fatigue and workload) will either not be relevant, or will be  

different than would be the case during peak times. In addition, due to the need to 

collect a sufficient amount of data to achieve sufficient confidence in the resulting 

statistics (see Section 6.2), it is usually necessary to ensure that events of interest 

occur far more frequently than would be the case for a system which was de-

ployed. Human operators (unlike the technologies), however, have the capacity to 

remember previous events, which limits the ability to use subjects or items multi-

ple times. This may have an impact on the human operator’s decision process. 

For face recognition systems and passenger screening systems which require a 

privacy filter, thresholds are required to filter the images that are provided to the 

human operator. If these thresholds are not set appropriately the resulting data can 

be of little value. For example, if the threshold for a face recognition system is too 

high/low then the number of alarms presented to the human operator will be 

less/more than anticipated which will impact on the human operator’s perform-

ance. Due to this issue an assessment of the ‘baseline’ performance (i.e., matching 

performance across multiple thresholds) of the face recognition system is essential 

prior to incorporating human operators in the trial. 

 



174 I. Graves et al.

 

6.2   Sample Size Considerations 

When testing security screening systems, using either scenario or operational 

methods, there are good statistical reasons to obtain the maximum possible 

amount of data, and to maximise the diversity of that data. If the number of tests is 

too small, then individual outlier results can significantly bias the measured out-

comes. For example, one particular human operator in a test may be unable to 

properly interpret imagery from an X-ray imager. If this operator is the only one 

used for testing such a system, the results may be much worse than would be ob-

tained by a more competent operator. Thus, there is a need to include testing of as 

many operators as possible and also to use as many test subjects/items as possible 

to obtain the most reliable estimate of performance. 

Task completion theory has been developed to allow an estimate to be made of 

the reliability of data obtained from small samples [98]. This theory is based on an 

assumption that all variability in human operators or test subjects/items is nor-

mally distributed and that all measurements are independent and randomly ex-

tracted from an overall distribution. These assumptions may not strictly hold in 

any test, but the methods still allow an estimate of the reliability of data to be  

made. 

The basic question that is answered by the sampling theory is that given the 

limited number of tests, how confident can a researcher be that the results obtained 

are close to the results that would be obtained from an unlimited number of tests? 

For example, the theory indicates that, if the probability of a hit is measured to be 

60% from 100 tests, then we can be 95% confident that the underlying probability 

of a hit will be somewhere in the region between 50% and 69%. With 1000 tests, 

and 60% probability, the 95% confidence bounds would be 57%-63%, so increas-

ing the number of tests can significantly improve the accuracy of an estimate. 

In practice, the number of trained human operators that can be tested will be 

low, because the numbers of such people are generally limited and they are in de-

mand for other purposes. Thus, it is a good idea to plan to use as many human 

operators as possible, but to be aware that sampling issues may limit the validity 

of the results. It is sometimes possible to use a larger number of test subjects, ei-

ther by calling for volunteers or by recruiting paid subjects. Also, it may be possi-

ble to re-use test subjects/items to increase the number of tests, but, although this 

is a widely employed technique [82], it should be used sparingly, since it can in-

troduce bias into the results because the tests are no longer independent.  

As a general rule of thumb, based on past experience, a minimum of at least 50 

different test subjects (and preferably more than 100) are required for scenario or 

operational trials, with test subjects used a maximum of five times in any test se-

ries to minimise bias and to minimise any build-up of human operator familiarity. 

For testing which involves items to be detected that are either fitted to test subjects 

or placed in baggage, the position of the items should be changed for each test 

sequence to increase the variability.  

In some applications (e.g., face recognition), a watch list is employed and 

matches will be made with that list. Some detection/matching systems employ 

software to aid the operator by keeping the false alarm rate constant and therefore, 

as a consequence, the results from testing with one watch list size cannot be 
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readily extrapolated to other watch list sizes. Extrapolation is also not possible 

where there is any filtering of which algorithm matches are presented to the hu-

man operator (e.g., only the top few matches for each acquired image) or where 

watch list image quality varies. Thus, it is necessary to carefully assess the watch 

list requirements before testing to ensure that the results will be applicable in the 

planned operational environment. The significance of the watch list issues often 

do not become clear until after testing has been carried out and the data analysis is 

underway, so in some circumstances it may be worthwhile to carry out some ini-

tial testing to make sure that the bulk of the tests are useful. 

6.3   Context of the Results 

Another challenge of evaluating security screening systems is ensuring that the 

results are not only presented in the right context, but that they also address the 

fundamental questions of the client. This is particularly relevant for systems in-

corporating human operators, since the results could be used not only to consider 

the feasibility/suitability of the systems, but also the impact of the human operator. 

For the client, the decision to implement a security screening system is about 

the costs and benefits of the system. The costs are not only financial but can also 

be, for example, decreased throughput rates, false alarms and negative public 

opinion. Whilst the benefits of such systems are clear (enabling threat detection 

and response, as well as providing a deterrent effect) assigning a value to these is 

difficult, especially given that, in most cases, the likelihood of a threat may  

be low. 

Often the focus of systems such as those considered here is on the error rate; 

that is, the system failed to identify a percentage of persons of interest or items of 

contraband. Whilst it would obviously be better to achieve an error rate of 0%, 

given the trade-off between threats and false alarms this is not possible in an op-

erational airport environment with the current systems. Instead the focus should be 

on the performance of the system in comparison to the ‘baseline’ (i.e., whatever 

the current capability is). 

7   Conclusions 

The role of the human operator within security screening technologies discussed 

in this paper is currently (and is likely to remain) a critical component in moderat-

ing the performance of all of these systems. Although security screening technolo-

gies have some degree of automation, all such systems still rely on a human opera-

tor to make the final determination of whether a person of interest or an item of 

contraband has been detected. Nevertheless, human operator performance (and 

therefore the performance of these systems) may be compromised by failing to 

account for human fallibility, or by failing to provide an optimal working envi-

ronment (e.g., technology, physical environment, business processes etc). 

Despite this, DSTO’s experience in evaluating the performance of these types 

of systems is that very little consideration is given to the role of the human opera-

tor in the design of the technologies and also when implementing the systems in 
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the operational airport environment. Given the importance of the role of the hu-

man operator in the screening technologies discussed here, in that such systems 

cannot achieve useful levels of performance in the operational environment with-

out human operators, it is critical that all evaluations consider the role of the op-

erator in the assessment of the feasibility of screening technologies. 
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Chapter 6  

Assessment of the ThruVision T4000 Passive 

Terahertz Camera: A Human Factors Case Study 

M.A. Butavicius, K.M. Parsons, A. McCormac, R. Foster,  

A. Whittenbury, and V. MacLeod  
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Abstract. This chapter describes an experiment conducted by Australia’s 

Defence Science and Technology Organisation (DSTO) on the ThruVision 

T4000 Passive Terahertz  (THz) camera. The purpose of this study was to 

assess a number of the human factors issues surrounding the use of this de-

vice in an airport scenario. It presents the theoretical background, method-

ology (including psychological pre-tests) as well as aspects of the results 

from a controlled psychological experiment. 

1   Background 

In airports today, metal detectors are traditionally used to detect metallic contra-

band items concealed under a person’s clothing. However, passive THz imagers, 

such as the Thruvision T4000 Passive THz camera, have the ability to detect both 

metallic and non-metallic concealed objects and, by providing an image of the 

THz waves, they can also provide information on the size, shape and location of 

the contraband. Passive THz imagers work by detecting the natural THz radiation 

from a scene. In the context of passenger screening, their success is based on the 

assumption that contraband items such as weapons and drugs will have reflectivity 

and emissivity distinguishable from human skin. Because THz radiation can pene-

trate fabrics and plastics, the device can effectively see through the clothes of a 

passenger to potentially reveal concealed items.  

Unlike many screening devices where the user simply responds to or verifies an 

alarm that is raised by the device, there is no such automation in the THz imaging 

device and software. In addition, the angular resolution of the image is low and 

previous research at DSTO has demonstrated that factors such as the material type 

and thickness of clothing as well as characteristics of the passenger’s body can 

significantly alter the visibility of contraband. As a result, the overall performance 

of the system (i.e., the device and the operator working together) is highly reliant 

on the capabilities of the human to correctly interpret the images. In other words, 

the actions of the user have a vital role in the usefulness of such devices in the 

operational context.  

In processing and acting on the information presented on the device’s screen, 

the human is relying on their perceptual and cognitive abilities. As has been dem-

onstrated in Vickers, Butavicius, Lee and Medvedev (2001), the human brain is 

capable of quickly and effortlessly analysing vast amounts of visually presented 
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information to find solutions to problems that are computationally intractable, i.e., 

problems for which a guaranteed solution cannot be calculated by a computer in a 

realistic timeframe. Given the strength of the human visual capacities, it is impor-

tant to design passenger imaging devices that complement the strengths of the 

human visual system and to explore the elements of human information process-

ing that may improve performance on imaging tasks. 

Conventionally, the analysis of airport security devices occurs in three major 

stages consisting of technical, scenario and operational evaluations (for further 

detail see Butavicius, 2006). However, in some circumstances it is necessary to 

conduct additional testing that falls outside these definitions. The current study is 

a special case because it focuses on aspects of the user rather than just overall per-

formance of the system. To this end, the methodology called for a large number of 

participants to act as screeners as well as the inclusion of additional psychological 

tests that would not be found in traditional technical, scenario or operational 

evaluations. 

1.1   Previous DSTO Study 

In Hall, Bird, Johnson, Resnyansky and Sunde (2007), a scenario evaluation of the 

ThruVision T4000 camera was conducted. In this study, the THz camera was set 

up in an airport in a passenger flow area. A small number of airport screeners, 

working singly or in pairs, viewed live footage of the THz device alongside CCTV 

footage of the same scene. This footage was viewed in a room separate from the 

passengers. During the trial, a number of staff from the Australian Customs and 

Border Protection Service walked past the cameras and some of these staff wore 

concealed items under their clothing. The staff walked past the camera multiple 

times and each time all of the individuals were imaged by the device this was 

considered a separate ‘run’. The task of the screeners was to identify the staff 

members who were carrying concealed items in the trial. This identification was 

communicated via radio to ground officers by relaying the unique number tags 

worn by suspects as viewed from the accompanying CCTV footage.  

In this study a number of observations were made both during the trial and in a 

post-hoc analysis of video footage of the screeners, regarding human factors issues 

that may have been affecting performance. Firstly, it was noted that there were po-

tential differences between cases where one operator was present and two operators 

were present. A priori, two operators might seem advantageous because they could 

split the workload across the various tasks. Reporting a passenger carrying contra-

band was done via radio and the operator needed to match the CCTV footage of the 

passenger with their THz image in order to identify the unique numbers on their 

clothing which were worn for the purposes of the trial. In addition, the flow of pas-

sengers could not be halted by an operator which meant that this reporting of a sus-

pected contraband occurred while still monitoring new passengers. Similarly, a 

single operator could miss an anomaly in a THz image that a second operator could 

spot. In addition, in the runs with two operators there was often significant discus-

sion between the individuals before a decision was made about whether an individ-

ual was carrying contraband. As will be discussed in more detail in section 2.3.1, 

this interaction may or may not necessarily be beneficial depending on the types of 
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personalities involved. However, because of the small number of runs and the use 

of different mock ‘passengers’ and contraband across the runs, any valid statistical 

comparison between runs with one operator versus those with two was not possi-

ble. This observation led to the need for a controlled human factors trial to deter-

mine whether the use of two operators, and their interaction, would result in better 

performance in the airport scenario as opposed to just one operator. This issue has 

important practical implications for operating these devices in the airport environ-

ment because using two operators instead of one would significantly increase oper-

ating costs for this device and such a measure would need to be justified with sound 

evidence of a significant performance improvement. 

Secondly, there was significant variation between the runs which seemed asso-

ciated with individual differences, i.e., there was variation in performance that 

seemed strongly linked to the different operators. However, because operators saw 

different ‘passengers’ carrying different contraband in each run, it was not possi-

ble to determine the extent to which some operators actually outperformed others.  

The question was raised as to whether some screeners were simply better at the 

task of interpreting the THz imager than others. In addition, if such variation is 

present, what individual attributes are associated with better performance and can 

tests for these attributes be used to select the best individuals for this role? 

Thirdly, it was unknown what sort of training should be provided to screeners 

to operate this device. On the one hand, dedicated training programs that provide 

experience with a range of different cases where passengers do and do not carry 

contraband might better prepare them for the real life scenario. On the other hand, 

on the job training is a far cheaper method of training screeners in the use of this 

device.  However it has the downside that trainees only get feedback on their cor-

rectness of their decision when they do raise an alarm and not for cases when they 

do not. In other words, they will not receive any information on the accuracy of 

their decisions when they do not raise an alarm.  This limitation on the feedback 

provided to the screeners may, in turn, reduce their performance using the THz 

imager by creating a bias in their decision making.  

1.2   Previous Research Outside DSTO 

There were no published examples of trials or studies with a THz imager. In addi-

tion, there was little research into human performance, personality variables and 

cognitive and visual processing in the context of airport security. There is some 

research into human performance involving visual tasks in airport scenarios. This 

involved face matching for access control in controlled settings both in the labora-

tory (Lee, Vast & Butavicius, 2006; Fletcher, Butavicius & Lee, 2008) and in an 

airport scenario (Butavicius et al., 2008). However, the task of matching images is 

different from identifying images and, unlike the THz imager, this previous re-

search also relied on images from the visible spectrum.  

Previous studies involving human performance in airport security settings have 

mostly been concerned with the use of X-ray technologies to detect metallic con-

traband in luggage (Schwaninger, 2004; McCarley et al., 2004; Schwaninger, 

Hardmeier & Hofer, 2005). Threat Image Projection (TIP) technology has been 

developed as a means to test operators and to keep them alert while scanning X-ray 
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images (Schwaninger, 2004). The TIP system projects images of threat items onto 

X-ray images of passenger bags at random intervals during an operator’s shift 

(Schwaninger, 2004). This form of ‘testing’ allows for continued monitoring of the 

operators’ effectiveness in the detection of threats, as well as providing more fre-

quent ‘alarm’ rates than would be expected during normal operational screening.  

Schwaninger, Hardmeier and Hofer (2005) also examined the efficacy of cer-

tain tests for the selection of X-ray screening personnel. One such test is the Pro-

hibited Items Test (PIT), in which different items from an international prohibited 

items lists are placed into passenger bags in such a way that the item is clearly 

visible. Any missed detections can be assumed to be a result of a lack of visual 

knowledge of the threat items on the part of the operator. This knowledge is based 

on training and expertise (Schwaninger, 2004).  Schwaninger et al. (2005) also 

developed the X-Ray Object Recognition Test (X-Ray ORT) which examines the 

image-based factors associated with x-ray baggage screening. Hardmeier, Hofer 

and Schwaninger (2005) have demonstrated in controlled psychological experi-

ments that this is a valid and reliable tool and, as such, it may be beneficial as a 

pre-assessment tool or competency check for screeners.  

Specifically, the X-Ray ORT measures three different factors: Viewpoint, Su-

perposition and Bag Complexity. These three variables mirror the challenges 

faced by the screener in the real-world task. Viewpoint refers to the angle at which 

the threat object is viewed. Previous psychological experiments in visual object 

identification have demonstrated that for objects of a particular physical structure, 

viewing them from an angle such that their main axis is foreshortened can signifi-

cantly impact identification performance (e.g., Humphrey & Jolicoeur, 1993). In 

the context of X-ray analysis of baggage, an example of this is viewing a gun from 

an angle as if the viewer was looking directly down the barrel. From this perspec-

tive, many of the characteristic features of the gun’s shape are occluded resulting 

in difficulties in the later stages of object identification.  

The second variable in the X-Ray ORT, Superposition, refers to cases where 

non-threat items partially obscure the image of the threat item in the bag making 

the target less visible. In many theories of object recognition such as Marr’s 

(1982) computational theory of vision and Biederman’s (1987) Recognition-by-

Components theory, both Viewpoint and Superposition hinder the process of ob-

ject recognition in the higher stages of visual processing. The third variable, 

known as Bag Complexity, refers to the amount of distractor or non-target items 

present in bag. In other words, Bag Complexity increases as the number of non-

threat items increases. This mirrors research in visual processing where the impact 

of such clutter on the speed of identification has been previously identified in 

similar experiments (known as visual search tasks) on the detection of simple 

shapes (Palmer & McLean, 1995). All three variables represent visual abilities 

required by X-ray operators.  

The X-Ray ORT represents a successful application of psychological theory to 

the practical problem of screening in airports. This chapter describes a similar 

application of psychological theory and experimentation to the THz imaging de-

vice. Our study is different in two main ways from the research investigating the 

X-Ray ORT. Firstly, the visual task of the THz imager is different from that of the 
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X-ray baggage screener because the screener will not normally be able to identify 

the object itself but, at best, will only be able to indicate the approximate size, 

shape and position of the item due to the poor resolution of camera. In DSTO test-

ing even the background shape of the body can be distorted significantly. This 

reduces the human task to one of identifying any abnormalities that appear as dis-

colourations or “holes” in the THz image. An example of such a THz image, with 

contraband concealed around the waist is shown in Figure 1. As a result, we will 

use simple visual tasks to explore the visual abilities used in this task. Secondly, in 

addition to visual processing abilities, we will also examine the influence of per-

sonality and cognitive processing styles on human performance on the THz 

imager. These factors could potentially play a significant role in influencing the 

decisions of the screeners in addition to their raw visual processing abilities. 
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Fig. 1. Two screenshots of examples of images produced by the THz viewer. (A) shows an 

example of an individual without contraband while (B) depicts an individual carrying con-

traband around their waist concealed under their clothing. The THz image is shown to the 

left of the picture while the screen shot of the live camera feed is shown on the right with 

the corresponding area viewed by the THz camera indicated by the rectangle. 
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In the following section we will present an overview of the psychological the-

ory that was brought to bear on our study of the THz imager. This includes discus-

sion of group effects, the influence of feedback and learning, visual processing 

abilities and cognitive processing style. This is then followed by the aims of the 

experiment, a description of the experiment design and then an overview of the 

results of this study. 

1.3   Theoretical Background 

1.3.1   Group Interaction 

As mentioned previously, an analysis of the footage from Hall et al. (2007) indi-

cated that, when operators were working in pairs, there appeared to be factors pre-

sent that were not at hand when operators worked alone. These effects, known as 

group interactions, may have influenced performance on the task. It is therefore 

important to examine the performance of individuals versus groups, to determine 

whether these factors have a significant effect on the ability to successfully oper-

ate the technology.  

The area of group decision-making has been studied extensively. However, 

there is very little consensus regarding the differences between group and individ-

ual performance. Some research has indicated that groups tend to make more risky 

decisions (Wallach, Kogan & Bem, 1962), whereas other research suggests that 

group decisions are generally more conservative in nature (Atthowe, 1961).  

Evidence suggests that poor group decision-making is often associated with 

poor communication skills and collaboration, and such weaknesses are particularly 

prevalent when pertinent information is contrary to the group norm (Endsley & 

Jones, 1997). Essentially, when members of a group have the same misconcep-

tions, these incorrect assumptions can be validated by the other group members. 

Similarly, problems can occur when groups have shared expectations, as these 

expectations may limit their ability to deal with any information that does not sup-

port the preconceived idea (Endsley & Jones, 1997). In such cases, information 

that is contrary to expectations may be filtered out to allow the group to reach a 

consensus.   

Related to this, teams have been found to suffer from groupthink, which is 

based on the desire for cohesion, and can occur when people fail to question a 

respected leader (Endsley & Jones, 1997). This can result in a phenomenon known 

as group polarisation, in which decisions tend to be more extreme than those of 

the individuals within the group (Myers & Lamm, 1976). There is also evidence to 

suggest that group decision-making can take significantly longer, particularly 

when decisions involve uncertainty (Atthowe, 1961). This is particularly applica-

ble to the airport security domain, as uncertainty could be quite common, and fast 

and accurate decision-making is crucial in the airport environment.  

In contrast, there is evidence to suggest that groups can make more effective 

decisions, because there is a greater chance that someone in the group will have 

the capability to solve the problem (Laughlin & Bitz, 1975). Effective teams are 

those that question the group norm and regularly self-check or reassess informa-

tion (Orasanu, 1995). Furthermore, evidence suggests that individuals who are 
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more emotionally intelligent have more effective interpersonal and social skills, 

and therefore, may perform more effectively within a group (Mayer, Salovey & 

Caruso, 2000). Essentially, group decisions are likely to be strongly influenced by 

the nature of the individuals within the group, as well as the role of the individual 

members.  

1.3.2   Feedback and Learning 

Feedback and learning are used in training environments to improve overall per-

formance. Learning is a process which results in a change in behaviour, which can 

be measured via changes in performance (Gerrig & Zimbardo, 2005). Feedback is 

essentially a mechanism that facilitates learning by communicating information 

about performance to an individual or a group (Gerrig & Zimbardo, 2005). There-

fore, when used appropriately feedback and learning can be powerful training 

tools.  

In this study, two types of feedback were of primary interest. One type of feed-

back is similar to the feedback that a screener would receive while ‘on-the-job’ 

and can be best described as operational feedback. For example, in the operational 

environment the screener identifies a target and then receives delayed feedback 

that will either confirm or deny if an individual of interest was carrying contra-

band. In this scenario the screener receives no feedback about the passengers that 

they failed to identify. In other words they have no feedback pertaining to the 

‘missed targets’, i.e., no information on who were the passengers carrying contra-

band that they were not able to identify. The other form of feedback is the type of 

feedback that can be conducted in a specific training environment. Screeners are 

able to receive feedback on the individuals that they believe are carrying contra-

band, and also receive feedback on the individuals that they fail to identify as car-

rying contraband. This type of feedback can be described as training feedback.  

Theoretically speaking, if screeners receive only operational feedback, this may 

result in a bias, as they have no feedback on missed targets. For example, it is pos-

sible that the screener may unconsciously adopt a more stringent decision making 

technique (i.e., not raise an alarm unless they are highly certain that there is con-

traband present) as a way of avoiding feedback indicating they made an error. 

Hence, although training feedback is more time intensive, it may be important to 

provide proper correction of a screener’s decision making during the learning 

process. 

1.3.3   Rational Experiential Inventory 

It is hypothesised that cognitive style may have an impact on operator perform-

ance (Butavicius et al., 2008). Cognitive-Experiential Self-Theory can be used to 

explain how different individuals process information. The theory is based on the 

assumption that individuals process information in a rational or an experiential 

mode (Epstein, 1994).  

Individuals who are rational tend to make conscious and deliberate decisions; 

they generally exert a great deal of self control and are able to delay gratification 

(Pacini & Epstein, 1999). These behaviours mean that they often display low  
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impulsivity. They therefore often demonstrate a bias towards accuracy and al-

though they are more accurate and less error prone, they may require more proc-

essing time to reach a decision.  

In contrast, experiential individuals are characterised as more natural, auto-

matic, efficient, and spontaneous and tend to display high interpersonal skills. 

They generally rate very highly on impulsivity. What this means is that their vis-

ual processing is rapid, and because of this bias for speed, they are error prone as 

they often fail to observe the finer details (Dickman, 1985).  

In an airport environment, an operator who is rational may be more motivated 

by accuracy. The operational setting is generally fast paced, with large volumes of 

passengers moving through the terminal, and the extra time that a rational individ-

ual requires means that they may not have the opportunity to identify significant 

numbers of suspicious targets.  

In comparison, due to their rapid response time, experiential operators may be 

able to scrutinise more passengers using the THz images. However, they may find 

it more difficult to compare a THz image to a CCTV image to identify any anoma-

lies. They may find using multiple sources of information to make an informed 

decision much harder than a more rational person. They may also find it challeng-

ing to recall enough details about a suspicious passenger to be able to sufficiently 

describe the passenger to ground staff.  

The notion of rational and experiential individuals is best understood along a 

continuum. Although many individuals display a clear bias towards speed or a 

clear bias towards accuracy, others may show no bias for either rational or experi-

ential cognitive processes. These individuals display no particular predisposition 

towards favouring speed or accuracy and are classified as having a medium level 

of impulsivity. It would appear that they may be more flexible in the way that they 

process visual information and they may therefore perform better on visual detec-

tion tasks than those low or high on impulsivity (Butavicius et al., 2008).  

1.3.4   Visual Processing 

As mentioned previously, the skill of the operator in interpreting the THz imager 

is likely to depend on their visual processing abilities. Therefore, simple tests of 

such abilities may be able to partially predict performance of an operator. If suc-

cessful, such tests may be useful in pre-selection assessment for the THz opera-

tor’s role.  

As discussed above, the visual task itself is relatively simple – operators are re-

quired to identify when an image of a person is displaying abnormalities that may 

be attributable to a concealed object. These abnormalities present as “holes” or 

contrasting coloured blobs that feature within the outline of an individual’s body 

and tend to be coloured similarly to the background areas of the image. To assess 

the individual skills that may contribute to performance on the tasks we chose to 

focus on three basic visual processing abilities. These were feature analysis, global 

precedence and signal detection.  

Feature analysis tasks are based on the notion that the visual system has two 

sequential processing stages in producing a perception (see Treisman’s (1993) 

Feature Integration Theory). In the first stage, known as the preattentive stage, the 
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visual system detects the presence of the fundamental building blocks of percep-

tion from the image. These include basic features such as orientation, intersec-

tions, colour, movement and the ends of lines. According to Treisman’s (1993) 

account, these features are processed in parallel, i.e., all of these components of 

the image across the whole display are processed at the same time. In the second 

stage, known as the focused attention stage, these basic features are combined to 

produce a more complete perception. Unlike the preattentive stage, processing in 

the focused attention stage is serial such that the visual system can only process a 

portion of the overall scene in this manner at any particular point in time.  

The global precedence effect is based on our understanding of the early stages 

of the visual processing within the brain. The retino-geniculo-cortical system con-

sists of two pathways: the parvocellular pathway and the magnocellular pathway. 

The parvocellular pathway is largely responsible for processing information from 

the centre of the retina (i.e., the area in the central part of what we see when we 

look at a scene). The information processed is concerned with fine-grain detail in 

the image. In comparison, the magnocellular pathway is largely concerned with 

processing information from the area outside of the fovea (known as peripheral 

vision). This pathway focuses on coarse-grain information such as overall shape 

and form of an image. In terms of speed of processing, the magnocellular pathway 

is faster than the parvocellular pathway in providing information to the higher 

processing areas of the brain. Because of this speed difference, the brain is able to 

process global information of an image faster than local aspects and this effect, 

known as the global precedence effect, has been confirmed in psychological ex-

perimentation (Navon, 1977; Miller, 1981). 

Signal Detection Theory (SDT) is a theoretical framework that allows meas-

urement of the sensitivity of human sensory systems (Green & Swets, 1966). In a 

SDT task, the observer is asked to detect the presence or absence of a signal, also 

known as a target, in the presence of noise. This noise comes not only from exter-

nal, environmental sources but also internal noise in our sensory system which is 

considered to be constantly variable. The accuracy of response from both target-

present and target-absent trials can then be used to measure different attributes of 

our visual system. In particular, the framework allows measurements of not only 

how well an individual can discriminate between target-present and target-absent 

trials but also whether they are biased towards responding “target-present” or 

“target-absent” in the experiment. As detailed in later sections, the SDT frame-

work is applied to the analysis of the THz task itself (and not just the SDT visual 

pre-test) where the operator’s task is to determine when the signal, in this case the 

contraband, is present in the visual image. 

1.4   Summary of Research Aims 

The current project extended the study of THz technology to human factors issues 

and was primarily concerned with testing the conditions under which operator per-

formance improves, especially whether performance is better individually or with a 

partner. It also examined whether there is a relationship between performance and 

type of feedback received, and whether visual and cognitive assessments can pre-

dict operator performance, aiding in operator selection.  
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More specifically, the research aims of the project were to: 

• Compare performance between one and two operator scenarios on the  

detection of concealed items using the THz imaging system. This will in-

vestigate whether two operators provide a significant advantage in opera-

tional performance over one operator. 

• Examine whether human performance on the THz system is influenced 

by personality and visual processing abilities. These attributes include  

rational-experiential processing styles and visual perception abilities on 

global precedence, feature analysis and signal detection tasks. Examina-

tion of such relationships may ultimately inform the selection and screen-

ing methods for selecting operators as well as suggesting conditions for 

enhancing their performance. 

• Compare the training benefit of a full training regime with complete per-

formance feedback to a simple on-the-job training scenario. This will ex-

amine whether performance on the detection of contraband using the THz 

imager will benefit significantly from a dedicated training program. 

2   Methodology 

2.1   Participants  

Twenty-four participants from the Defence Science and Technology Organisation 

took part in the study. Three of the participants were female and the average age 

was 35 years (SD = 14).  

2.2   Materials 

2.2.1   Demographic Questionnaire 

A demographic questionnaire, which requested information regarding age, gender, 

and factors that may have the capacity to affect participant performance, including 

whether participants had any prior experience in screening operations, was admin-

istered at the beginning of the trial.  

2.2.2   Personality and Cognitive Abilities 

Pre-trial tests included a measure of rationality and experientiality (REI inventory: 

Pacini & Epstein, 1999). It also included three perceptual tests from Goldstein 

(2002). The first test of perceptual ability was a feature analysis test, in which par-

ticipants were required to make judgements about whether a target item (in this 

case, either a cross or a circle which was green in colour) was present among a 

variable number of distractor items (circles and crosses in red or black). This type 

of test is also referred to in the literature as a visual search task. This test measured 

the reaction time of the participant and the accuracy of response. Figure 2 provides 

examples of trials with various numbers of items present. 
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Fig. 2. Examples of feature analysis stimuli for trials with 2, 8, and 32 items, respectively. 

The target is present in all trials except the 2 item version. 

The second perceptual ability test was a global precedence test for letters as 

used by Miller (1981). In this test, participants were asked to identify either the 

global or local aspect of an image of a large letter (either an “S” or an “H”) which 

is made up of many smaller letters (again, either “S” or “H”). This test also re-

turned reaction time data. Separate data was returned for each combination of let-

ters (i.e. global S with local S, global S with local H, global H with local S, and 

global H with local H), as well as for trials in which the participant gave correct 

and incorrect responses. Figure 3 shows the four possible stimuli used in this test. 

 

Fig. 3. Global precedence stimuli 

The third test investigated the participants’ signal detection ability using a 

variation of the Landolt (1888) broken ring task originally developed for ophthal-

mological testing. In this test, participants were asked to evaluate which of two 

circular shapes had a larger gap at the top with only a very brief presentation time. 

Figure 4 provides an example of the type of stimuli presented in this task. Partici-

pants were asked to provide a response to each stimulus on a 6-point rating scale 

where lower ratings indicated greater certainty that the wider gap in the ring was 

on the left and higher ratings indicated greater uncertainty that the wider gap was 

on the right. 
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Fig. 4. Example of signal detection stimulus 

2.2.3   THz Camera Footage 

Participants viewed existing THz camera footage of scenario testing, including 

sections of four days’ footage. In the previous trial, participants monitored THz 

camera images of individuals walking through the terminal, and indicated via 

radio when it appeared that a monitored individual was ‘carrying’ concealed con-

traband. The footage utilised involved continuously moving test subjects to deter-

mine the operator’s ability to detect contraband in a dynamic environment. By 

reusing footage from scenario trial this ensured that the same stimuli were pre-

sented to each individual which controlled for differences that occur in different 

runs in the scenario evaluation. This in turn ensured that performance differences 

between individual participants were attributable to individual differences and not 

any variation in stimuli. 

The experimenter recorded the decisions made by each participant. This in-

cluded the identification number of the ‘passenger’ and the location of the sus-

pected item. The experiment was also recorded using a video camera.  

2.3   Procedure 

Before the commencement of the experiment, participants were given details of 

their rights, and a description of the study, including their role if they chose to take 

part. Once participants gave their written consent, they were asked to complete the 

short demographic questionnaire. This was followed by the personality and visual 

tests and then the THz experiment. 

As depicted in Figure 5, the experiment was divided into multiple sessions, 

conducted over four consecutive days. Two of these days were used to collect 

demographic and other information, and to provide training in the operation of the 

software, and then experimental data was collected over the following two days. 

The participants were randomly allocated to the treatment groups, such that there  
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Fig. 5. A graphical outline of the experimental design 

were six participants in each group. As indicated in Figure 5, participants com-

pleted the experiment both individually, and in a two person group. The ordering 

of the tasks was counterbalanced, so that some participants completed it on their 

own first, and some completed it in the group first. 

Participants could receive one of two types of feedback. Training feedback in-

volved immediate information regarding the participant’s response (i.e., whether 

their response was correct or incorrect) and informed the participant when a target 

was missed. Operational feedback involved delayed information on whether or not 

an identified target was ‘carrying’, and did not include information regarding 

missed ‘carriers’. The order of type of feedback provided was counterbalanced on 

the first day, so that half of the participants received operational feedback, and the 

other half received training feedback. However, on the second day all participants 

received only operational feedback. This design allowed a comparison of training 

techniques (training feedback vs. operational feedback) on a final operational test 

where feedback was similar to that provided in an operational setting.   

Before viewing the THz footage, participants were familiarised with the soft-

ware and task. THz camera still images were shown to participants, comparing 
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‘carrying’ and non-carrying individuals, as well as some short pieces of footage 

from the previous trial in which participants were familiarised with the ‘look’ of 

the software while in operation. This was followed by a practice trial. 

Within the experiment proper, participants viewed the footage and were required 

to make decisions regarding whether the observed ‘passengers’ were carrying con-

cealed drugs or contraband on their person. When participants suspected a ‘passen-

ger’, they were asked to relay the identification number displayed on the chest of 

the target to the experimenter, along with the suspected location of the item.  

3   Results 

3.1   Signal Detection Theory Measures 

The two basic measures of performance on the THz imaging task are the Hit Rate 

(HR) and the False Alarm Rate (FAR). The HR is the proportion of passengers 

who were correctly identified as carrying contraband out of the total number of 

passengers who were carrying contraband. The FAR is the number of passengers 

who were incorrectly identified as carrying contraband out of the total number of 

passengers who were not carrying contraband. The HR and FAR can also be used 

to calculate two additional measures. The Missed Detection Rate (MDR) is the 

proportion of passengers carrying contraband that were not identified and is 

equivalent to (1 – HR). Similarly, the True Reject Rate (TRR) is the proportion of 

passengers not carrying contraband that were not identified. The FAR is equiva-

lent to (1 – TRR). 

In this study, we will also use two other measures derived from Signal Detec-

tion Theory (Green & Swets, 1966) to characterise human performance. The first 

of these measures is known as discrimination and relates to a person’s ability to 

distinguish images of people carrying contraband from those of people who are 

not. Such an ability may be strongly linked to basic visual ability on the task. The 

second is known as bias and relates to a person’s tendency to respond ‘yes’ or ‘no’ 

on the task and can be considered a type of decision threshold. For example, a 

person may have a strong tendency to raise an alarm and will do so even when 

they do not have a great deal of visual proof that contraband is present. Variables 

may affect bias and discrimination separately. This may include personality and 

task effects, e.g., if intelligence has been received that a person may attempt to 

smuggle contraband on a particular flight then an operator may err on the side of 

making too many false alarms in the hope of identifying the suspect.  

In this report we will use A' and B'' as measures of discrimination and bias re-

spectively (Stanislaw & Todorov, 1999). These particular measures were chosen 

because they are non-parametric, i.e., in theory, they do not make assumptions 

about the underlying response distributions (however for a more detailed compari-

son of the assumptions behind purportedly parametric and non-parametric dis-

crimination and bias measures see Pastore, Crawley, Berens & Skelly, 2003). Pre-

vious research has shown that such assumptions in both machine and human 

matching performance are often incorrect (see Butavicius, 2006 and Fletcher, Bu-

tavicius & Lee, 2008). 
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The values of A' and B'' are calculable directly from the conventional error rates 
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An A' value of 0.5 means the images of people carrying contraband cannot be dis-

tinguished from people not carrying contraband. A value of 1 equates to perfect 

performance and values less than .5 possibly reflect sampling error or response 

confusion. An example of response confusion is where a screener consistently 

responds that people are carrying contraband when they in fact are not and not 

identifying contraband when in fact they are. This may suggest that they actually 

can distinguish between contraband / no-contraband cases but have misunderstood 

the instructions of the experiment. The minimum possible value of A' is 0. B'' val-

ues range from -1 (extreme bias towards raising an alarm) to 1 (extreme bias to-

wards not raising an alarm). A B'' value of zero indicates no response bias.  

3.2   Observations on B’’ and Conversion to |B’’| 

In this study, the values of B'' were highly biased towards positive values with 

only five participants producing negative values. This small number of negative 

values did not permit separate analyses for positive and negative bias. Therefore, 

to allow a more parsimonious analysis, the B'' value was converted to a magnitude 

only. According to this transformation, low values of | B''| reflect less response 

bias while larger values reflect greater response bias (regardless of whether this is 

towards ‘yes’ or ‘no’ responses). 

3.3   REI Scores 

We compared the scores we obtained on the rationality and experientiality inven-

tory (REI) to those in the large sample (N = 398) study of Pacini and Epstein 

(1999). In our study we observed, on average, higher Rationality (4.11 [SD = .46] 

vs. 3.39 [SD = .061]) and lower Experientiality (3.06 [SD = .56] vs. 3.52 [SD = 

.042]). This bias may reflect the nature of the scientists who formed the majority 

of the population sample in our study. REI norms for professional screeners in 

airport scenarios were not available. 

3.4   The Influence of One versus Two Operator Conditions 

All participants completed the experiment in both individual and group conditions. 

Performance scores were examined to evaluate whether detection ability differed 

between the two conditions. Since the sample size was small (N = 24) and the 

distributions were not normal, the Wilcoxon Signed Rank Test was used. The  
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performance measures obtained by the group were compared to the average of the 

individual scores obtained by both group members. Participants completed the 

task in a different group on the second day of the experiment, and therefore, the 

results for both days were examined separately.  

An examination of the raw data found a slight advantage when participants 

completed the task in a group compared to when it was completed individually. 

Groups tended to obtain higher hit rates, higher A' scores, fewer false alarms and 

lower | B''| scores. When tested using a two-tailed Wilcoxon Signed Rank Test, the 

differences were all non-significant. However, examination of the effect sizes, as 

shown in Table 1, show some evidence of meaningful trends in the data. An effect 

size is independent of statistical significance and its square estimates the variation 

accounted for by this manipulation as a proportion of the total variation observed. 

For example, the reduction in response bias on the first day of testing for cases 

where people worked in pairs as opposed to when they worked by themselves ac-

counted for 12% of the total variation. This figure is not insubstantial given the 

multitude of other factors influencing performance on the task. 

3.5   The Influence of Feedback 

Since it is possible that effective feedback could improve future detection per-

formance, the experiment consisted of two types of feedback. On the first day of 

testing, half of the participants received training feedback. The participants as-

signed to this treatment condition will be referred to as the ‘Training’ cohort. The 

other half of the participants received operational feedback. These participants 

will be referred to as the ‘Operational’ cohort. In order to determine whether par-

ticipants were assisted by the training feedback, on the second day of testing, all 

participants received their feedback in an operational style.  

In order to allow a valid analysis of any differences in participants’ perform-

ance across the two days of testing, the participants viewed the same footage on 

the first and second day. This was important, since any differences in the difficulty 

of the footage blocks could create a confound, and jeopardise the ability to ascribe 

differences in performance to the type of feedback received.  

The mean differences in participants’ performance between the two days were 

examined. The raw scores, contained in Table 2, indicated an advantage for the 

participants who had received training feedback on the first day. For example, 

participants who received training feedback on the first day of testing had lower 

false alarms rates and higher hit rates on the second day. In contrast, the partici-

pants who received operational feedback on both days had more false alarms rates 

and lower hit rates on the second day. Similarly, discrimination (A’) improved 

across the two days for those who received training feedback and who operated as 

individuals but there was no evidence of improvement for those who received only 

operational feedback.  
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Table 1. Descriptive statistics and Wilcoxon Signed Rank Test results for Individual and 

Group Performance 

 1
st
 Day of Testing 

 Mean diff (Individual – Group) SD Z  Sig. Effect size (r) 

HR -3.99 33.61 -0.43 .67 -0.13 

FAR 2.67 7.65 -1.02 .31 -0.29 

A’ -.05 .17 -0.86 .39 -0.25 

|B’’| .20 .57 -1.18 .24 -0.34 

 2
nd

 Day of Testing 

 Mean diff (Individual. – Group) SD Z  Sig. Effect size (r) 

HR -2.26 30.68 -0.18 .86 -0.05 

FAR 2.95 7.70 -1.17 .24 -0.34 

A’ -.03 .15 -0.54 .58 -0.16 

|B’’| .13 .53 -0.16 .88 -0.05 

 
Despite these mean differences in error rates and discrimination there was sub-

stantial variation in the individual scores as evidenced by the relatively large stan-

dard deviations. The perceived advantage of training feedback was assessed using 

a two-tailed Wilcoxon Signed Rank Test, and although the differences were all 

non-significant, for the participants operating by themselves and who received 

training feedback, the mean difference in the hit rate across the two days (Z = -1.9, 

p = .053, r = -.39) and A' score (Z = -1.88, p = .060, r = -.38) both approached sig-

nificance, with improved performance on the second day of testing. The increase 

in performance attributed to the difference in feedback accounted for 15% of the 

variation observed. 

Table 2. Mean differences (Day 2 – Day 1) in performance with standard deviations shown 

in brackets 

 Condition FAR HR A’  |B’’| 

Individual Training -1.95 (8.73) 9.38 (15.19) .08 (.13) 0 (.28) 

 Operational  1.45 (5.93) -5.9 (19.66) .03 (.08) .08 (.28) 

Group Training -4.01 (7.52) 2.08 (21.69) .02 (.06) .01 (.38) 

 Operational  1.66 (11.93) -4.17 (12.91) .02 (.13) .05 (.28)  

However, on account of the great deal of individual variation in performance, 

and given the small sample sizes, it is necessary to interpret these results with cau-

tion. Furthermore, there are large differences in the mean scores with far higher 

means for individual performance with operational feedback and group perform-

ance with training feedback, and far lower mean scores for individual performance 

with training feedback and operational group performance. This is associated with 

the differences in the footage examined, since participants found it easier to  



200 M.A. Butavicius et al. 

 

discriminate when viewing certain blocks of footage. Hence, it was more appro-

priate to assess the mean differences, which provide a valid comparison measure.  

3.6   The Influence of Personality on Performance 

Personality measures were correlated with performance measures to determine if 

there were any significant relationships. According to the theoretical background 

detailed in the introduction to this chapter, individuals who showed a strong incli-

nation towards either rationality or experientiality were hypothesised to have infe-

rior performance on the THz imaging task than those who were not (i.e., were 

equal on measures of rationality and experientiality). To capture this, a new score, 

|R-E|, was calculated which represented the magnitude of the difference between 

an individual’s rationality and experientiality scores (i.e., the absolute value of the 

difference between the two scores). Individuals with a strong tendency towards 

one characteristic produced larger scores (maximum = 4) than those who did not 

(minimum = 0). In this chapter, the description of effect sizes as ‘small’, ‘medium’ 

and ‘large’ for all the personality and performance measures follows the conven-

tions described in Cohen (1988). 

Although the results were not statistically significant they did follow an ex-

pected trend, but the magnitude of these effects was small. For individuals with a 

strong preference for one personality characteristic (i.e., a high |R-E| score), there 

was a reduction in discrimination (r(24)= -.1, CI95% = [-0.48, 0.32], p=.64) and an 

increase in bias (r(24)= .29, CI95% = [-0.13, 0.62], p=.17). 

3.7   The Influence of Visual Abilities on Performance 

As described previously, participants completed three perceptual tasks; a test of 

the global precedence effect (Miller, 1981), a feature analysis test and a signal 

detection task based on Landolt’s (1888) broken ring task. It was hypothesised 

that the participants who obtained higher scores on those tasks would have better 

detection performance.  

The relationship between perceptual ability (as measured by the global prece-

dence, feature analysis and signal detection tasks) and THz task performance (as 

measured by hit rate, false alarm rate, A' and | B''| scores), were measured using a 

series of Pearson product moment correlations. There was a medium positive cor-

relation between participants’ average performance on the global precedence task 

and their hit rate (r (19) = .5, CI95% = [0.06, 0.78], p < .05) and A’ score (r (19) = 

.54, CI95% = [0.16, 0.82], p < .05) in the THz task. Furthermore, there was also a 

medium positive correlation between the time taken to complete the global prece-

dence task and the percentage of false positives in the detection task (r (19) = .51, 

CI95% = [0.07, 0.79], p < .05). Performance on the global precedence task can be 

further broken down into the global and local subtasks, i.e., where the participant 

is required to attend to global features when the local features are distractors, and 

vice versa. There was a significant positive correlation between discrimination 

ability on the THz task and the global task (r (19) = .57, CI95% = [0.16, 0.81], p < 

.05) and the correlation with performance on the local task was similar in size and 

close to statistical significance (r (19) = .37, CI95% = [-0.01, 0.75], p = .06). 
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However, no such relationship was evident between performance on the THz task 

and the other tests of visual perception. 

4   Discussion and Conclusions 

4.1   One versus Two Operator Conditions 

Participants completed the experiment in both individual and group conditions, 

with the aim of determining whether either condition provided a performance ad-

vantage. Although the observed differences were not significant, the results indi-

cated an advantage in the group condition that was evident in both an increase in 

discrimination and a reduction in response bias. Previous literature suggests that 

group decision-making often results in group polarisation, in which decisions 

made by a group are more extreme than decisions made by individuals (Wallach et 

al., 1962). Based on this theory, it is possible that, when there was uncertainty 

surrounding the presence of contraband, groups may have been more likely to 

generate an alarm (or withhold an alarm response) than individuals. 

It is, however, necessary to note that there was large variation in group per-

formance. For example, observations from the experiment indicated that some 

groups were more likely to be distracted. In fact, there were situations when 

groups missed targets because they were not focused entirely on the passengers. In 

contrast, there were other occasions when the groups hardly spoke, and there were 

also occasions when one participant took a more dominant role, and tended to 

make the decisions. There were also some examples of deductive reasoning be-

tween participants, where hypotheses (such as the theory that a targets’ belt  

was obstructing the view of potential contraband) were discussed between partici-

pants to either verify or disprove thoughts.  

Some of these differences could be influenced by the relationship between the 

participants. For instance, the interaction is likely to be different when a supervi-

sor and subordinate are grouped rather than when two colleagues of equal status 

are grouped. Unfortunately, in this experiment the number of pairs was insuffi-

cient to make reliable conclusions regarding the influence of these factors.  

4.2   The Influence of Feedback  

A further aim of the study was to examine the performance differences that arise 

from operational feedback versus training feedback. The participants who received 

training feedback on the first day tended to have improved performance on the 

second day, whereas the participants who received operational feedback on the 

first day tended to have worse performance on the second day. This pattern was 

strongest when participants were working individually. This suggests that the 

information regarding missed detections was very useful, and improved future 

performance. Theoretically, the feedback scheme better allows an operator to fine-

tune their perceptual processing than on-the-job training. However, again these 

findings were not significant, and further investigation with larger sample sizes is 

necessary to determine whether this finding is reliable.  
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4.3   The Influence of Personality Factors  

It was hypothesised that individual differences in personality may lead to differ-

ences in performance outcomes. As outlined in section 2.3.3, Cognitive-

Experiential Self-Theory emphasises that information processing is dependent on 

personality and can be broadly classified as either rational or experiential. Indi-

viduals who favour a rational approach analyse information in a more conscious 

and deliberate manner, whereas experiential information processing tends to be 

characterised as more automatic, spontaneous and natural (Epstein, 1994). 

Research also suggests that individuals who are experiential are more impulsive 

than individuals who are ‘rational’, and due to higher levels of impulsivity, ‘expe-

riential’ individuals are also more error prone. Although rational individuals are 

more likely to have a lower error rate, as a result of lower impulsivity, they tend to 

miss a lot of information because of the extended time it takes them to process that 

information (Dickman, 1985). In the THz task, when such individuals are deliber-

ating on whether a passenger is carrying contraband or not, they may be more 

likely to miss contraband on passengers who subsequently pass by the camera. 

The observed relationships between personality measures and performance in 

this study were not statistically significant. In addition, the size of the trends ob-

served was less than that found when we examined the link between performance 

on the THz imaging task and visual abilities. It should be noted that the trends 

observed were consistent with the predictions made based on the background lit-

erature and this has implications for future research. For example, the participants 

in this study who were high on rationality had fewer hits, poorer discrimination 

and greater bias. This can be explained by the expectation that rational individuals 

have lower impulsivity with the result that they are more cautious in their decision 

making processes. On the other hand experiential individuals were more likely to 

have more hits, greater discrimination and less bias.  

4.4   The Influence of Perceptual Factors  

The experiment also found that participants with better performance on the global 

precedence task (Miller, 1981) tended to have better contraband detection per-

formance. More specifically, those participants who were better able to selectively 

focus on either global or local features of a visual image performed better on the 

THz task. It may be that the contraband “shadow” in the image constitutes a local-

ised feature of the entire body image (which may be considered global). Regard-

less, the general finding suggests that visual processing abilities play an important 

role in how well an operator can use the THz device to identify contraband. This 

also has important implications on how to select or recruit individuals as operators 

on this device. The relationship between basic visual abilities and operator per-

formance on screening devices is worthy of further investigation. 

4.5   Limitations  

Although this study has provided a very important insight into the human factors 

issues associated with THz imager performance, there are a number of possible 
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limitations which should be taken into account. Firstly, participants were under-

taking an experiment, and the importance of correct detection in an experimental 

condition is not necessarily akin to the importance of perfect detection in a real-

life situation. For example, in the experiment, there was no penalty associated 

with an incorrect decision, as a false detection did not result in the questioning of 

an innocent passenger. Similarly, a missed target did not result in actual contra-

band passing detection and the potential harm or damage that could result. In con-

trast, in an operational environment, people may be less likely to risk making an 

incorrect detection. Hence, it is possible that the performance found in this ex-

periment may not directly translate into expected performance in an operational 

environment.  

There were also limitations associated with the footage used. For instance, there 

were some instances where the ‘passenger’ did not walk directly through the cam-

era, which may have influenced the participants’ ability to make an accurate deci-

sion. Furthermore, as there was only a limited amount of footage available, it was 

necessary for participants to view the same blocks on more than one occasion. 

This introduces the possibility that participants may have attempted to remember 

the correct identification numbers. However, since there was always a day in be-

tween participants reviewing the same segment, the influence of memory should 

be minimised.   

Finally, it is also important to note that there was a great deal of individual 

variation, which makes it difficult to draw concrete conclusions. Together with the 

relatively small sample size, this means that many of the results are reported as 

trends, and it would be necessary to repeat the experiment with more participants 

to obtain statistical significance and ensure reliable results.   

4.6   Future Directions  

This experiment has raised a number of other factors that could be studied in more 

depth in the future. As mentioned above, individuals varied greatly in their  

performance, and it would be interesting to further examine the factors that may 

underly these differences, to better understand the variation in individual perform-

ance. This study found an influence of some personality and perceptual factors. 

Future studies could examine whether individual differences in areas such as at-

tention and memory, cognitive aptitude, expectations and other abilities may in-

fluence detection performance. Perhaps the most important suggestion for future 

experimentation is a greater sample size given the individual variation in perform-

ance observed in the current study. 

A future experiment could also examine the influence of fatigue on perform-

ance. Studies have shown that fatigue (specifically task-induced fatigue) can 

reduce perceptual sensitivity, impair efficiency, and can reduce individuals’ 

awareness of their impairment (Brown, 1994; Matthews & Desmond, 2002). Since 

operators would often be required to maintain attention for long shifts, it is possi-

ble that their monitoring performance may be influenced by fatigue. Due to 

restraints in the amount of footage available, this factor was not assessed in the 

current study, but future experiments could assess whether performance reduces 

over long periods of time.  



204 M.A. Butavicius et al. 

 

In addition, given the significant contribution that visual abilities play in per-

formance on the THz task, future experiments could examine this relationship in 

further detail. In particular, a future study involving eye-tracking could help de-

termine the visual properties of the image which a successful operator focuses on 

to find contraband (see Fletcher, Butavicius & Lee, 2008). This could have a sig-

nificant impact on training purposes by teaching potential operators the best visual 

strategies for detecting contraband.  

In more general terms, the current study can be used as a template for human 

factors research in a wider range of airport security devices. This type of research 

is particularly important where any such device relies on the operator’s visual and 

cognitive abilities for an alarm to be raised. Such research does not fall into the 

conventional style of evaluation for airport security devices as described in  

Butavicius (2006). However, as demonstrated in this chapter, such research can 

address important issues on selecting personnel for such roles and policies  

on procedures for operating these devices in the airport environment. In turn, such 

studies can improve the efficiency of the deployment and use of cutting edge 

screening devices in a world under increased threat of airport related terrorism. 
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Abstract. The Word “Biorhythm” is derived from the Greek word “Bios” 

which means life and “Rhythm” which means flowing with a regular move-

ment. Biorhythm theory uses mostly scientific methods to chart the rhythms or 

cycles that affect the internal functioning of the body and of human behavior. 

This is particularly applicable to the physical, emotional and intellectual or men-

tal abilities. Biorhythm theory states that, at the moment of birth three statistical 

cycles are initiated and these will recur consistently throughout life. This chapter 

proposes an investigation of the reasons for human error as a contributing factor 

in flying accidents. Physical factors such as man machine interactions involved 

in flying mistakes and a taxonomic approach to errors has been proposed in this 

chapter, in order to avoid accidents. This chapter presents a new methodology 

based on a probabilistic approach for biorhythmic analysis in an attempt to pre-

vent aviation accidents. The methodology has been developed using a Gaussian 

distribution technique for evaluation of the aviation system reliability consider-

ing the biorhythmic effects on the pilot. Normal distributed data from the US air 

force were tested and analyzed. These were based on the performance ability of 

pilots and the peak demand of the performance using a Gaussian distribution 

approach. Validation of an aircraft accident due to biorhythm is explained in this 

chapter with consideration of the peak performance demand and differing stan-

dard deviations in the performance ability of each pilot. A new curve named the 

Incident – Duration Curve has been introduced. This is based on a biorhythmic 

analysis of Indian and US air force data. The area under normal distribution 

curve of the US air force data represents the successful performance ability zone 
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of the Pilot. The accident zone is the area of operation during which the Perfor-

mance Demand exceeds the Performance Ability of the particular aircraft pilot. 

Operation within the zone of the normal distribution curve is successful owing 

to ability and fitness of the particular pilot. Failure probabilities considering 

Peak Performance Demand and pilot’s ability have been evaluated using a 

Gaussian distribution approach. A Safety Factor Concept is also given in this 

chapter. This has been done so as to include biorhythmic analysis in the attempt 

to avoid aviation accidents. A Stepped Incident-Duration Curve has been uti-

lized in order to evaluate the particular pilot’s reliability when using the system. 

The complete aviation system was evaluated by using Simpson’s 1/3rd rule.  

Keywords: Biorhythmic Analysis, Incident-Duration Curve, Performance 

Ability of that pilot included items such as: Performance Demand, Accident 

Prone Zone/Critical day, Gaussian distribution, Reliability Evaluation,  

Safety Factor. 

1   Introduction 

The word Biorhythm is derived from the Greek word Bios means life and Rhythm 

meaning a regular moment. Biorhythm theory mostly uses scientific methods to 

chart the rhythms or cycles that affect the internal functioning of the body and 

human behavior in particular based on the physical, emotional and intellectual or 

mental abilities. The biorhythm theory states that from the moment of birth three 

statistical cycles are initiated and they recur consistently throughout a person’s 

life. Our Productivity, Efficiency, Intelligence and activity levels are not merely 

just matters of will power. Thommen George S. (1973) has explained that each of 

us is subjected to biological rhythms. The three biorhythm cycles have indepen-

dent duration and influence. These cycles compose the classical theory, which 

became popular with the general public after 1970. The earliest observed biologi-

cal cycles were recorded by Alexander the great scribe, Androsthenes, in the 

fourth century BC. Many studies done abroad, including the United States during 

the 1940’s and 1950’s have demonstrated a higher disposition towards accidents 

and human error that coincide with these biorhythmic cycles. The physical, emo-

tional and intellectual biorhythm cycles have sinusoidal characteristic and are 

shown in fig. 1. They are of 23, 28 and 33 days duration, respectively. At birth 

these cycles begin at zero and then follow the above sinusoidal characteristics. 

This characteristic goes in the plus direction and return to zero or mid cycle, then 

go in the minus or downward direction. They then turn around and return to the 

positive. The cycle is then repeated. Biorhythm cycles are thus composed of posi-

tive phases, negative phases and nodal points where the curve crosses the abscissa. 

Hines, Terence M. (1998) state each cycle starts on the positive phase at the mo-

ment of birth. The positive phases correspond to periods of better performance and 

the negative phase corresponds to periods of poor performance and the greatest 

susceptibility to harm. Critical periods are usually 24 hrs to 48 hrs duration. The 

physical cycle has a 23 days period and affects a broad range of physical factors 

like resistance to disease, strength, coordination, speed and other basic body  
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functions. In addition to a sensation of physical well being, the emotional cycle 

has a period of 28 days and affects creativity, sensitivity, mental health and mood 

for example. The intellectual cycle has a period of 33 days and it affects memory, 

alertness, receptivity to knowledge and logical analytical functions of the mind. 

Since the periods of all three cycles are different (23, 28 and 34 days), the interac-

tion of the three cycles when overlaid on each other is complex. They are not in 

this exact configuration for a further 21, 252 days or 58 years and 66-68 days, 

depending on leap years. The theory of Davis W. Carvey and Roger G. Nibler 

(2006) predicts that accidents will occur more on accident prone days. On these 

days more than one cycle, out of the three will cross the abscissa. Zimmerman, R. 

O. (2001) has presented an example of a study related to biorhythm. This was 

popular in the late 1970’s it is used to illustrate the separating of scientific evi-

dence and pseudo-science. The cited biorhythm study focuses on the relationship 

of the accident dates and the three biorhythm cycles.  John C. Aldrin; Entique A. 

Medina; Daniel A. Allwine; Mohammed Qadeer Ahmed; Joseph Fisher; Jeremy S. 

Knopp; and Eric A. Lindgren (2006) have described human factors in a nonde-

structive evaluation which is critical to maintain inspection reliability. Reliability 

of structural health monitoring systems is particularly sensitive to sensor degrada-

tion over time. To investigate the impact of these issues, probabilistic models for 

risk assessment and cost benefits analysis have been developed. Quantitative stu-

dies are presented evaluating the effects of variations in probability of detection 

associated with human factors (Michael Clarke, Editor: 1995). They also evaluate 

the in situ sensor degradation of life cycle measures which include factor of cost 

and the probability of failure.  

This chapter is organized to take account of pilot error in aircraft accidents, the 

human factor component in aircraft accident analysis, the human factor in accident 

patterns, statistical analysis of the accident data and Reliability Evaluation of the 

system based on different probabilistic analysis. In Section: I the meaning of the 

word ‘Biorhythm’ and its brief history is given. Section: II gives an overview of 

typical natural biorhythm cycles and its considerations - physical, emotional and 

intellectual cycles in detail. The causes of aircraft accidents including direct and 

indirect causes are highlighted in section: III. Behavioral analysis and Impact of 

cycles of biorhythm on human performance with causes and safety measures are 

illustrated in section: IV. Analysis of causative Human Error Factor and a Deve-

lopmental Model for Predicting Human Error where consideration to various 

causes have been described in section V. Statistical techniques for biorhythmic 

analysis for accident prone days are described in Section: VI. In Section: VII the 

reliability analysis of the biorhythmic aviation accidents is discussed. Several 

methods of analysis are given in this section. They include Gaussian Distribution 

Approach, Failure Probability Evaluation Approach, Safety Factor Concept and 

Peak Load Considerations Approach and Performance Evaluation Approach using 

Simpson’s 1/3
rd

 rule are presented. Section: VIII represents results and discussions 

based on biorhythmic data. Conclusions and projected future research work plans 

are given in section: IX.  
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2   Typical Biorhythm Cycles: An Overview 

As previously stated at the moment of birth each of the three biorhythm cycles is 

initiated and the cycles proceed to follow a fixed sinusoidal pattern throughout the 

life of the individual. The physical cycle P has a period of 23 days, the sensitivity 

(or emotional) cycle S has a period of 28 days and the intellectual cycle has a 

period of 33 days. Individuals with different birth dates will consequently have 

different composite biorhythm charts, although the theory holds that the cycles of 

all individuals follow the same 23, 28 and 33 days natural biological rhythm. The 

calculation of an individual’s biorhythm at any given time requires that the date 

being investigated is specified. The subject’s age in days from the date of birth, up 

to an including the date of interest must next be determined [England, C.E. and 

Naitoh, P. (1980)]. In this calculation individual biorhythm consideration need to 

be given in terms of regular leap years and centurial leap years.  

The equations for the natural biorhythm curves are as follows: 

(a) Physical Biorhythm Cycle: sin (2πt / 23), 

(b) Emotional Biorhythm Cycle: sin (2πt / 28), 

(c) Intellectual Biorhythm Cycle: sin (2πt / 33), 

(d) Intuitive Biorhythm Cycle: sin (2πt / 38) 

Where, t indicates the number of days since birth. Typical natural biorhythm 

cycles are shown in figure (1). Percentage values indicated in Y-axis of fig (1) 

represent percentage numerical values of physical, emotional, intellectual and 

intuitive natural biorhythm cycles.   

 
 

 

Fig. 1. Natural Biorhythm Cycles 
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(a) The Physical Biorhythmic Cycle (23 days) 

The physical cycles originate in the muscle tissues or fibers.  The physical cycle is 

from our masculine inheritance and affects our physical condition.  During the 

plus side of the cycle (day 2 through day 11) our physical condition is in a charged 

state. That is we are optimistic, our stamina is high, we need a good deal of 

movements and physical work is easier.  We feel more vigorous and have more 

vitality.  Our endurance level is higher and this is therefore a time of activity and 

for starting new tasks.  Some doctors believe that the days 2 through to 9, that is in 

the plus half of the cycle are the best days to have elective surgery.  During the 

minus portion of the cycle which is day 13 to day 23 is a recuperative recharging 

state and one may tire more easily.  This period is conducive to recuperation and 

we are less resistant to stress and physically activity. This is not a good time for 

starting difficult or energy demanding tasks. George S., Thommen (1973) states 

that some athletes, depending on this and the state of other cycles and factors can 

experience a slump during this time.  Despite this a well trained athlete who has 

not over prepared may succeed at this time.  It is not a "bad" time.  In fact it can be 

a good time to practice routine physical activities and to "recuperate." Thommen 

compares the physical cycle to that of a car battery and generator.  The fully 

charged battery can spark the ignition to provide full power.  When the battery has 

run down the generator switches to the charge mode and returns the battery to full 

strength. The critical points in the physical cycle are day 1 and day 12 1/2.  We 

may be more prone to misjudge our physical energy or endurance while switching 

from one phase to the other. On critical days we must be more careful, more atten-

tive, and should not hesitate to put off things which involve much physical efforts. 

(b) The Emotional Biorhythmic Cycle (28 days) 

The emotional cycle governs the nervous system.  It is due to the influence on the 

nerve cells from one's feminine inheritance and it affects the emotional lev-

el. During the high end of the cycle (day 2 to day 14) one is more inclined towards 

optimism and cheerfulness.  Creativity, productivity, friendship, feelings, love and 

cooperation are favorably influenced. The positive phase brings optimism, joy, 

openness, tolerance, and self control. During the low end of the cycle (day 16 to 

day 28) your emotions are in a recuperative state as explained by Hines, Terence 

M. (1998). You are more inclined to be irritable and negative.  The negative side 

brings pessimism, withdrawal, bad moods and sometimes completely illogical 

sadness. The relative highs and lows of these two phases is definitely influenced 

by our general temperament.  An excitable person will have a wider swing than a 

more sedate or calm person. The critical days are day 1 and day 15.  Insurance and 

industrial statisticians in the US and in other lands have noticed a higher percen-

tage of self caused accidents on these days.  Drivers and other people needing to 

react quickly with sound judgment should be cautious on these days. According to 

George S. Thommen, (1973) there is something interesting about these critical 

days.  Since the emotional cycle is 28 days long, exactly 4 weeks, day 1 and day 

15 always fall on the day of the week that you were born.  Every other week, this 

day is a critical day in your emotional cycle.  If you don't know what day of the 
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week you were born your bio-chart can tell you.  Just look at the days when your 

emotional cycle is on the axis between plus and minus.   

(c) The Intellectual Biorhythmic Cycle (33 days) 

The Intellectual Cycle was not discovered together with the physical and emotion-

al cycle and it does appear to have less prominence than the other two. It does, 

however, have an influence.  The intellectual cycle originates in the brain cells.  

When the intellectual cycle is on its high, on its plus phase (day 2 to day 16) we 

are more capable of absorbing new ideas and appear to think more clearly.  Mental 

responses are more spontaneous and memory functions better according to Doug-

las, Neil and Francis, L Sink (1976). In the positive phase we have maximum 

powers of concentration and our memory skills are high. We can adapt to any 

situation and can make difficult decisions during this period. This is a good time 

for creative thought and the study of new ideas. During the low phase (day 18 to 

day 33) your capacity to think may be reduced. This may be a better time to re-

hearse and review known concepts.  Practice of things known will facilitate the 

storage into the mind and the sub-conscious. The critical points are at day 1 and 

day 17 1/2.  On these days we should defer making important decisions.   

2.1   Interpretation of Biorhythm Cycles 

Biorhythmic study focuses on physiological, emotional and intellectual processes 

and their forecasting. Biorhythm phenomena are observable human conditions and 

can be detailed and explained by biorhythmic studies. Each cycle oscillates be-

tween a positive phase [0% to 100%] and a negative phase [- 100% to 0%], during 

which time bioelectric activity strengthens and weakens. In the waveform of any 

of the three cycles, the positive period is thought to represent favorable conditions; 

they are high performance intervals for intellectual function (I) or for physical 

coordination (P). On the other hand the negative period is thought to represent a 

recharging phase. During the recharging phase it is believed that a person is in-

clined to tire more easily (P) become depressed or irritable more readily (S), thus 

exhibiting a lesser degree or acuity in the learning and decision making process. In 

the workplace - railways, roads and airlines have most experimented with bior-

hythm. A pilot describes both the Japanese and American attitude towards 

biorhythms [Shaffer, J. W.; Zlotowitz, H.L and Fisher, R. S. (1978)]. He acknowl-

edges, researching his pilot logbook, and finding that his greatest errors of judg-

ment occurred on critical days. He concludes that an awareness of one’s critical 

days and the need to pay extra attention to the matter at hand is essential to ensure 

safety [Khalil, T.M. and Kurucz, C.N. (1977)]. 

2.2   Accident Prone Zone / Critical Days 

Critical days have been described as being full of danger and difficulties.  They 

are accident-Prone days and are said to occur when one’s energy expenses change 

from the positive phase to the negative phase or vice versa. These days also called 

Critical Days and are considered to be accident-prone because the body’s system 

is in a state of transition and are not stable. They are days of flux and great  
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instability. This instability does not in itself cause accidents but does apparently 

have a mild negative influence on the performance, which may increase danger. 

Critical days are not the days when an accident will occur, but are a time when 

you will be more accident prone. John, H. Wolcott; Mc Meekin R. Robert; Burgin 

R. E.; and Yanowitch R. E. (1977) have represented the correlation of general 

aviation accidents with the Biorhythmic Theory and the experience of it as acci-

dent-prone days. On these days the organism polarity is in state of flux and there-

fore the feedback process is highly variable. In this period the organism does not 

experience immediate and accurate assessment of its capacity. Each accident case 

was analyzed to determine whether or not the accident occurred on a biorhythmi-

cally critical day as shown in table I. The data was also systematically evaluated 

for the existence of Non- Biorhythmic Cycles. Accidents can be prevented if an 

individual is prevented from working in a hazardous situation on critical or acci-

dent-prone days.  

2.3   Combined Biorhythm Cycles 

The three-biorhythm cycles may be charted on one curve as shown in Fig. 1. The 

three rhythms are plotted independently and their relative positions will change 

from month to month. Combined biorhythm cycles illustrate several accident-

prone days. Accident-prone day 1 shows a crossing of the Physical Cycle. Here 

the sensitivity cycle is recharging, while the intellectual cycle is at a high. On the 

other hand, an accident-prone day illustrates that a double-crossing of the zero 

axes appears to be a Double Critical Day. Similarly, three crossings within the 

same day results in a Triple Critical Day.  

3   The Causes of Aircraft Accidents 

The correlation of occurrences of aircraft accidents to the critical and negative 

phases of the biorhythm cycles have been investigated by John, H. Wolcott; Mc 

Meekin R. Robert; Burgin R. E.; and Yanowitch R. E. (1977). Data from 880 US 

air force pilots involved in accidents were studied and added to 4278 previously 

reported cases. The data were tested by Chi-Square analysis under the null hypo-

thesis that proposed there is no effect of biorhythm on aviation accidents. Using 

this hypothesis, the expected number of accidents occurring on critical days 

should be 179.13 for the US air force. The investigation of Sacher, Dietmar (1974) 

dealt critically with the problems of biorhythmic and its influence on human error 

and accidents. This was based on data obtained from 4346 naval aircraft mishaps 

in the Fiscal year 1968-1973. John, H. Wolcott; Mc Meekin R. Robert; Burgin R. 

E.; and Yanowitch R. E. (2006) have calculated biorhythm for over 4000 pilots 

involved in general aviation accidents in 1972. The data was obtained from the 

National Transportation Safety Board. The data was analyzed for a correlation of 

aircraft accident occurrences with both biorhythmically critical days and with 

individual and multiple low or negative phases of cycle. The causes of aircraft 

accidents in military aviation can be classified into Direct and Indirect causes. 
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3.1   Direct Causes of Aircraft Accidents  

Direct causes of aviation accidents [Scott A. Shappell; Cristy A. Detwiler; Kali A. 

Holcomb; Carla A. Hackworth; Albert J. Boquet; Douglas A. Wiegmann (2006)] 

are shown to be directly responsible for the aircraft accidents. Direct causes are 

sub-classified as follows: 

3.1.1   Technical Defects in Aircraft 

Technical defect indicates failure of some aircraft system while it is flying. Exam-

ple of failure chances for a single engine of twin-engine aircraft system is the 

failure of the carriage system to come down. Technical defects create hazardous 

situations, which may lead to an aircraft accident [Kaushik, S.P. Murthy, W. Selva 

and Shrivastava, K.K. (1990)]. If crew fails to take proper steps to deal with this 

hazardous situation when landing the aircraft, safety for the nearest aircraft is also 

impaired. The reliability of the aircraft system where accidents are due to technic-

al defects are evaluated using a Binomial Distribution.  

3.1.2   Environment Factors  

Environment factors are the factors, which are beyond the control of the pi-

lot/crew/military aviation. Some typical environmental factors are: 

 
3.1.2 (A) Bad Weather Conditions: Some military aircraft have to 

fly in bad weather conditions. For example CB clouds creates ha-

zardous environmental situation. CB clouds are charged clouds 

which may jam the Gyro instruments in the aircraft. Severe up-

draft and down draft which are inherently present in the cloud 

can throw the aircraft, up or down until it disintegrates. The best 

way to overcome this hazardous situation is to avoid flying into 

this type of cloud. The exact position of the CB clouds should be 

given to the pilot by Weather Radar and Ground Control.  
 

3.1.2 (B) Bird Strikes: The aircraft needs to avoid bird strikes during 

takeoff and landing. The aircraft is flying at supersonic speed and 

birds act as a missile which will damage the aircraft. George E. 

Meyer (1974) has presented activities related to the aircraft ha-

zard as a result of bird strike at Charleston AFB, South Carolina. 

He studied a 500 square mile coastal area from 1 June 1971 to 1 

June 1972. He gave the theoretical development for the calcula-

tion of the Binomial Probability Distribution Functions useful for 

assessing the risk of bird hazards to aircraft by the use of radar. 

Each distribution function has been studied in order to determine 

the degree of risk and the corresponding number of birds in-

volved. The cumulative probability of bird strikes over an entire 

route can be determined by calculating the union of discrete cell 

probability sets. 
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3.1.2 (C) Ricochets: Ricochet is an environment factor in military avia-

tion. Ricochets occur when bullets fire from an aircraft are reflected. 

The reflected bullets may hit the originating aircraft or one of the 

other aircraft in the formation during bombing or target practice.  

3.1.3   Human Factors 

Human errors are basic mistakes committed by the Pilot or the Aircrew during 

flight. It was observed that even the most experienced pilot had committed basic 

mistakes of landing with the flaps in up position calling three greens when the 

under carriage lever is in the up position. These human errors can lead to a major 

aircraft accident if not detected in time. It is difficult to understand, why expe-

rienced pilots have made such silly mistakes. Psychologists believe that the mis-

takes committed by the experienced pilots may be due to some indirect causes. 

These effect the functioning of the mind of the pilot and interface with his skills. 

This ultimately leads to the commitment of such mistakes.  

3.2   Indirect Causes of Aircraft Accidents   

The indirect cause is some factor, which affects the human performance. It can 

lead to an aircraft accident. The indirect cause is an inter-action between skill and 

stress. The pilots acquire the skill of flying an aircraft through an intensive train-

ing for a minimum of a three year period. Experienced, pilots have capabilities to 

overcome unfavorable environmental situations and even to deal with technical 

defects when developed during flying. The performance of these pilots while fly-

ing an aircraft is the result of an interaction between skill and stress. Skill 

represents physical and mental capabilities. Acquired knowledge about the aircraft 

and its operations and factors such as experience are also important. Stress is a 

feeling of hardship or tension caused by an over powering situation when the 

individual feels that his resources to deal with it are inadequate. Stress is a part 

and parcel of a human being and is unavoidable. Pilots have to routinely face 

stresses. The pilots are subjected, to two types of stress.  

3.2.1   Cumulative Stress  

(A) Unusual Life Condition: Unusual life conditions may include an unhappy 

family life, financial problems, and the frequent transfer of pilots. A study by 

NATO revealed that cumulative stress loads of such events in the immediate past 

predispose a person to psychosomatic or a purely physical cause for a reduction of 

ability (Thompson, Simon G.; Ghanea-Hercock, Robert: 2005). Such cumulative 

stress may lead to attention failure, error of judgment or forget fullness.  

(B) Life Style and Temperament: Life style factors are (a) Over ambition, (b) 

Constant Worry, (c) Expectation of Perfection in every event. A poor tempera-

ment of the pilot is one which is responsible for some air craft accidents. 

(C) Zero Error Factor: Modern aviation undoubtedly calls for a zero error factor. 

This is an inescapable requirement. Some social scientists believe that it is im-

possible to achieve a zero error factor as a person is likely to make a mistake at 
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some time. Achievement of zero error factors in a particular field it has been seen 

is possible to achieve. What is needed is a very high degree of mental discipline 

and unwavering adherence, to meet the specified parameters. Increasing sophisti-

cation in science and technology leads to more and more closely structured 

organizations. These provide very little independence of action or thought to an 

individual. There is a known and inherent element in a human being which causes 

resistance to severe structuring. This is a pointer towards incidents/accidents 

where lack of flying discipline has been the primary cause. In advanced countries, 

technology evolution has been gradual accompanied by steadily improving results. 

Individuals in such a society could systematically acclimatize to the stress placed 

on them in the form of higher demands for mental discipline and the need to curb 

the general tendency or urge for independent action. In the developing countries 

such as ours, instead of gradual, technical evolution, there has been a technology 

explosion in the last two or three decades. We have been suddenly exposed to a 

high level of technology. The society or the individual had insufficient time to 

adjust to the constant, demands of high technology. This is a basic cause of aberra-

tions in flying discipline. It has been much in evidence in the early 50’s in the 

USAF despite about 300 years of backup of the growing technology. Later during 

the 60’s by the royal Air Force. This is an important element, which must find a 

place in our training. It is incorrect to state that the pilot could throw around the 

aircraft around like a tempest or hurricane. He cannot afford to indulge this prac-

tice in even a very small way with high performance aircraft like Jaguar, Mirage 

2000 and the F16 class. This aspect requires to be emphasized adequately in pilot 

training from the beginning. It is a continuous process and only though rigorous 

training can we achieve the very high degree of psycho motor skills and develop-

mental discipline required to create a safe flying environment.  

3.2.2   Effects of Sudden Stress 

The Pilot is subjected to sudden stress when he needs to cope with the following 

situations:  

(A) Technical Defects in Aircraft: A pilot is subjected to sudden stress when 

some aircraft systems fail in the air. For example, failure of one engine of a twin 

engine aircraft or the failure of the under carriage system when it fails to come 

down according to need.  

(B) Cognitive Factor: Cognitive factor arises during a conflict situation; it occurs 

when each pilot tries to establish identity and needs recognition. Cognitive conflict 

is found predominantly in the military aviation by the Air Force.  

4   Behavioral Analysis and the Impact of Cycles of Biorhythm 

on Human Performance: Bio Analysis 

The combined individual performance under a combination of the influences of 

each of four cycles consists of the combination of positive, negative and zero 

cycles for Physical, Sensitivity, Intellectual and Spiritual Cycles, resulting in  
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behavior influence possibilities shown below. For days other than those critical 

days or for about 80% of the time the positive and negative positions of the cycles 

result in a change of the behavioral pattern as shown below:  

Table 1. Accident Prone Days 

 

Table 2. Combination of Biorhythm behavior 
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Fig. 2. Anatomy of Accident Flow Chart 
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4.1   Behavior Based Biorhythm Management 

A good manager is a successful planner who strives to achieve numerous objec-

tives by overcoming work losses or errors. It means that the managers will have 

managed to execute their plans to achieve their goals despite unplanned events 

occurring. If these unplanned events are on the increase it becomes necessary to 

reduce their effect by skillful management or by skillful use of the biorhythm. The 

essence of biorhythm management is to establish a set of procedures by which the 

biorhythmic accident prone period of each individual worker is considered and 

compensated for on an individual basis. In this way the likelihood of worker per-

formance accidents may be minimized.  

4.2   Causes of an Accidents and Safety Measures 

An accident is an unplanned, uncontrolled, and undesirable event. It may be a 

sudden mishap which interrupts an activity or a function. A narrow miss which 

avoids an accident or a mishap is much the same. We know that the results of the 

accident frequently cause a delay in production, damage to material, and reduction 

of quality and possibly the loss of life. 

Contributing Factors: These are frequently an accumulation of unsafe acts and 

unsafe conditions which provide circumstance predisposed to cause an accident. 

The Supervisor plays an important role in preventing accidents. Effective Safety 

Management necessitates eliminating and controlling these contributing factors. 
 

Safety Responsibilities and Measures 

• Recognize unsafe acts 

• Training and monitoring staff 

• Recognizing poor performance  

• Enforcing Safety rules 

• Planning for Safety as an essential part of the job 

• Correcting and identifying hazards which are due to improper or inade-

quate          maintenance  

• Providing and enforcing clear Safety instructions 

• Insuring Safety devices are adequate and maintained.  

• Proper Overall Safety management  

 

The worker is the second major contributing factor. The mental, physical, emo-

tional and spiritual condition of the worker results in the following: 
 

Mental Conditions: 

• Possible lack of Safety awareness 

• An improper attitude 

• Inattention to the job at hand 
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• Slow mental reaction 

• Poor management  

• Substance abuse 

Physical Conditions: 

• Extreme fatigue  

• Lack of coordination  

• Physically unqualified for the job 

• Loss of sleep 

• Substance Abuse 

Emotional Conditions: 

• Lack of emotional stability 

• Nervousness  

• Temperament  

• Loss of family members 

• Under Heavy Stress environment 

• Home life 

• Lack of sleep 

Immediate causes: 

• Unsafe acts  

• Unsafe condition  

• Failure to use protective equipments or tools 

• Hazardous movement 

• Inadequate illumination 

• Poor ventilation  

• Bad house keeping 

• Ineffective or Inadequate Safety devices 

Safety measures: 

• Develop Safety awareness and Safety consciousness  

• Adequate training  

• Proper Safety environment 

• Use of Biorhythm model for “off days” 

• Precautions against Accident Prone days 

• Improving  worker morale 

• Improving attitude 

• Improving working environment 

• Managing stress 

• Avoid Fatigue 

• Avoidance of bad habits  

• Provision of tangible rewards for accident free periods 
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Identifying the primary factors which influence safety is a complex task and no 

single factor can be an adequate predictor of a worker’s or supervisor’s perfor-

mance or susceptibility towards making and reducing errors. Biorhythms provide 

a potential management tool to inform and aid better decision making by a consid-

eration of the periods when a worker may be most susceptible to errors.     

5   Analysis of the Causes of Human Error Factor and the 

Development of a Model for Predicting Human Error 

Error may be considered in its most basic form as an intended action which  

is not correctly executed. At a simple but often opaque level errors are actions 

which result from various unconscious or conscious mistakes. At the most transpa-

rent level an error may be considered as any act which results in an accident or 

incident that may involve personal injury, death and damage. Studies show  

that human error rates doing simple repetitive tasks can normally be expected to 

occur about once in 100 events. It has also been demonstrated that under certain 

circumstances human reliability can be improved by several orders of magnitude. 

An error rate of 1 in 1000 is regarded as good. The British Civil Aviation Authori-

ty for instance requires that automatic landing equipment must not suffer a  

catastrophic failure more than once in 10 million landings. Human errors  

vary widely depending on the task and many other factors such as Physiological 

factors.  

Fatigue: Fatigue can be defined as The Level of Reduced Per-

formance in which there is no certainty that a person can react in 

an emergency even when the need is obvious. Long working 

hours and inadequate rest periods are potential threats as they re-

sult in inadequate responses. 

Sleeplessness: It adversely affects and lowers the performance 

due to a lack of focus. It is difficult to function at an adequate at-

tention level. 

Lack of motivation: It has been noticed that in many accidents 

that a well trained and highly capable pilot or technician has 

made an error. In many examples it is most likely due to a low 

motivation level. Selection, training and periodic checking can 

help ensure the ability to perform a given task for a given period 

of time. The continuing performance of a person showing the 

same dedication is largely governed by his motivational level and 

not by his ability. 
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Stress: Extended working hours usually cause a person stress. 

All personnel are trained and conditioned to cope with this situa-

tion. However, if the stress levels increase drastically due to to-

tally unrelated factors such as, death of a spouse, administrative 

problems, financial problems, the likelihood of a person making 

an error increases dramatically. Misunderstanding and lack of in-

formation is part of work culture. It can be reduced or contained 

by the use of concerted efforts.  

5.1   Man Machine Interaction When Considering Flying Mistakes 

A Communications study by Michaela A. and Dorheim Moffect shows that in  

107 reports involving competing tasks, the biggest cause was distraction, 68 of 

107 incidents were due to communications problems. Crew members who com-

municate well tend to perform better but conversation demands attention. For 

example it is necessary to think of responses and retain them in memory until it is 

your turn to speak. Flying crew may become preoccupied with the conversation 

and not notice other demands on their attention. Head down activity (22 out of 

107) such as the performing the flight management system or re viewing approach 

charts, was a factor in 22 incidents. When engaged in head down activities the 

eyes are diverted and can require a high degree of concentration. When the head is 

down the pilot cannot reliably monitor the flying during longer tasks. When the 

head is down it is necessary to suspend programming in mid stream and 13 out of 

22 such cases caused a failure by the pilot to monitor flying. Response to an  

abnormal situation was involved in 19 out of 107 incidents. In one example, the 

crew had to deviate around thunder storms and then had to descend and the cabin 

pressurization slowly failed. They had forgotten to reset their altimeters when 

descending to the lower air space and were set at 300 feet low at an attitude of 

13000 feet. Treating an urgent situation narrows the focus of attention. Visually 

searching for other traffic was a factor in 11 incidents out of 107. One air crew 

was reported as receiving an alert and then missing the turn at an intersection 

because they were looking for other traffic. Head down work when searching 

requires attention and it takes the eyes from where they should be. In all of  

the above cases the main routine task was neglected. The neglected duties were 

monitoring the status of the aircraft and the pilots flying. Failure to correctly 

monitor occurred in 69% of cases. Altitude Deviation was the neglected task in  

31 of the 107 cases. Sixteen of these cases involved not making a required turn 

and 13 of the cases involved a failure to reset the altimeter. There were 107 re-

ports. The percentage failure probability of making flying mistakes considering 

various cases has been plotted on the Y-Axis of figure: 3.   
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Fig. 3. Man Machine Interaction and Flying Mistakes 

5.2   An Error Taxonomic Approach 

An analysis of 93 major accidents over a period of 24 years from 1959 to 1983 has 

been analyzed. Sears 1986 found that 12% which is 11 accidents were caused by 

maintenance and inspection deficiencies. Similarly Nagel 1988 reports that four 

out of every hundred accidents that occurred from 1977 to 1988 were the result of 

maintenance error. During an aircraft inspection certain defects were found in an 

aircraft which was ready to fly. This was clearly unacceptable. It is pertinent to 

make this requirement explicit by providing information about the requirements.  

These requirements are based on human error avoidance. 

5.3   Factors Which Affect Decision Making 

Decision making is the task during which any potential defect is located by 

searching and evaluated in order to determine whether it should be reported. In 

this task both Type I errors (False Alarms) and Type 2 errors failure to FIN can 
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occur. These errors have their own “Tradeoff Relationship”. Some combined ac-

curacy measure must be derived before any tradeoff between the search Speed and 

the Accuracy can be determined. 

A particular model of the human being having the ability to provide a rational 

economic maximization which has received widespread support for inspection is 

Signal Detection Theory (SDT), it was originally proposed by Swets and co-

workers (e.g. Swets, 1967). This was to serve as a model of how humans are able 

to detect Signals in the presence of noise. It was subsequently applied successfully 

to the inspection problem by Wallack and Adams, 1969, 1970; Sheehan and 

Drury, 1971; Drury and Addison. 1973.  

In the SDT the inspector is assumed to be making a choice for each item in-

spected as to whether the item contains a defect (“signal”) or does not (“noise”) 

As the evidence for signal or noise is somewhat equivocal, there is assumed to be 

an “Evidence Variable”.  This increases when a signal is present and equivocal. 

There is also assumed to be an “Evidence Variable” which increases when a signal 

is present and decreases when only noise is present. An example of its use would 

be the judgment whether a dent in a stabilizer leading edge should be reported. 

Dents can range from almost imperceptible to those which must be reported. The 

Evidence Variable (dent visual severity) must be judged against both Written Size 

Standards and the likely effects of the dent or the Flight Characteristics.  

5.4   Factors Affecting Sensitivity  

Most factors affecting discriminability or sensitivity are physical. They can be 

characterized as the perceived difference between the observed indication and the 

relevant standard. Thus, indications obviously well above or below the standard 

will have high discriminability (d) values. Examples would be the existence of 

large areas of corrosion, cracks which are noticeably larger than those allowed or 

completely missing rivets. None would require difficult or Error Prone decisions. 

The expression “perceived difference” implies both High Signal and Low Noise in 

SDT terminology. Low noise means low levels of visual distraction. That is com-

petent cleaning, Low levels of fatigue that is frequent task breaks; Very Clear 

Standards well defined and well presented job aids. All of these can be improved 

for the aircraft inspection task. Comparison standards at the work place have been 

shown to be effective in improving discriminability. It should be possible for the 

inspector to make a direct side-by-side comparison of fault indication by using a 

standard. For example, the critical amount of corrosion beyond which a report 

must be made should be indicated by a life-sized diagram on the work card. If 

different corrosion types are present, life-sized photographs help in reaching a 

positive identification.   

5.5   Factors Affecting Criterion  

From SDT, the factors affecting the choice of criterion are the relative costs of 

making errors such as Misses and False Alarms and the True Rate of Defects (p). 

Using these factors, the optimum criterion can be calculated. This is rarely the 

exact criterion which is used by the inspector. In laboratory tasks and in  
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non-aviation inspection tasks the inspectors will choose a criterion in a conserva-

tive manner. For examples, if the criterion should be low they should be very 

willing to report indications as defects. Inspectors will choose a criterion which is 

not low enough. Similarly, they will choose a criterion which will not react quick-

ly enough in changing their criterion as the costs and probabilities will change. It 

is important to provide accurate and up-to-date feed forward information on the 

probabilities of defects in different areas in order to allow the inspector to make 

rapid criterion changes.  

There are also known criterion shifts that consider both the changing defect rate 

and the time spent on the task. There is little to be done when increasing the defect 

rate. It is fixed by the state of the aircraft. The reduction in the hit rate at very low 

defect rates may set a limit to the use of humans as detectors of rare events. Para-

doxically, as the maintenance improves and gives fewer defects, the ability of the 

inspector to detect the few remaining defects worsens. There is a need for more 

research into the human or machine function allocation to alleviate the low defect 

rate problem. The time on the task, the vigilance phenomenon, cause a reduced 

detection rate due to the Criterion Shift under special circumstances. That is unin-

terrupted performance. This may not be a problem of aircraft inspection, although 

heavy use of night shift inspection where interruptions are less frequent and the 

human less vigilant, requires further study.  

5.6   Rationale for Research on Visual Inspection Training  

From the above discussion, training for visual search would be expected to result 

in reduced search errors. That is type 2 errors and a reduced search time. Similar-

ly, training for decision making and perception can be expected to result in re-

duced type 1 and type 2 errors. Although training can be used to improve visual 

inspection performance, specific training schemes are not associated with factors 

that determine improvement in visual inspection performance. Hence, training 

schemes are developed that guarantee improvements for a particular task without 

consideration as to whether such a training scheme could be extended to a similar 

task, a different task, or whether the training is optimizing the use of instructor and 

the trainee time. The first step in the development of a rational training scheme is 

to identify the factors that affect visual inspection performance. The next step is to 

determine which of the functions of the inspection task can be developed by train-

ing. This in turn will serve to establish the sensitivity of the inspection parameters 

for training.  

For any training scheme to be effective it should minimize both Search Errors 

and Decision Errors. Referring to the earlier proposed model of visual inspection, 

it is observed that intervention strategies could be developed at various stages of 

the inspection process. This could be hypothesized to change the inspection para-

meters to achieve an improved performance.  

The following factors are critical in the search process: 

(a) The ability to identify salient features which can be associated with a par-

ticular defect. This is so that features may be searched for in parallel instead of 

requiring separate attention. 
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(b) Visual search  

(c) Eye movement scanning strategy.  

In order to improve the visual inspection performance it is necessary to develop 

training schemes which provide improvements in the above factors. The following 

section briefly describes various training schemes.  

5.6.1   Visual Lobe Training  

The visual lobe is a very important determinant on search performance. Those 

observers with a larger visual lobe require fewer fixations than observers with a 

smaller visual lobe. A large visual lobe or peripheral acuity may account for supe-

rior search performance. We still need to know how a large visual lobe can affect 

search performance and how people can be trained so as to increase the size of the 

visual lobe. If the above questions could be answered, this could result in a strate-

gy to improve the visual lobe. More general questions then arise.  How does lobe 

size training generalize across tasks such as targets and back grounds. We wish to 

understand whether the visual lobe training on a given target; would result in an 

improved search performance for a different target type and the sensitivity of the 

appropriate search parameter for this type of training. It is essential to identify 

whether a cross-over effect exists. If it does, then it is sufficient to train only on 

one target type. If not, then it is necessary to identity various target subsets, for 

examples T1, T2, where the cross-over occurs. Trainees could then be provided 

visual lobe training on a single target of each target subset.   

5.6.2   Feedback Training 

A person needs rapid accurate feedback to correctly classify a defeat, or the effec-

tiveness of a search strategy. Every training program should begin with frequent 

feedback and to gradually reduce this until the level of proficiency required is 

reached. Additional feedback beyond the training program will help to keep the 

inspector “calibrated”.  

The following feedback could be provided: 

(i) Feedback showing accuracy of classifying defective items into the correct 

categories 

(ii) Feedback of the search strategy derived from monitoring eye movements 

(iii) Feedback of fixation times from the subjects eye movement search.  

The First item is known to be essential in learning perceptual tasks (Annett, 1966). 

It provides the novice with information regarding a critical difference between a 

defective item and the satisfactory item. This helps to develop a mental attitude 

which contains the internal characteristics of a defective item. We are, however, 

still unsure as to what has been improved. For example, learning resulted in pro-

ducing a new internal conceptual model of the task or is the inspector using only 

certain dimensions of the fault to classify it. 

It has been shown that an important difference between the best and the poorest 

search performance is the length of the sweeps between eye fixations during the 

search task. Does there exist a difference between how a novice and an expert 
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move their eyes across the visual field. Gould (1973) during a visual inspection 

study of circuit chips found that most of eye fixations occur within a definite 

boundary, which is the area most likely to contain the targets. It has been demon-

strated that eye movements during a visual search occur based on knowledge of 

the location of faults and on the probability of them occurring. The question that 

needs to be answered is: Does feedback information regarding the eye movements 

help to improve the scanning strategy? We hypothesize that providing such feed-

back information would aid the inspectors by allowing them to identify areas 

which have been not covered or areas where excessive time is spent. By helping 

the inspector to develop such a strategy it will become possible to cover the entire 

area more effectively.  

5.6.3   Feed Forward Training 

When a novice inspector with no knowledge of the type of faults, the probability 

of faults, and the occurrence of faults, conducts a visual search, it would be ex-

pected to be inefficient. Providing feed forward information should result in an 

improved search strategy. This is because the uncertainty is reduced as the inspec-

tor knows both where to look and what to look for. Perhaps the inspector may use 

the information to achieve a more systematic search strategy, guided by know-

ledge of the fault characteristics. The inspector could use feed forward information 

in the following ways:  

(1) To ignore the information completely 

(2) To selectively incorporate some of the information 

(3) To incorporate this information only at later stages of inspection, 

That is only after gaining some verification. Using this suggests that experienced 

inspector’s make use of feed forward information that complements their existing 

sensitivity to the fault. If the fault is one that is not easily detected, then the in-

spector relies heavily on any information provided. Inspection tasks that will most 

likely benefit from this addition to prior information include those where the value 

of inspection time is great. Those faults have been looked easily in which the fault 

is particularly difficult to detect and those in which the product may contain rare 

detrimental.  

5.6.4   Attribute Training  

Consider an item A. Let the item be faulty on attributes A1, A2, A3 and A4. The 

inspector could be trained on each of the above attributes such training would 

allow the inspector to set a response criterion for each attribute. The training 

should be generalized in the sense that the inspector should be able to classify the 

items as defective if the items are faulty on one or more of the attributes. Main 

attributes of the systems reliability are probability of the system, performance of 

functions adequately, operating conditions and time periods (Saket, R.K.; Wg. 

Cdr. Kaushik, S.P. and Col. Singh, Gurmit, 2008). The inspector could be trained 

on which of the attributes match. Firstly based on the probability of the item being 

faulty on these attributes and the ease with which the matching occurs. Experience 
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and training of the inspectors determine how defective attributes are arranged 

(Goldberg and Gibson, 1986). 

5.6.5   Schema Training  

It is essential that the subject develops an appropriate valid mental template or 

internal representation schema of the fault. The key to the development of such a 

schema is that it should provide for successful extrapolation for use in novel situa-

tions which are still recognizable instances of the schema. We need to know how 

schemas are developed. Whether inspectors can be trained to develop schemas, 

and what sort of training being either Rule based or Knowledge based must be 

provided to the inspectors for effective development of such schemas. The effects 

of the two methods of training need to be evaluated during schema development: 

“active training” and “passive training”. In active training, the inspector is pre-

sented with various instances of fault and no-fault. He has to classify them as 

defective or non-defective. Feedback is provided regarding the correctness of this 

classification. In contrast, passive training is where the inspector is merely pre-

sented with various instances of the faults without being required to provide an 

active response.  

5.6.6   Interaction of SRK Behavior   

It must be explained at this point that in aircraft inspection Skill Based (S), Rule 

Based (R) and Knowledge Based (K) behaviors are rarely stand alone or distance 

behaviors modes, indeed they overlap on some occasions and support each other 

on others. For example the skill based behavior of probe movement is supported 

by either knowledge based for line choice or rule based for expert behavior that 

exists on the boundaries of the movement. The probe should not cut the overhead 

line and a movement too close to an edge should be avoided. Similarly, rule based 

behavior and clarification in visual inspection is sometimes superseded by know-

ledge based behavior that is based on active reasoning on a deeper level and a 

functional understanding of the aircraft. During Virtual Inspection of line wing 

leading edge, the inspector who is looking for dents may realize that a dent for-

ward of another dent may be more important because it could cause problems in 

fight control. This and the preceding example highlight control and the often sym-

biotic relationship of default behavior.  

6   Statistical Technique for Biorhythmic Analysis 

In any Biorhythm research analysis it is necessary to scientifically demonstrate 

whether or not a relationship exists between the biorhythm and the human perfor-

mance (Douglas, Neil and Francis, L Sink (1976). Hence fundamental concepts in 

probability and statistical analysis have been applied to use the Gaussian distribu-

tion approach for biorhythmic analysis used to prevent aviation accidents. Bior-

hythm is reviewed in this paper. The probability of occurrence of accident-prone 

days is 21.9%. This value is reduced to 20.4% by excluding multiple critical days. 
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The probability of occurrence of single, double and triple critical days has been 

shown in following table 1. It is to be noted that the longer the cycle period the 

higher the probability of a zero crossing. Since the accident-prone periods for the 

physical and intellectual cycles will alternately centre on midnight and noon for 

the adjacent cysts, it is often difficult to accurately assign an accident to this Bior-

hythm period. It is therefore convenient to assess a 48 hrs period for alternate 

periods of the physical and intellectual cycles. The expected percentages of occur-

rence of accident-prone days are presented in column 3 of the table. It is found 

that in this case the probability of occurrence of accident-prone day is 26.6% each 

biorhythm accident-prone period may also be analyzed as a 48 hrs period. The 4
th

 

column of table shows the expected percentage of occurrences of accident-prone 

periods for a 48 hrs period. The expected occurrence of these accidents prone 

periods is 37.8%.  

 
Table 3. Accident Prone Days (percentage) 
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Carlos M. Perez (2004) found that four principles are essential for successful hos-

tage rescue mission: surprise, intelligence, operation’s skill, and deception. These 

principles are derived from planning models used by special operations, personal 

experience, and an analysis of six historical case studies. The normal distribution 

curve based on data available in air force has been used; the area under normal 

distribution curve represents the accident zone. In this example the accident zone 

is that area of operation during which the performance demand exceeds the per-

formance ability of the aircraft pilot. The Incident-duration curve of aircraft acci-

dents has been designed by Saket, R.K. and Kaushik, (Wg. Cdr.) S.P. (2005). The 

incident-duration curve has been assumed to be a straight line and increases with 

the duration for the reliability evaluation of the aircraft system. 

7   Reliability Evaluation of Biorhythmic Aviation Accidents 

Reliability of the aviation system is defined as the overall ability of the aircraft 

system to perform its function. Reliability theory as an extension of probability 

theory was first applied in electronics, nuclear and space industries after World 

War-II, where high reliability was a requirement for these increasingly complex 

systems. Nowadays reliability studies are performed in almost all engineering 

branches. This chapter presents a new methodology for the evaluation of the prob-

ability of an accident (Pac) based on Biorhythmic approach. The methodology has 

been developed in this paper using normal distribution curves of the accidents. 

Biorhythmic accidents have a continuous distribution function and have a Gaus-

sian distribution for a specified time interval. 

7.1   Gaussian Distribution Approach 

The performance demand model for pilots flying has been a Gaussian distribution 

for a specified time interval according to the incident – duration curve [Arya L. 

D., Chaube, S. C. and Saket, R .K. (2001)]. 
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The aggregated performance capacity model of the pilot and the air craft system 

has been approximated as Gaussian. 
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The failure probability (PF) of the above performance demand and capacity models 

can be written as follows: 

                      

PF = (1-Ps)                                     (3) 
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The success probability of the model (Ps) can express as follows: 
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After substitutions, equation (4) can be written as follows. 
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In the view of the above substitution (5) the success probability of the system can 

be written as follows using Gaussian distribution approach [Saket, R.K.; Wg. Cdr. 

Kaushik, S.P. and Col. Singh, Gurmit (2008)]. 
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The limit β comes out to be independent of x΄. Further equation (6) can simplified 

as follows: 
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In fact φ (β) is the success probability of the air craft system and represents the 

area under the normal distribution curve having mean zero and standard deviation

[ ] 1N(0,1) =∫
∞−

β

. Various curves based on equation (8) have been plotted using 

MATLAB simulation. This expression satisfies the Gaussian distribution approach 

to the pilot’s reliability evaluation. ϕ (β) is the area under the normal distribution 

curve having zero mean and standard deviation [N (0, 1)] is one from - ∞ to β. This 

value can be conveniently obtained from standard tabulated data. Daily variations  
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in the mental load or performance demand on the pilot can be accounted for by 

predicting the various demand levels Pdi and the relative frequency of accident 

occurrence of these levels are assumed to be Lo, L1, L2 ………, Li. The frequency 

of occurrence is α0, α1, α2, ….. , αi. For each demand level probability of failure can 

be calculated and overall probability of failure is given as  

Pf =∑
i

fii Pα                                            (9) 

Various plots of Pf v/s 

dP

C  have been plotted in this paper. The curves shown 

here can be used as a standard curve for evaluating the pilot’s capacity. 

7.2   Safety Factor Concept and Peak Demand Considerations 

The probability distribution function of the pilot capacity has been earlier obtained 

as a Gaussian. Further, it has been determined that the peak performance demand 

dominates over low-level loading, whereas, the probability of failure under low 

load level condition is negligible. Pdmax is the peak performance loading / demand 

on the pilot. The safety factor ‘S’ is defined as:    

S = C/P dmax                                           (10) 

It is obvious that the pilot’s ability to fly / flying capacity ‘C’ has a normal distri-

bution and S is a random variable. Since Pdmax has been considered to be constant,  

the safety distribution function ‘S’ will also be a normal and is given as follows 

[Arya L. D., Chaube, S. C. and Saket, R .K. (2001)].  
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The mean safety factor and standard deviation of the safety factor is given as: 
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The probability of the performance failure is given as under: 
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The Failure Probability PF v/s

dmaxP

C
 curves have been plotted using MATLAB 

simulation. There are the standard curves available for evaluating the performance 

capacity of the pilot based on the safety factor concept and peak load considera-

tions [Saket, R.K.; Wg. Cdr. Kaushik, S.P. and Col. Singh, Gurmit (2008)] . 

7.3  Performance Evaluation Based on Peak Demand Using Simpson 

1/3
rd

 Rule 

The LOLP is one of the most commonly used indexes for planning the perfor-

mance capacity of the pilot. This index is generally obtained by convolving the 

performance model with a demand model. All types of composite reliability indic-

es such as the loss of performance demand probability, and accident frequency 

have been assessed not only for the overall aircraft system but also for single 

components and aircraft pilots. Failure probability has been evaluated using a 

more realistic model as Incident - Duration Curve. A Stepped Incident-Duration 

Curve has been considered for aircraft system reliability evaluation using Simp-

son’s 1/3
rd

 rule. In the following expression, 100 small steps have been considered 

in Daily Incidence - Duration Curve. The performance model adopted is a Normal 

Distribution Function and the evaluation is based on the Maximum Average Per-

formance Capacity of pilot available. The probability of the performance demand 

exceeding the performance capacity (LOLP) of the pilot using a Stepped Inci-

dence - Duration Curve can be written as follows:  
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The LOLP expression of (14) can be expressed as: 
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The LOLP of the composite aircraft system can be evaluated by using the above 

methods of area evaluation for any step of the Incident - Duration Curve [Arya L. 

D., Chaube, S. C. and Saket, R .K. (2001)]. The Simpson’s 1/3
rd

 rule has been 

used to evaluate the LOLP of the pilot of the aircraft system. Reliability of the air 

craft operation or the success or failure probability of the aircraft system based  

on biorhythm theory has been evaluated using Simpson’s 1/3
rd

 rule considering 

small time steps of durations and various operation periods of aircraft 

systems.  

8   Results and Discussion 

The failure probability due to the biorhythmic effect on the pilot of the aircraft 

system which has been explained earlier was evaluated by assuming the following 

available data. The mean performance ability of pilot to fly (Pa) in percentage and 

standard deviation data are give in following table (4).  

Table 4. Mean performance ability of pilot (Pa) and standard deviation data 

 
 

 

 

 

 

 

(Pa) 90 89 88 87 86 85 84 83 82 81 81.5 80.1 

σa= 

5% 

4.50 4.45 4.40 4.35 4.30 4.25 4.20 4.15 4.1 4.05  4.02 4.005 

σa=10

% 

9.0 8.9 8.8 8.7 8.6 8.5 8.4 8.3 8.2 8.1 8.05 8.01 

σa=15

% 

13. 5 13.35 13.2 13.05 12.9 12.75 12.6 12.45 12.30 12.15 12.07 12.02 
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The probability of the accident or failure probability of the Air Craft Pilot’s 

ability to fly due to biorhythmic effects at mean performance demand (Pd) 80% 

has been evaluated using Equation (9). The biorhythmic accident probability (Pac) 

at different conditions taking account of Pilots ability to fly is given in table (5). 

The graphs of the probability of accident by aircraft pilot due to biorhythm and 

mean performance ability are shown in fig. (6)  and (7). The Distribution Function 

for both the performance ability to fly and the performance demand on the aircraft 

pilot has been adjusted to be normal. From fig (6), the performance demand of the 

aviation system is constant at 80% and performance capability of pilot increases 

gradually. At different performance abilities of the pilot after considering bior-

hythmic effects the failure probability of system has been evaluated. The failure 

probability of the aircraft due to biorhythmic effect of the pilot decreases with the 

increase in the air craft pilot’s capability. When the performance ability and de-

mand are equal the success or failure probability is equal to 50%. If performance 

demand exceeds the performance capability of the pilot due to biorhythm, there is 

100% probability or certainty of an aviation accident. 

Table 5. Pilots ability to fly and standard deviations 

Pa 

% 

Pac at 

σa= 10% 

σd= 5% 

Pac at 

σa= 10% 

σd= 5% 

Pac at 

σa= 10% 

σd= 5% 

90.00 0.5485 0.6539 0.7637 

89.00 0.5668 0.6788 0.7810 

88.00 0.5901 0.7033 0.8015 

87.00 0.6091 0.7327 0.8301 

86.00 0.6539 0.7643 0.8483 

85.00 0.6949 0.7981 0.8707 

84.00 0.7451 0.8336 0.8897 

83.00 0.8015 0.8707 0.9207 

82.00 0.8632 0.9091 0.9443 

81.00 0.9364 0.9483 0.9721 

81.50 0.9641 0.9801 0.9880 

80.10 0.9923 1.0 1.0000 
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The Failure Probability of the aircraft system due to biorhythmic effects has 

been evaluated using the safety factor concept and is shown in fig (6). At a con-

stant performance demand of the aircraft system the safety factor increases with 

the performance ability of the pilot. This graph indicates that the Failure Probabili-

ty decreases with an increasing value of the Performance Safety Factor. At 

constant Performance Ability and increasing Performance Demand, Failure Prob-

ability of the aviation system increases and the curves cut each other at 0.5. At this 

point, the success and failure probabilities become equal to 50%. If the demand 

increases with biorhythmic ability of the pilot, no one can prevent the aircraft 

system from an accident. 

 

 

 

Fig. 6. Failure Probability (Aviation Accident Chances) versus Performance Capability of 

the Aircraft Pilot 
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Fig. 7. Failure Probability (Aviation Accident Chances) versus Performance Safety Factor 

of the Pilot 

9   Conclusion 

It has been demonstrated that whenever pilot demand exceeds the Pilot Perfor-

mance Ability, the probability of an air craft accident increases. Biorhythm plays a 

vital role in increasing the internal demands on the pilot and simultaneously dimi-

nishes the Pilots ability. The failure probability of the system due to pilot inability 

has been described by various plots as shown in the figures (6) and (7). The Fail-

ure Probability of the aircraft system decreases as the standard deviations of the 

performance ability of the pilot.  Serious aircraft accidents at the rate of 70 to 80% 

are associated with the influence of human error. These are considered to be the 

most critical when the functional systems of aircraft fail and the pilot is exposed to 

adverse factors. Because a pilot’s Psyche and physiological factors affect his per-

formance in the air, errors are likely. Among the factors which lead to distur-

bances in pilot’s psycho may be personal living experiences and events; various 

psychological factors, biorhythmic effects, reaction to emergency situations, ef-

fects of trainings, machine factors which are largely technical in nature and envi-

ronmental conditions. It is necessary to study the physical cycle, the emotional 

cycle and the intellectual cycle to determine when a pilot is prone to an accident. 

Selection of pilot’s who are not prone to accidents and who can impart training. It 

is necessary to determine whether or not the pilot can keep his cool during emer-

gencies. Study of the behavioral aspects, the man-machine interface and reliability 
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improvements will help to reduce the number of aviation accidents. Reliability 

analysis of the aviation system considering the biorhythmic effects according to 

typical biorhythm cycles at constant performance ability of the pilot. A variable 

biorhythmic demand has also been proposed for future research.   
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Nomenclatures: 

PF = Failure Probability 

Ps = Success Probability 

Pa = Performance Ability of Pilot to Fly  

Pd = Probability of Demand 

dP  = Probability of Mean Demand 

C = Capability of the Pilot 

C  = Mean Capability of the Pilot 

β = Constant independent of x΄ 
ϕ (β) = Area under Normal Distribution Curve 

α0, α1, α2, ….. , αi = Frequency of Accident Occurrence 

Pdi = i
th

  Demand Levels  

dmaxP

C
 = Safety Factor 

 Pdmax  = Peak Performance Demand 

Cσ = Standard Deviation of Ability of the Pilot 

dσ = Standard Deviation of Demand on the Pilot 

Pac = Biorhythmic Accident Probability 

sf = Safety Distribution Function 

S = Safety Factor 

S  = Mean Safety Factor 

sσ = Standard Deviation for Safety Factor 
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Abstract. The motivation for the preparation of this chapter is my wish to 

create an integrated introductory resource for the study of the systems relia-

bility principles based on Defence Supports Systems (DSS). The focus 

across the chapter created is the support of design activities that lead to the 

production of dependable and efficient Defence equipments. Notwithstand-

ing the emphasis upon initial study, the chapter has also been served well as 

a resource for practicing engineers, academicians and technocrats. Engi-

neers and Scientists of the DSS who are involved in the design process and 

verification of product quality will find coherent explanations of the relia-

bility and maintenance issues that will influence the success of the devices 

they design for composite DSS. This chapter is intended to provide a fun-

damental course in reliability theory to evaluate systems reliability in fields 

of the engineering and technology. It begins with an introduction to the key 

statistical concepts required for the implementation of a reliability analysis: 

both the analytical and the numerical methods used have been described 

with worked examples. Examples on applications of the methods are given 

to illustrate the advantages and limitations of the different techniques, to-

gether with case studies drawn from the author’s experience of academia 

and consultancy. Comprehensive coverage of the basic concepts of proba-

bility theory, Intelligent Defence support system (IDSS) structures with re-

liability evaluations, Hazard model for failure analysis and various proba-

bility distributions of IDSS, solved as well as unsolved numerical examples 

based on IDSS in each sub-section have been described in this chapter. 

1   Introduction 

RELIABILITY is an old concept and new discipline of engineering and technology. 

Peoples have been called reliable if they had lived up to certain expectations, and 

unreliable otherwise. A reliable person would never fail to deliver what he had 

promised. Reliability of the system is defined through the mathematical concept of 

probability. Reliability is the probability of the system or device performing its 

function adequately for the period of time intended under the operating conditions 

intended [1]. According to basic definition of the systems reliability, specific 
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attributes of the reliability are: probability of the system or device, adequate per-

formance, period of time and operating conditions. Reliability theory as an exten-

sion of probability theory was first applied in the electronics, nuclear, space and 

Defence industries after world war-II, where, high reliability was a requirement 

from these increasingly complex systems [2]. Reliability evaluation of the IDSS 

has been started after the bomb attacks by America at Hiroshima and Nagasaki 

cities of the Japan in 1945 during world war-II. Occasionally, we observe a cata-

strophic failure. Fatigue failures of the fuselage of aircraft, the loss of an engine by 

a commercial jet, the Three Mile Island and Chernobyl nuclear reactor accidents, 

and the Challenger and Discovery space shuttle accidents are all widely known 

examples of catastrophic equipment failures [3]. The accident at Three Mile Island 

was precipitated by the failure of a physical component of the equipment. The 

relay circuit failure at the Ohio power plant that precipitated the August 2003 

power blackout in the northeast United States and in eastern Canada is an example 

of a system failure that directly affected millions of peoples. 

Reliability engineering is the study of the longevity and the failure of equip-

ment. Principle of science and mathematics are applied to the investigation of how 

device age and fail. The intent is that a better understanding of device failure will 

aid in identifying ways in which product designs can be improved to increase life 

length and limit the adverse consequences of failure [4]. The key point here is that 

the focus is upon design. New product and system designs must be shown to be 

safe and reliable prior to their fabrication and use. Nowadays reliability studies are 

performed in almost all engineering branches. Such studies evolve applications for 

both repairable and non-repairable systems in all areas. Electric power systems are 

prime examples of system where a very high degree of reliability is expected [4]-

[5]. The reliability is usually divided into adequacy and security. Adequacy relates 

to the existence of sufficient facilities within the system to satisfy the customer 

load demand. These include the facilities necessary to generate sufficient energy 

and the associated transmission and distribution facilities required to transport the 

energy to the actual customer load points. Adequacy assessment usually required 

probabilistic models for different parts of the power system, such as load and 

generation. Security relates to the ability of the system to respond to disturbances 

arising within that system [4]-[5].  

Several authors have defined analytical approaches to modeling the effects of 

humans and of software on system reliability. The motivation for doing this is the 

view that humans cause more system failures than does equipment [6]-[7].  

Nevertheless, implementation of the existing mathematical models of human and 

software reliability requires the acceptance of the view that probability models 

appropriately represent dispersion in human behavior. Probabilistic approaches for 

biorhythmic analysis to prevent aviation accidents have been presented in [8]-[9]. 

A new methodology has been developed using Gaussian distribution approach for 

reliability evaluation of the Defence system keeping in mind the biorhythmic 

effects of the pilot. The normally distributed data of the US air force were tested 

and analyzed based on the performance ability of the pilot and the peak demand of 

the performance [10]. The safety factor concept including peak demand of the 

pilot has presented in papers. The stepped incident-duration curve has also been 
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utilized to evaluate the pilot’s reliability on the aviation system using Simpson’s 

1/3
rd

 rule [8]. 

Defence applications are subject to some of the world’s most demanding re-

quirements for reliability, controllability, security, flexibility, and synchronization. 

The evolution of Defence processes towards network enabled systems and rapid 

deployment scenarios, is creating an urgent demand for highly adaptive and auto-

nomous information support systems. In particular there are requirements for re-

duced manpower in support roles, autonomous IT infrastructures, and automated 

logistics and planning, all of which provide significant scope for an agent-oriented 

solution set. The workshop addresses the use of agent systems and agent applica-

tions applied to Defence scenarios in support of these requirements [11]. Unsur-

passed coverage of all aspects of reliability engineering and management, including 

reliability issues in electronic components and systems, software, and mechanical 

devices have been described in [12]. It now includes specific information on how to 

design a product for reliability; it adds the concept of process and the tools of total 

quality control (TQC) to the reliability function. Practical information on proven 

industry practices to define and achieve reliability goals, as well as the traditional 

mathematics of reliability. Also included are basic tables for determining reliability, 

and standards and specifications used b the U.S. Department of Defense. Essential 

for all reliability engineers, product designers, quality engineers, and engineering 

mathematics, this edition of the world-renowned handbook will give the expertise 

needed to define and attain optimum reliability goals for Defence company's prod-

ucts. Specific engineering, management, and mathematics data need to design and 

manufacture more reliable electronic and mechanical devices as well as complete 

systems have been presented in this book [12]. Comment and analysis on the cur-

rent agenda of Defence and security policies, five main sections: British Defence 

policy, European security, arms control, regional security and perspectives on secu-

rity have been described in [13]. Reliability and Probabilistic Methods in Coastal 

and Hydraulic Engineering set out the methods which are increasingly being re-

quired by Government Agencies for river and sea Defence design and flood De-

fence system management [14]. It highlights the major concepts developed during 

the last two decades for describing uncertainty in the performance of flood and 

erosion Defence. 

According to basic definition of the IDSS Reliability, specific attribute of relia-

bility is the success probability of the combined system. Reliability of the various 

composite systems has been evaluated using probability theory [15]-[16], [21]. 

Fundamentals of the probability theory including various probability distributions, 

Probabilistic Models and Statistical Methods have been presented in this chapter 

for reliability analysis of the IDSS [17]-[20]. This chapter has organized as follows: 

Section: 2 describe basic probability theory considering conditional and indepen-

dent events. Baye’s theorem with IDSS solved numerical examples and unsolved 

questions have been presented in this section. Hazard model of the DSS has been 

illustrated in section: 3. Section: 4 presents life distributions of the DSS / compo-

nents. Binomial distribution, poisons distribution, normal distribution, exponential 

distribution, gamma distribution, Weibull distribution have been included in this 

section. Basic concepts or systems reliability and mean time to failure have been 
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described in section 5 and 6 respectively. Reliability of DSS structures including 

series, parallel and k-out-of-n system structures with numerical examples have been 

described in section 7. Reliability and MTTF of some special failure distribution 

functions with miscellaneous solved numerical examples of IDSS have been illu-

strated in section 8. Section 9 presents conclusion on reliability evaluation of the 

DSS. 

2   Probability Theory: An Overview 

According to basic definition of reliability, main attribute of the reliability is the 

probability of the system performing its function adequately. Evaluations of sys-

tem reliability require probability calculations. We can formulate a mathematical 

expression for the reliability R (t) of a system S required to perform a mission 

under specified conditions.  

R (t) = probability (S will be operate during [0, t]) 

If there are n exhaustive exclusive cases of which m are favorable to an event A, 

then the probability (p) of the happening of A is (m/n). As there are (n-m) causes 

in which A will not happen, therefore the chances of A not happening is: 

q = (n-m)/n       => q = 1-(m/n)        => q = (1-p)       => (p + q) =1         (1) 

If an event is certain to happen then its probability is unity, while if it is certain not 

to happen, its probability is zero.  

2.1   Conditional Probability 

Let S be a sample space with the probability function P defined on it. Let A and B 

to be two events of S. The conditional probability of B, assuming that the event A 

has happened, is denoted by P (B/A) and defined as,  

  
)(

)(
)/(

AP

BAP
ABP

∩
= , provided P(A) > 0.                        (2) 

 Similarly, 
)(

)(
)/(

BP

BAP
BAP

∩
=   provided P (B) > 0                         (3) 

Remarks:  

(i) From the definition of conditional probability for any two events A and B we 

have 

P (A∩B) = P(A/B) P(B) = P(B/A)P(A) 

This relation is called multiplication theorem for probability. 

(ii) For P(B) > 0, P(A/B) ≤ P(A) 

(iii) For n events A1, A2, … An we have, 
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This is extension of multiplication theorem for probability.  

(iv) For any three events A, B and C  
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Solved Numerical Examples 

Problem 2.1.1. In a shooting test, the probabilities of hitting a target are 
5

2
 for A, 

2

1
 for B and 

10

7
 for C. If all them fire at the same target, calculate the probability 

that atleast one of them hits the target.  

 

Solution: Given ( ) ( ) ( )
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7
;

2

1
;
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2
=== CPBPAP  

Then ( ) ( ) ( )
10

3
;

2

1
;

5

3
=== CPBPAP  

∴ P(at least one of them hits) 

  = ( ) ( )CBACBAP ∪∪−=∪∪ 1  

  = ( ) ( ) ( )[ ]CPBPAP ..1−  (since trials are independent) 

  = 
100

91
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1
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3
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⎡

××−  Ans. 

 

Problem 2.1.2. A manufacturer of air plane parts knows that the probability is 0.8 

that on order will be ready for shipment on time, and it is 0.7 that an order will be 

ready for shipment and will be delivered on time. What is the probability that such 

an order will be delivered on time given that it was also ready for shipment on 

time?  

 

Solution: Let A = event that order is ready for shipment on time.  

  B = event that order is delivered on time.   

Here  P(A) = 0.8 ;   P(A ∩ B) = 0.7 

∴  P [an order will be delivered on time given that it was also ready for 

shipment on time]  
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2.2   Independent Events  

Let A and B be any two events. If A is said to be independent (or statistically 

independent) of B, then the conditional probability of A given B is equal to the 

unconditional probability of A.  

                     i.e.,   P (A/B) = P (A)                                             (4) 

 

Remarks: 

(i) If A and B are any to events such that P(A) ≠ 0 and P(B) ≠ 0 and if A is inde-

pendent of B then B is independent of A. 

(ii) If A and B are any two independent events than P(A∩B) = P(A) . P(B). 

(iii) Conditions for Mutual Independence of n events: If A1, A2, …. An are events, 

then for their mutual independence, we should have, 

(a) P(Ai ∩ Aj) = P(Ai)P(Aj), (i ≠ j, i, j = 1, 2, … n). 

(b) P(A1 ∩ A2 ∩ … ∩ An) = P(A1) P(A2)     P(An) 

2.3   Baye’s Theorem  

Statement: Let {Ai} be a sequence of mutually exclusive and exhaustive events in 

a sample space S such that P(Ai) > 0, ∀i.  Let B be any event in S with P (B) > 0. 

Then,  

                               
)/()(

)/()(
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i
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i

ABPAP

ABPAP
BAP ∑=                                    (5) 

Proof: Let Ai be an event in S and let B any event with P (B) > 0. 

Then by definition of conditional probability  

 

     
)(

)(
)/(

BP

BAP
BAP i

i

∩
=  

⇒   )()/()( BAPBAPBP ii ∩=                 (6) 

and   )(

)(
)/(

i

i

i
AP

BAP
ABP

∩
=
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From (1) and (2), P(Ai/B) P(B) = P(Ai) P(B/Ai) 
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ABPAP
BAP ii

i =                                  (8)  
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Now we claim that,  )/()()( ii

i

ABPAPBP ∑=     

Since the events (Ai) are mutually exclusive and exhaustive in S we have 

SAi
i

=∪  and Ai's are disjoint.  

∴   B = B ∩ S = B ( ) ( )i
i

i
i
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i
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i
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i

ii ABPAP )/()( By conditional probability                  (9) 

Substitute equation (9) in equation (8), we get the required result. 

 

Solved Numerical Examples 
 

Problem 2.3.1. One factory F1 produces 1000 articles for Defence support system, 

20 of them being defective products, second factory F2 produces 4000 articles, 40 

of them being defective and third factory F3 produces 5000 articles 50 of them 

being defective. All these articles are put in one stock pile. One of them is chosen 

and is found to be defective. What is the probability that it is from factory F1?   

     

Solution: Let A1, A2 and A3 denote the events that chosen article which is pro-

duced by F1, F2, F3 respectively. Here the total no. of products   

 

  N (S) = 1000 + 4000 + 5000 = 10,000 

And   
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Let B denotes the event that the article chosen is defective. Then  
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To find P(A1/B) By Baye's theorem:  
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Problem 2.3.2. A missile is rejected if the design is faulty or not. The probability 

that the design is faulty is 0.1 and that the missile is rejected because of faulty 

design is 0.95 and otherwise is 0.45. If a missile is rejected, what is the probability 

that it is due to faulty design?  

 

Solution: Let F1, F2 be events that design is faulty or not and A be the event that 

the missile is rejected.  

Then  P(F1) = 0.1, P(F2) = 0.9 and P(A/F1) = 0.95, P (A/F2) = 0.45 

  P(F1/A) = P[rejection due to faulty design] 
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Problem 2.3.3. There are three machines producing 10,000, 20,000 and 30,000 

bullets for IDSS respectively. These machines are known to produce 1%, 2% and 

1% defectives. One bullet is taken at random on a days production of the three 

machines are found to be defective. What is the probability that this bullet came 

from the third machine?  

 

Solution: Let A1 = bullet came from the first machine.  

   A2 = bullet came from the second machine  

   A3 = bullet came from the third machine  

And    B = taken bullet is found to be defective. 

Hence n(S) = 10,000 + 20,000 + 30,000 = 60,000 
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To find ⎟⎠
⎞⎜⎝

⎛
=

B

A
P 3 By Baye’s theorem: 
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2.4   Unsolved Numerical Problems 

Q. 2.4.1 The probability that a new airport will get an award for its design is 0.16, 

the probability that it will get an award for the efficient use of materials is 0.24 

and the probability that it will get both awards is 0.11. 

(a) What is the probability that it will get atleast on of the two awards?  

(b) What is the probability that it will get only one of two awards?  

                                                                                            [Ans. (a) 0.29, (b) 0.18] 

 

Q. 2.4.2 In a bolt factory, machines A, B and C manufacture respectively 25%, 

35% and 40% of the total. Of their output 5, 4, 2 percents are defective bolts. A 

bolt is drawn at random from the product and is found to be defective. What are 

the probabilities that it was manufactured by machines A, B and C?  

                                                                                          [Ans. 25/69, 28/69, 16/69] 

 

Q. 2.4.3 Four techniques regularly make repairs when breakdowns occur on an 

automated production line. A, who services 20% of the breakdowns, makes an 

incomplete repair 1 time in 20 ; B, who services 60% of the breakdowns, makes 

an incomplete repair 1 time in 10 ; C  who services 15% breakdowns, makes an 

incomplete repair 1 time in 10 ; and D, who services 5% of breakdowns, makes an 

incomplete repair 1 time in 20 ; For the next problem with the production line 

diagnosed as being due to an initial repair that was incomplete, what is the proba-

bility that this initial repair made by A ?                                              [Ans. 0.114] 

 

Q. 2.4.4 Three machines M1, M2 and M3 produce identical items. Of their respec-

tive output 5%, 4%, and 3% of items are faulty. On a certain day, M1 has pro-

duced 25% of the total output, M2 has produced 30% and M3 the remainder. An 

item selected at random is found to be faulty. What are the chances that it was 

produced by the machine with the highest output?                                [Ans. 0.355] 
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3   Hazard Model of Defence Support Systems 

Hazard function is rate at which surviving units fail. The hazard function is  

commonly used by reliability analysts to describe the failure behaviors of the 

device/system. The use of the hazard function started with the concept that the 

population of devices displays a “bathtub shaped” hazard over the lives of the 

members of the population [22]. The shape is intended to illustrate the view that 

aging in a device population proceeds through phases. Early in the lives of the 

devices, failure occurs at a relatively high rate. This “infant-mortality period” is 

often attributed to the failure of members of the population that are “weak” as a 

result of material flaws, manufacturing defects, or other physical anomalies. Fol-

lowing the “early life” or “infant mortality” period, the device population proceeds 

through the “function life period” during which the hazard function is relatively 

low and reasonably stable [23]-[25]. Finally, towards the end of the lives of the 

population members, survivors fail with an increasing rate as a consequence of 

“wear out.” Hazard model / bathtub curve can be divided into following three 

parts. 

 

(1) Initial period (Burn in / debugging / infant monolith period): In burn in 

period, a decreasing hazard function indicates continuous reduction in the 

chance of an imminent failure as time passes. This model is usually valid for 

the initial period of a component operation, which has a decreasing hazard 

function for all its life. 

(2) Constant Hazard Model: The constant hazard model applies to compo-

nents where the chance of failure in some interval remains the same all the 

time. In mid-life no extraordinary accumulations of failures are expected and 

therefore the so called “chance failure”, that have a comparatively low and 

constant hazard rate dominate. 

(3) Wear out region: An increasing hazard function essentially indicates that 

the components so described become more prone to failure as they age, that is 

for a population of the same size surviving same time t.  

 

                                                  H (t) = f (t) /R (t) 

 

Where, h(t)= hazard function, f(t)=probability density function, and 

R(t)=reliability function of the device or system.        

4   Life Distributions of Defence Support System: An Overview 

In principle, any distribution may be used to model equipment longevity. In prac-

tice, distribution functions having monotonic hazard functions seem most realistic, 

and within that class, there are a few that are generally thought to provide the most 

reasonable models of device reliability [23]. The most common choices of life 

distribution models are given below. 
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4.1   The Binomial Distribution 

Consider a trial in which there are only two possible outcomes say, a success or 

failure. Let p be the probability of success and (1-p) = q is the failure in any one 

experiment. And let X be the random variable that equals the number of success in 

n trials [23]-[24]. Then the probability getting x success is b(x, n, p) = 
n
Cxp

x
q

n-x
, 

where x = 0, 1, 2 ….. n and combinatorial quantities 
( ) !!

!

xxn

n
C x

n

−
=    are 

referred to as binomial coefficients. This distribution is called binomial 

distribution.  

 
Corollary: The sum of the probabilities  
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Applications of the Binomial Distribution 
 

(i) Number of rounds fired from a gun hitting a target. 

(ii) Radar detection in the Defence support systems. 

(iii) Numbers of defectives in a sample from production line. 

(iv) Estimation of reliability of Defence systems. 

4.2   The Exponential Distribution 

The most widely used distribution function for modeling reliability is the expo-

nential distribution. It is such a popular model of device reliability because it is 

algebraically simple and thus tractable and it is considered representative of the 

functional life interval of the device life cycle [24]. The device are expected to be 

absolute before reaching the wear out period, so an appropriate model of device 

reliability is one having constant hazard.   

 

Definition: A continuous random variable X assuming non-negative values is said 

to have an exponential distribution with parameter α > 0, if its pdf is given by  

  ⎩⎨
⎧ ≥

=
−

otherwise

xe
xf

ax

,0

0,
)(

α
   

The distribution function {F(x)} is given by F(x) = .
0

dxe
ax

x
−∫ α                   (11) 

4.3   Poisson Distribution 

Definition: The probability density function of the Poisson variants can be ob-

tained as limiting case of the binomial probability density function when p → 0 
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and n → ∞. Thus Poisson distribution is the distribution of a variable x with rela-

tive frequency.  
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This is an exponential probability distribution with only one parameter 'm'.      (12) 

 

Applications of Poisson Distribution: 

 
(i) Spatial distribution of bomb hits. 

(ii) Number of fragments from a shell hitting a target. 

(iii) Arrival pattern of defective vehicles in a Defence workshop. 

(iv) Demand pattern for certain spare parts. 

 

Problem 4.3.1. A manufacturer of bullets knows that 5% of his product is defec-

tive. If he sells bullets in boxes of 100 and guarantees that not more than 10 bul-

lets will be defective, what is the approximate probability that a box will fail to 

meet the guaranteed quality?  

 

Solution: We are given n = 100 

Let p = probability of a defective bullets = 5% = 0.05 

∴ m = mean number of defective bullets in a box of 100 = np = 100 x 0.05 = 5. 

Since p is small, we can use Poisson distribution. Probability of x defective bullets 

in a box of 100 is P(X = x) = ...,2,1,0,
!
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Probability that a box will fail to meet the guaranteed quality is,  
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Problem 4.3.2. In a certain factory turning razor blades, there is a small chance of 

500

1
 for any blade to be defective. The blades are in packets of 10. Use Poisson 

distribution to calculate the approximate umber of packets containing (i) no defec-

tive (ii) one defective (iii) 2 defective blades respectively in a consignment of 

1000 packets.  

Solution: Given 1000,10;
500

1
=== Nandnp  

∴ Mean m = n x p = .02.0
50

1

500

1
10 ==×  
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And the Poisson distribution is, 
!

)02.0(

!
)(

02.0

x

e

x

me
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x

x

m −−

==   

(i) P (no defective) = p(0) = 
!0

)02.0( 002.0−
e

  =   0.980198. 

∴ The total number of packets containing no defective blades in a consignment of 

1000 packets = N x p(0) = 1000 x 0.98019 = 9802. 

(ii) P(one defective) = p(1) = 0.0196 ∴ The total number of packets containing 

one defective blade in a consignment of 1000 packets = N x p(1) = 1000 x 0.0196 

= 20. 

(iii) P(two defective) = p(2) = 0.00196. ∴ The total number of packets containing 

two defective blades in a consignment of 1000 packets = N x p(2) = 1000 x 

0.00196 = 2. 

 
Problem 4.3.3. In a sample of large number of missile parts produced by a ma-

chine, the mean number of defectives in a sample of 20 is 2. Out of 1000 such 

samples how many would be expected to contain atleast 3 defectives parts? 

 

Solution: Mean = m = 2 

Here the r.v X follows Poisson distribution.  

The probability function is,    

,
!

2
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2
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e
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=  Where x is the no. of defectives 

P[a part contain atleast 3 defectives] 

  = P[X = 3] + P[X = 4] + ……. 

 

  = 1 – {P[X = 0] + P[X = 1] + P[X = 2]} 
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  = 1 – (0.135 + 0.270 + 0.270) = 0.325 

∴ Out of 1000, the number of parts with atleast three defectives = 0.325 x 1000  

                                                                                                                  = 325 Ans. 

 

Problem 4.3.4. It is known that the probability of an item produced by a certain 

Defence machine will be defective is 0.05. If the produced items are sent to the 

market in packets of 20, find the number of packets containing atleast, exactly and 

almost 2 defective items in a consignment of 1000 packets using Poisson’s ap-

proximation to binomial distribution.  

 

Solution: Here n = 20; p = 0.05. Then m = np = 20 x 0.05 = 1. 

Let X is number of defective items. X follows Poisson distribution.  
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∴ The probability function is  

  ,
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)(
1

x

e

x

me
xXP

xm −−

===  

P [packet containing atleast 2 defectives] 

  = P[X ≥ 2] = 1 – P [X < 2] 

  = 1 – {P[X = 0] + P[X = 1]} 

  = 1 – {e
-1

 + e
-1

} = 1 – 0.7354 = 0.2642 

∴ The number of packets containing atleast 2 defectives = 1000 x 0.2642 

    = 264 (approximately) 

P[a packet containing exactly 2]  

  = P[X = 2] = 1839.0
!2

1

=
−

e
 

∴ The number of packets containing exactly two defectives = 1000 x 0.1839 = 184. 

P[X ≤ 2] = P[X = 0] + P[X = 1] + P[X = 2] 

  = 9193.0
!2

1
11 =++

−
−− e

ee  

∴ The number of packets containing almost 2 defectives = 1000 x 0.9193 = 919. 

4.4   Geometric Distribution  

Suppose in an experiment, the number of trials, n is not fixed. Clearly, if the first 

success is to come on the X
th

 trial, it has to be preceded by (x - 1) failures, and if 

the probability of a success is p, the probability of (x - 1) failures in (x - 1) trials is 

(1 - p)x-1. 

 

Definition: A random variable X is said to have a geometric distribution if it as-

sumes only non-negative values and its probability mass function is given by  
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                       (13) 

This probability distribution is called the geometric distribution.  

 

Problem 4.4.1 Suppose that a trainee soldier shoots a target in an independent 

fashion. If the probability that the target is shot on any one shot is 0.7. 

 

(i) What is the probability that the target would be hit on 10
th

 attempt?  

(ii) What is the probability that it takes him less than 4 shots?  

(iii) What is the probability that it takes him an even number of shots? 
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Solution: Here p = 0.7 then q = 1 – p = 0.3 

 

(i) The probability that the target would be hit on 10
th

 attempt = (0.7) (0.3)
10-1

 = 

(0.7) (0.3)
9
 = 0.000014.  

(ii) The probability that it takes him less than 4 shots is  
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(iii) The probability that it taken him an even number of shots. 
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4.5   The Weibull Distribution 

The Weibull distribution is closely related to the exponential distribution. It has 

been found that the distribution provides a reasonable model for the life length of 

very many devices. The Weibull distribution is very widely used in reliability 

modeling [22]-[25]. It has the advantages of flexibility in modeling various types 

of hazard behavior and of algebraic tractability. Weibull distribution is one possi-

ble realization of the extreme value distribution. 

 

Definition: The probability density function of Weibull distribution of a random 

variable X is given by ⎪⎩
⎪⎨⎧ >>>

=
−−

elsewhere

xforex
xf

x

,0

0,0,0,
)(

1 βααβ
βαβ

  (13) 

To demonstrate this relationship, we evaluate the probability that a random varia-

ble having the Weibull distribution will take on a value less than a namely the 

integral .1

0
dxex

x
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Making the change of variably y = x
β
 we get 
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0
and it 

can be seen that y is value of a random variable having an exponential distribution.  
 

Mean and Variance of Weibull distribution:  

The mean of the Weibull distribution having the parameters α and β may be ob-

tained by the evaluating the integral.  
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Put   u = αx
β
  ⇒  du = αβx

β-1
 dx 

Also if  x = 0   ⇒ u = 0 and x = ∞      ⇒     u = ∞ 

    = 
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To find variance:  
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4.6   The Normal Distribution  

Definition: A continuous variable X is said to follow a normal distribution or 

Gaussian distribution with parameters µ and σ, if its probability density function is 

given by 
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                     (16) 

Symbolically, X follows N (µ,σ), Here mean of X = µ and S.D = σ  

The total area bounded by the normal curve and the X-axis is 1. Hence the area 

under the curve between two ordinates X = a, and X = b, where a < b represents 

the probability that X lies between a and b. This probability is denoted by 

P[a < X < b]. 
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Suppose the variable X is expressed in terms of standard   units [Z = (X - µ)/σ], 

equation (16) is replaced as φ(Z) = ∞<<−∞
−

Ze

z

,
2

1
2

2

π
   and is called 

standard normal distribution. This is obtained by putting µ = 0 and σ = 1 and by 

changing x into Z, i.e., if X has the distribution.  

N (µ,σ) then Z = ⎟⎠
⎞⎜⎝

⎛ −

σ

µX
 has the distribution N (0, 1). 

Some properties of the normal distribution given by equation (1) are listed below:  

Mean = µ, Variance = σ2
, S.D. = σ 

Mean deviation about the mean = .)(
5

42
)( approxdxxfx σσ

π
µ ==−∫∞

∞−
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Moment generating function of N (µ, σ) 
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∴ E(X) = µ ;  E(X
2
) = σ2

 + µ2, … 

Thus we get µ1 = 0, µ2 = σ2
, µ3 = 0; µ4 = 3σ4

 etc. 

 

Applications of normal distribution 
 

(i) Computation of hit probability of a shot. 

(ii) Statistical inference in almost every branch of science and Technology. 

(iii) Calculation of errors made by chance in experimental measurements. 

(iv) Reliability evaluation of composite systems. 

 

Solved Examples: 

 

Problem 4.6.1. The break down voltage X of a randomly chosen diode of a par-

ticular type and use in the satellites is known to be normally distributed with µ = 

40 volts and σ = 1.5 volts. What is the probability that (i) the break down voltage 

will be between 39 and 42 volts (ii) between 40 and 43 volts. 
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Solution: Here X follows N (40, 1.5). 

 

(i) To find P[39 ≤ X ≤ 42] 

First we express the event 39 ≤ X ≤ 42 in equivalent form by standardizing:  

 39 ≤ X ≤ 42 becomes 
5.1

4042

5.1

40

5.1

4039 −
≤

−
≤

− X
 

i.e.  -0.67 ≤ Z ≤ 1.33 where 
5.1

40−
=

X
Z  

∴  P (39 ≤ X ≤ 42)  = P(-0.67 ≤ Z ≤ 1.33) 

    = φ(Z = 1.33) - φ(Z = -0.67) 

    = 0.9082 – 0.2514 = 0.6568 

(ii) P(40 ≤ X ≤ 43)  = ⎥⎦
⎤⎢⎣

⎡ −
≤

−
≤

−

5.1

4043

5.1

40

5.1

4040 X
P  

= φ[0 ≤ Z ≤ 2] = φ [Z = 2] - φ[Z = 0] 

= 0.4773 – 0 = 0.4773. 

 

Problem 4.6.2. The life time of certain kinds of electronics devices have a mean of 

300 hours and a S.D. of 25 hours assuming that the distribution of these life times 

which are measured to the nearest hour can be approximated closely with a normal 

curve.  

Find the probability that any one of the electronic devices will have a life time 

of more than 35 hours. 

(i) What percentage will have life times of 300 hours or less?   

(ii) What percentage will have life times from 220 or 260 hours?  
 

Solution:  Here X follows N (µ = 300, σ = 25) 

 

(i) P(X > 350)  = ⎥⎦
⎤⎢⎣

⎡ −
>

−

25

300350

25

300X
 

= φ[Z > 2] = 1 - φ(Z ≤ 2) 

= 1 -0.9772 = 0.0228 

P(X = 300)   = ⎥⎦
⎤⎢⎣

⎡ −
>

−

25

300300

25

300X
 

= φ(Z = 0) = 0.5000. 

  ∴ The required percentage = 0.5 x 100 = 50%. 

(ii) P(220 ≤ X ≤ 260)  = φ (-3.2 ≤ Z ≤ -1.6) 

     = φ(-1.6) - φ (-3.2) 

     = [1 - φ(1.6)] – [1 - φ(3.2)]  

     = [1 – 0.9452] – [1 – 0.9903] 

     = 0.0548 – 0.0007 = 0.0541 

∴ The required percentage = 0.0541 x 100 = 5.41% 
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4.7   The Gamma Distribution  

Definition: Continuous random variables X which is distributed accordingly to 

the probability law.  
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is known as a Gamma variable with parameter α and referred to as Γ(α) variants 

and its distribution is called the Gamma distribution.  

 

Remarks:  

The function f(x) defined above represents a probability function as given below. 
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                     (18) 

5   Basic Concepts of System Reliability 

As we know that main attributes of the reliability are: Probability, adequate func-

tion, period of time and operating condition of the system. The reliability of a 

system or a component will often depend on the length of time it has been in ser-

vice. Thus, of fundamental importance in reliability studies are the failure-time 

distribution that is the distribution of the time to failure of a component under 

given environmental conditions. The component may be repairable or non-

repairable. A component will be termed repairable if it can be restored to its origi-

nal condition after it has failed, without affecting system operation [26]-[27]. 

Availability, maintainability, mean time to failure (MTTF), mean time to repair 

(MTTR), mean up time (MUT), mean down time (MDT), mean time between 

failure (MTBF) and loss of load probability (LOLP) are the main key words of the 

reliability[28]-[30]. A useful way to characterize this distribution is by means of 

its associated instantaneous failure rate. To develop this concept, let a component 

be put into operation at some specified time, say t = 0, and let ƒ(t) be the proba-

bility density of the time to failure of a given component that is the probability 

that the component will fail between times to failure of a given component, that is 

the probability that the component will fail between times t and t+Δt is given by 
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f(t) Δt. Then the probability that the component will fail on the inter from 0 to t is 

given by the cumulative distribution function of ∫=
t

dxxftFt
0

)()(,  and the 

reliability function, expressing the probability that it survives to time t, is given by 

R(t) = 1-F(t)                                       (19) 

The probability of success, Thus the probability that the component will fail in the 

interval fro t to t+ Δt is F(t+Δt) – F(t), and conditional probability of failure in this 

interval, given that the component survived to time t, is expressed by 

)(

)()(

tR

tFttF −Δ+
. 

Dividing by Δt , we find that the average  rate of failure in the interval from t to 

t+ Δt , given that the component survived to time t is  

)(

1)()(

tRt

tFttF
⋅

Δ

−Δ+
 

Taking the limit as ,0→Δt  we then get the instantaneous failure rate, or simply 

the failure rate 

⋅== )(
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'

t
dt

dF

tRtR

tF
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Finally, observing that ( ) ,
)(

dt

tdF
tf = we get the relation  

)(1
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tF

tf
tZ

−
=                 (21) 

(From (1) and (2)), which expresses the failure in terms of the failure time distri-

bution. Equation (3) is general equation for failure rate function. 

Let us now derive an important relationship expressing the failure – time densi-

ty in terms of the failure rate function. Making use of the fact that R (t) = 1 – F(t) 

and hence, that F’(t) = - R
’
(t), (2) can be written as  

)(

)(
)(

'

tR

tR
tZ −=                       (22) 

Solving this differential equation for R(t), we obtain,  

log R(t) =- ∫t

axxZ
0

)(  

∫=⇒ t
axxZ

etR 0
)(

)(               (23) 
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And, making use of the relation f(t) = Z(t) R(t),  

We finally get f(t) = Z(t) exp [ ∫−
t

axxZ
0

)( ] 

Equation (6) is called general equation for failure – time distribution. 

6   Mean Time to Failure (MTTF) of Defence Components 

We are often interested in knowing the mean time to failure (MTTF) of compo-

nent rather that the complete failure details. This parameter will be assumed to be 

the same for all the components which are identical in the the design and operate 

under identical conditions. If we have life tests information on a population of N 

items with failure time t1, t2…. Tn, then the MTTF is defined as:  

∑
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=
n

i

it
N

MTTF
1

1
                     (24) 

However, if a component is described by its reliability function, then the MTTF is 

given by the mathematical expectation of the random variable T describing the 

time to failure of the component. Therefore, 
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The MTTF can also be computed using the Laplace transform of R(t), 

i.e.  ∫∫ ∞
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Remark: Var (T) = E [T – E (T)]
2
 = E[T

2
] – [E(T)]

2
 2)()(

0

2
MTTFdttft

t∫ −  

Unsolved Problem: 

Problem 6.1. The time to failure in operating hours of a critical solid-state power unit 

of the missile has the hazard rate function ( ) .0,
500

003.0

5.0

≥⎟⎠
⎞⎜⎝

⎛
= tfor

t
tλ    

(i) What is the reliability if the power unit must operate continuously for 50 hours?     

[Ans: R(50)=0.9689] 

(ii) Determine the design life is a reliability of 0.90 is desired.  [Ans: t=111.54 hrs] 

(iii) Compute MTTF.                                                              [Ans: 451.65 hrs ] 

(iv) Given that the unit has operated for 50 hours, what is the probability that 

it will survive a second 50 hours of operation?                          [Ans: P=0.9439] 

7   Reliability of Defense Support System Structures 

Among reliability specialists, it is generally accepted that there are four generic 

types of structural relationship between a device and its components. These are 

Series, parallel, series-parallel and k out of n systems. In this section, we shall 

discuss the system reliability in respect of these simple but relatively important 

cases. All models are based on the assumptions that the components fall indepen-

dently of each other, i.e. the failure of one component does not change the failure 

of other components.  

7.1   Series Systems 

The simplest and most commonly encountered configuration of component is the 

series system. The formal definition of a series system is: A series system is one in 

which all components must function properly in order for the system to function 

properly. Series or non-redundant system is one in which the components of the 

system are connected. Consider a system having a total of n components. Such 

systems are represented as shown in the following figure for the purpose of relia-

bility estimation.  

In series configuration, all the components must function for the system to 

function. In other words the failure of any component causes system failure. Many 

complex systems can be reduced to such simple structure.  

Let Ei denotes the event that the component i is good (i.e. functions satisfactori-

ly) and Ei the event that the component i is bad. The event representing system 

success is then the intersection of E1, E2, ….. En. Let Ri(t) be the reliability of the 
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i
th

 component in the series, i.e. Ri(t) = Pr(Ei). Then the reliability of the system is 

the probability of this event is given by  

 

              Rs = Pr(E1 ∩ E2 ∩ ……… ∩ En)     

 Pr(E1)Pr(E2)……Pr(En)     (since components are independent) 

This can be evaluated using failure events Ei also. In this case  

 Rs = 1 – (probability of the system failure) 

The system fails if any of the components fail and therefore  

 Rs = 1 – Pr (E1 ∪ E2 ∪ …….. ∪ En) 

The time-dependent reliability function is  

 Rs(t) = p1(t)p2(t)………pn(t), 

Where pi(t) is the probability that the component i is good at time t.  

 

If time to failure of components are exponentially distributed, then in this case  

 pi(t) = 
tie

λ−
 

And  Rs(t) = 

∑
−−− =

−

=

n

i
i

t

n eeee
ttt 121 ...............

λ
λλλ

                               
(28)

 

Mean time to failure of the system is  
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Where Ti is the mean life of the component i. 

 

For any general hazard model  

 ( ) ( ) ⎥⎦
⎤⎢⎣

⎡
−= ∫ ∑

=

t n

i

i dxxZtR
0

1

exp                                    (30) 

In most series systems, the components are independent with respect to their 

probabilities of proper function. The system reliability function is an increasing 

function of the component reliability values and is a decreasing function of the 

number of components.  

 

Solved Numerical Problems: 

Problem 7.1.1. A composite system consists of five independent components in 

series, each having a reliability of 0.970. What is the reliability of the system?  
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Solution: The reliability of the five components series system is  

R (t) = (0.970) x (0.970) x (0.970) x (0.970) x (0.970) = (0.970)
5
 = 0.859 Ans.  

Problem 7.1.2. A component has 99% reliability with constant failure rate. De-

termine the maximum number of component that can be connected in series to 

maintain 95% system reliability? 

Solution:  (0.99)
n 
 0.95.     => n log (0.99)= log (0.95)     => n=5  Ans. 

7.2   Parallel Systems 

The second type of structure is the parallel structure. The conceptual analog is the 

electrical circuit, and the definition is: A parallel system is one in which the proper 

function of any one component implies system function. One example of a parallel 

system is the set of two engines on a two-engine airplane. As long as at least one 

engine functions, flight is sustained. However, this example implies that simply 

maintaining flight corresponds to proper function. Another example that is more 

appealing is the fact that the communications satellites presently in use have triple 

redundancy for each communication channels. That is, there copies of each set of 

transmitting components are installed in the satellite and arranged in parallel in 

order to assure continued operation of the channel. It is appropriate to mention the 

fact that the parallel arrangement of components is often referred to as redundancy. 

This is because the proper function of any of the parallel components implies prop-

er function of the structure. Thus, the additional components are redundant until a 

component fails. Often but not always, the parallel components are identical. A 

distinction is made between redundancy obtained using a parallel structure in which 

all components function simultaneously and that obtained using parallel compo-

nents of which one functions and the others wait as standby units until the failure of 

functioning unit. In parallel configurations of the Defence support systems, 

 

1. If all the components have the same reliability, them 

    R(t) = 1 – [1 – p(t)]
n 

2. In the case of constant failure rates  

    R(t) = 1 – [1 – e
-λt

]
m 

3. The mean time to failure of the system is  

    MTTF = [ ] dte
nt∫∞
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When the unit reliabilities are unequal,  
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Simplifying, we get  
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The system reliability function for a parallel system is increasing in both the 

component reliability values and in the number of components. 

Solved Problem: 

Problem 7.2.1. A component has 95% reliability for a period of operation. Deter-

mine the minimum number of components connected in the parallel so that the 

combination reliability remains at least 99%? 

Solution: Rp= [1- (1-r)
n
 ].          => 0.99 = [1- (1- 0.95)

n
 ].          => n=2 Ans.                 

Unsolved Problem: 

Problem 7.2.1. A bulk IDSS system consisting of several identical components 

connected in parallel is to have a failure rate of at most 4 x 10
-4

 per hour.  What is 

the least number of components that must be used if each has a constant failure 

rate of 9 x 10
-4

.                                      [Ans.: n=5 and the failure rate is 3.94x10
-4

] 

7.3   Series-Parallel (k-out-of-n) Systems 

The third type of system structure is the k-out-of-n structure. There is no obvious 

conceptual analog for this structure. A formal definition of it is: A k-out-of-n sys-

tem is one in which the proper function of any k of the n components that com-

prise the system implies proper system function. A system in which k-subsystems 

are connected in parallel where each subsystem has n-components connected in 

series. An example of a k-out-of-n system is the rear axle of a large tractor-trailer 

on which the functioning of any three out of the four wheels is sufficient to assure 
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mobility. Another example is the fact that some (1-k) electronic memory arrays 

are configured so that the operation of any 126 of the 128 memory address corres-

ponds to satisfactory operation. 

Assuming the resistibility of the subsystem Si = Pi and the reliability of the path 

i = Ri, 

R1 = p1p2; R2 = p3p4; R3 = p5p6  

Then the resistibility of the entire structure is: R= [1-(1- R1) (1- R2) (1-R3)…].  

In general, R = [1 – (1 – R1) (1 – R2) (1- R3)………. (1 - Rk)]. 

 
  Remark: (i) A group contains n components in parallel, then Rp= [1 – (1 - r)

n
 ]. 

If N such groups are connected in series, then Rp = [1 – (1 - r)
n 
]

N      
 … 32 (a) 

  Remark: (ii) A group contains n components in series, then Rs= [1 – (1 - r)
n
 ]. If 

N such groups are connected in parallel, then Rs = [1 – {(1 - r)
n
}

N
]   …32 (b). 

 

Unsolved Problem: 

 

Problem 7.3.1. Five components are connected in series in the Indian Missile 

System. N such groups are connected in parallel for reliability improvements of 

the system. Identical components have 95% reliability. Determine the minimum 

number (N) of series groups connected in parallel so that combinations reliability 

remains at least 99.99%.                                                                  (Ans. 11 groups)  

8   Failure Distribution Functions and Reliability of IDSS 

In principle, any distribution function may be used to model equipment longevity. 

In practice, distribution functions having monotonic hazard functions seem most 

realistic, and within that class, there are a few that are generally thought to provide 

the most reasonable models of device reliability. The most common choices of life 

distribution models have been described as follows [3]:   

8.1   Reliability of Exponential Distribution Systems 

The most widely used distribution function for modeling reliability is the expo-

nential distribution. It is algebraically simple and thus tractable, and is considered 

representative of the functional life interval of the device life cycle. If we make 

the exponential assumption about the distribution of failure times, some very use-

ful result can be derived connecting the Mean Time between the Failures (MTBF), 

the mean time between the failure of series and parallel systems. We shall first 

have to obtain a relation expressing the reliability of a component in terms of its 

service time T. Making use of the fact that 

∫ ⎟⎠
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If the time to failure T follows an exponential distribution with parameterα, 

then its PDF is given by f(t) - αe
αt

, t≥0. 

Then, [ ] tt
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t
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We get, from (6), 
∫=
t

dx
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Due to this property, the exponential distribution is often referred to as constant 

failure rate distribution in reliability contexts. 

Therefore              
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This means that the time to failure of component is not dependent on how long the 

component has been functioning. In other words the reliability of the component 

for the net 1000 hours, say, is the same regardless of whether the component is 

brand new or has been operating for several hours. This property is known as the 

memory less property of the constant failure rate distribution. 

Solved Numerical Problems: 

Problem 8.1.1. A component has MTBF = 100 hours and MTTR = 20 hours with 

both failure and repair distributions exponential. Find the availability and unavai-

lability of the component after a log time. 
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Solution: Given MTBF = 01.0100
1

=⇒= λ
λ
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The component unavailability  
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Problem 8.1.2. A mechanical pumping device has a constant failure rate of 0.023 

failures per hour exponential repair time with a mean of 10 hours. If two pumps 

operate in an active redundant configuration, determine the system MTTF and the 

system reliability for days.  

Solution: For the active redundant configuration 
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e
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m
e

mm

m
tR 12

21

2

21

1)(
−

=
−

=   

Where  ( ){ }22

21 63
2

1
, µλµλµλ ++±+−=mm  

 Here λ = 0.023 and 1.0
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   = - 0.0065, -0.1625 
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Using these values in (1), we have  

  tt eetR 0065.01625.0

156.0

1625.0

156.0

0065.0
)( −− +

−
=  

  3 days = 72 hours.  

∴  R (72) = -0.0417 x e
-11.7

 + 1.0417 x e
-0.468

=0.6524 
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Problem 8.1.3. An integrated circuit of intelligent system has a constant failure 

rate of 0.02 per thousand hours. What is the probability that it will operate satis-

factorily for at least 20,000 hours? What is the 5000 hour reliability of a compo-

nent consisting of 4 such chips connected in series? 

Solution: Here failure rate of integrated-circuit chip is a constant.  

Then failure time distribution is exponential, with parameter λ = 0.02. 

And pdf is given by f(t) = 0.02 e-0.02xt, t ≥ 0 

(i)  Pr [t ≥ 20]  = ∫∞

20
)( dttf  

   

[ ] 6703.0

02.0

2002.0

20

02.0

20

02.0

==−=

=

×−∞

∞
−∫

ee

dte

xt

xt

 

(ii) Reliability R(t) = e
-λt

 

Here 4 chips are connected in series.  

∴ R(t = 5) = e
-5 x 4 x 0.2

 = 0.183 

Problem 8.1.4. A construction company is making repairs on a bridge and em-

ploying a single welder; however, to increase the reliability of the welding opera-

tion, the welder begins the job with three arc welding units, each possessing a 

failure rate of 0.32 per month. Assume unit failures are independent and the  
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welder utilizes the units in a standby mode. Find the MTTF, the standard deviation 

of time to failure, and the probability the welder will not be without a welding unit 

for the duration of the job (six months). Assume that once a unit breaks down, it is 

not brought back to the project after repair. 

Solution: Here failure rate λ = 0.32 per month. 

So the time to failure T follows an exponential distribution with parameter λ 

then the pdf is given by f(t) = 0.32 
tt
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8.2   Reliability of Weibull Distribution Systems  

The distribution is named for its developer, Waloodi Weibull, who developed it to 

describe the observed strengths of tensile test specimen [3]. The Weibull distribu-

tion describes the failure times of components when their failure rate either in-

creases or decreases with time. It has the parameters α andβ. Its formula is 

given by 0,0,0,)( 1 >>>= −− βααβ
βαβ

tettf
t

 and it follows that the reliability 

function associated with the Weibull failure-time distribution is given by  

                             R (t) =
`βαt

e
−

                                         (35-a) 

The failure rate leading to the Weibull distribution is given by  

     Z (t) = αβt
β -1
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 Thus, we have  
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 Mean time to failure Weibull model is MTTF. 

 Variance of the Weibull model is  

  Var (T) = 

⎪⎭
⎪⎬⎫⎪⎩

⎪⎨⎧ ⎥⎥⎦
⎤

⎢⎢⎣
⎡

⎟⎟⎠
⎞⎜⎜⎝

⎛
+Γ−⎟⎟⎠

⎞⎜⎜⎝
⎛

+Γ=

2

22 1
1

2
1

ββ
θσ t

 

 Now   R (t/T0) = 
)(

)(

0

0

TR

TtR +
 

         =   

⎥⎥⎦
⎤

⎢⎢⎣
⎡ ⎟⎠

⎞⎜⎝
⎛

+⎟⎠
⎞⎜⎝

⎛ +
−=

⎥⎥⎦
⎤

⎢⎢⎣
⎡ ⎟⎠

⎞⎜⎝
⎛

−

⎥⎥⎦
⎤

⎢⎢⎣
⎡ ⎟⎠

⎞⎜⎝
⎛ +

−
ββ

β

β

θθ

θ

θ
00

0

0

exp

exp

exp
TTt

T

Tt

                           (36-b) 

The Weibull distribution is very widely used in reliability modeling. It has the 

advantages of flexibility in modeling various types of hazard behavior and of 

algebraic tractability. In addition, as with any two parameter distribution, it can be 

made to fit many actual situations reasonably well [3]. 

Solved Problem: 

Problem 8.2.1. For a Defence system having a Weibull failure distribution with a 

shape parameter of 1.4 and a scale parameter of 550 days find: (i) R (100 days) (ii) 

MTTF (iii) S.D. (iv) The design life for a reliability of 90%. 
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Solution: The P. D. F. of the Weibull distribution is given by  
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Unsolved Numerical Problems: 

Problem 8.2.1. A pressure gauge has a Weibull failure distribution with a shape 

parameter of 2.1 and a characteristic life of 12,000 hours. Find (i) R(5000) (ii) 

MTTF (iii) the probability of failure in the first year of continuous operation.  

Problem 8.2.2. A Jet engine consists of 5 modules (connected in series) each of 

which were found to have a Weibull failure distribution with a shape parameter of 

1.5. Their characteristics lives are (in operating cycles) 3600, 7200, 5850, 4780 

and 9300. Find the reliability function of the engine and the MTTF.  

                                                       [Ans: R(t)=e
-(t/184.7)1.5

 , MTTF=1664.5 cycles] 

8.3   Reliability of Normal Distribution Systems 

Another popular model of device life length is provided by the Normal distribu-

tion. It is a very appropriate model for the reliability evaluation of structural com-

ponents. If the time to failure T follows a normal distribution N (µ,σ) its P. D. F. 

is given by,  

.,
2
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exp
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1
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⎡ −−
= t

t
tf
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πσ
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In this case,  MTTF = E (T) = µ and  

    Var (T) = σT
2
 = σ2

.  

R(t) = ∫∞

t
tf )(  dt  is found out by expressing the integral in terms of the stan-

dard normal integral and using the normal tables.  

Then λ(t) = 
)(

)(

tR

tf
 is called the instantaneous failure rate or hazard function of 

the component and the conditional reliability is  

     R(t/T0) = 
∫

=⎭⎬
⎫

⎩⎨
⎧

>
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>
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0

0

)(

0
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eT
T

tT
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λ

                (37) 

Unsolved Problems 

Problem 8.3.1. A cutting tool wears out with a time to failure that is normally 

distributed. It is known that about 34.5% of the tools fail before 9 working days 

and about 78.8% fail before 12 working days.  

(i) Compute MTTF.                         (Ans. µ=10, σ=2.5, MTTF=10 

days) 

(ii) Determine its design life for a reliability of 0.99.         (Ans. T=4.2 

days) 

(iii) Determine the probability that the cutting tool will last one more day 

given that it has been in use for 5 days.                         (Ans.  

R = 0.9672) 

Problem 8.3.2. A lathe cutting tool has a life time that is normally distributed with 

an S.D. of 12.0 (cutting) hours. If a reliability of 0.99 is desired over 100 hours of 

use, find the corresponding MTTF. If the reliability has to life in (0.8, 0.9), find 

the range within which the tool has to be used?           (Ans. 128 years, 112.6 

years, 117.9 years) 

Problem 8.3.3. An integrated circuit chip has a constant failure rate of 0.02 per 

thousand hours.  

(i) What is the probability that it will operate satisfactorily for at 

least 20,000 hours?                                                 (Ans. 0.6703) 



Reliability Evaluation of Defence Support Systems 275

 

(ii) What is the 5,000 hours reliability of a component consisting of 

four such ships connected in series?                        (Ans. 0.6703) 

8.4   Reliability and MTBF Evaluation Using Exponential Model  

The most widely used distribution function for modeling reliability is the expo-

nential distribution. Reliability and MTBF of series and parallel connected De-

fence support systems can be evaluated using Exponential model as follows.   

8.4.1   Series Connected Components 

Suppose now that a system consists of n components connected in series and that 

these components have the respective failure rates α1, α2,…αn. The product law of 

reliabilities can be written as  

Rs(t) = 
∑

=

−
n

i

it

e 1

α

                                                       (38) 

The mean time between failures (MTBF) of a series system is,  

   

n

s

µµµ

µ
1

.....
11

1

21

+++

=                          (39) 

Where, µi  is MTBF of  ith component. In the special case where all n components 

have the same failure rate α and hence the same MTBF   µ, the system failure rate 

is nα, and the system MTBF is 
n

µ

µα
=

1
. 

8.4.2   Parallel Connected Components 

The mean time to failure of a parallel system is also difficult to obtain in general, 

but in the special case where all components have the same failure rate α, an inter-

esting and useful result can be obtained. In this special case the system reliability 

function becomes,  

 Rp(t) = 1 − (1−e
-αt

)
n
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t
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Then, making use of the fact that, ),(')( tRtf pp =  
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We obtain,
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p eetf
αα αα 2

21

2)( −− ⎟⎠
⎞⎜⎝

⎛
−⎟⎠

⎞⎜⎝
⎛

= + ……   + (-1)
n-1

 nαe
-nαt

    (40) 

and the mean of the failure-time distribution is given by, dttft Pp )(.
0∫∞
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Then mean time between failures (MTBF) in parallel system is

⎟⎠
⎞⎜⎝

⎛
+++=

n
p

1
............

2

1
1

1

α
µ . The MTBF of the system consists of n compo-

nents having the identical failure rate α provided each defective component is 

replaced whenever the whole parallel system fails. Thus, if we use two parallel 

components rather than one, the mean time to failure of the pair exceeds that of 

the single component by 50 percent, rather than doubling it.  

Unsolved Problem: 

Problem 8.4.1. An airlines maintains an online reservation system with a standby 

computer available if the primary fails. The on-line system fails at the constant 

rate of once per day while the standby fails (only when online) at the constant rate 

of twice per day. If the primary unit may be repaired at a constant rate with an 

MTTR of 0.5 of a day, what is the single day reliability?                   (Ans. 0.7125) 

8.5   Miscellaneous Solved Numerical Problems 

Problem 8.5.1 In a Defence support system, given that R (t) 0,/1 001.0 ≥= te
t

 

(i) Compute the reliability for a 50 hours mission 

(ii) Show that the hazard rate is decreasing  

(iii) Given a 10 hour wear-in period, compute the reliability for 50 hour 

mission.  

(iv) What is the design life for a reliability of 0.95, given a 10 hour wear-

in period?  
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Problem 8.5.2. A relay circuit has an MTBF of 0.8 year. Assuming random 

failures 

(i) Calculate the probability that the circuit will survive 1 year without 

failure.  

(ii) What is the probability that there will be more than 2 failures in the 

first year?  

(iii) What is the expected number of failure per year?  
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Solution: Since the failures are random events, the number of failures in an inter-

val of length t follows a Poisson process, given by P[N(t) = n]= 

( )
0,

!
≥

−

n
n

nte
t λλ

  , where λ = failure rate.  

Then the time between failures follows an exponential distribution with mean 

1/λ. 
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Problem 8.5.3. For a redundant Defence support system with n independent iden-

tical components with constant failure rate λ Show that MTTF is equal to

( )∑
=

−
−n
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i

n

i
C

1

1

1

11

λ
, If λ = 0.02 per hour, what is the minimum value of the sys-

tem reliability,  

Solution: If Rs(t) is the system reliability, 

  Rs(t) = 1 – (1 – e
-λt

)
n
, since the component reliability = e

-λt  
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Problem 8.5.4. Six identical components with constant failure rates are connected 

in (i) high level redundancy with 3 components in each subsystem (ii) low level 

redundancy with 2 components in each subsystem. Determine the component 

MTTF in each case, necessary to provide a systems reliability of 0.90 after 100 

hours of operation. 

Solution: Let λ be the constant failure rate of each component.  

Then R = e
-λt

, for each component.   

(i) For high level redundancy, 

  Rs(t) = 1 – [1 – {R(t)}
3
]

2
 = [1 – (1 - e

-3λt
)

2
] 

∴   Rs(100) = [1 – (1 – e
-300λ

)
2
] = 0.90 

⇒  (1 – e
-300λ

)
2
 = 0.10 ⇒ 1 – e

-300λ
 = 0.3162  

⇒  e
-300λ

 = 0.6837 

∴  300λ = 0.3801  ⇒ 
300

3801.0
=λ  

∴ MTTF of each component .2.789
3801.0

3001
hours==

λ
  

 



280 R.K. Saket

 

(ii) For low level redundancy,  

  Rs(t) = [1 – {1 – [R(t)]}
2
]

3
 = [1 – {1 – e

-λt
}

2
]

3
 

∴ Rs(100) = [1 – {1 – e
-100λ

}
2
]

3
 = 0.90   

⇒  1 – (1 – e
-100λ

)
2
 = 0.9654  ⇒ (1 – e

-100λ
)

2
 = 0.345 

⇒  1 – e
-100λ

 = 0.1857  ⇒ e
-100λ

 = 0.8142 

⇒   100λ = 0.20551 

∴ MTTF of each component = 6.486
20551.0

1001
==

λ
 hours. 

Problem 8.5.5. A computer has an MTTF = 34 hours and an MTTR = 2.5 hours. 

What is the steady-state availability? If the MTTR is reduced to 1.5 hours, what 

MTTF can be tolerated without decreasing the steady-state availability of the 

computer?   

Solution: Steady-state availability =  931.0
5.234

34
=

+
=

+ MTTRMTTF

MTTF  

MTTR is reduced to 1.5 hour.  

Now,          931.0
5.1

=
+MTTF

MTTF
 

⇒ MTTF = 0.931 (MTTF + 1.5) 

⇒ (1 - 0.931) MTTF = 0.931 x 1.5 

⇒ .239.20
931.01

5.1931.0
hoursMTTF =

−

×
=  

Problem 8.5.6. An engine health monitoring Defence system consists of a primary 

unit and a stand by unit. The MTTF of the primary unit is 1000 operating hours 

and the MTTF of the stand by unit is 333 hours when in operation. There are no 

failures while the backup unit is in stand by. If the primary unit may be repaired at 

a repair rate of 0.01 per hour, while the stand by unit is operating, estimate the 

design life for a reliability of 0.90. 

 



Reliability Evaluation of Defence Support Systems 281

 

Solution: For the stand by redundant system,  

 
tmtm
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=                              … (1) 

Where m1, m2 are roots of the equation  

  m
2
 + (λ1 + λ2 + µ) m + λ1λ2 = 0           … (2) 

Here 

hourandhourhour /01.0/003.0
333

1
;/001.0

1000

1
21 ===== µλλ  

Using these values in (2), we have  

  m
2
 + 0.014 m + 0.000003 = 0  

∴
2

000003.04)140.0(014.0
,

2

21

×−−±−
=mm = (0.00022, - 0.01378) 

Using these values in (1), we get  

 R (t) = -0.01622 × e
-0.01378t   

+   1.01622 × e
-0.00022 t 

When the reliability is 0.90, the design life D is given by  

  1.01622 × e
-0.00022 t D

 - 0.01622 × e
-0.01378 D 

= 0.90 

Solving this equation by trials, we get.  

  D = 550 hours  

Problem 8.5.7. A critical communications relay has a constant failure rate of 0.2 

per day once it has failed, the mean time to repair is 2.5 days (the repair rate is 

constant).  

(i) What are the point availability at the end of 2 days, the interval 

availability over a 2 day mission, starting from zero and the 

steady-state availability? 

(ii) If two communication relays operate in series, compute the 

availability at the end of 2 days.  

(iii) If they operate in parallel, compute the steady-state availability 

of the system.   

(iv) If one communication relay operates in a stand by made with no 

failure in stand by, what is the steady-state availability? 
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;2.0 =∴== µ
µ

λ  

(i) The point availability 

7590.0)30.033.0(66.0
4.02.0

2.0

4.02.0

4.0
)2(

)(

2)4.02.0(

)(

=×+=
+

+
+

=∴

+
+

+
=

×+−

+−

eA

tetA

P

P

µλ

µλ

λ

µλ

µ

 

( )( ) ( )
( ) ( )( ) ( )( )

.8571.0
2.02.04.02.04.0

4.04.02.0
)(

4.02.0;)(

systemredundantstandbytheFor)(

84.0}66.01{1)}(1{1)()(

.5760.0)7590.0()}2({)2()(

66.0
4.02.0

4.0
)(

8560.0)30.01(28.066.0

}1{
2)4.02.0(

2.0

4.02.0

4.0
)(

}1{
)(

)(

2

2

21

211

2

2

1

22

22

2)4.02.0(

2

)(

2

=
++

+
=∞

===
++

+
=∞

=−−=∞−−=∞

===

=
+

+
+

=∞

=−×+

−
×+

+
+

=∴

−
×+

+
+

=

×+−

+−

S

S

S

pS

I

T

I

A

andHereA

iv

AAiii

AAii

A

eTA

e
T

TA

λλλ
λλµλµ

µµλ

µλ

µ

µλ

λ

µλ

µ µλ

 

 



Reliability Evaluation of Defence Support Systems 283

 

Problem 8.5.8. A pipe line processor possesses five serial segments, each of 

which must process data interns to produce the final output of the processor. If 

each segment possesses a constant failure rate of 0.23 failures per year, segment 

failures being independent, find the reliability function and MTTF for the system. 

Solution: Here failure rate is constant. 

Then the failure time distribution is exponential with parameter .23.0=λ  

OnesegmentforetR
t)23.0(

1 )( −=∴  

Here five segments are in series. 

Since the segment failures being independent, reliability for the system is  

R(t) = R1 (t). R2(t). R3(t). R4(t). R5 (t) 
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Problem 8.5.9. A new machine has a constant failure rate of 0.03 per day (assum-

ing continuous use) and a constant repair rate of 0.2 per day. 

(a) Compute the interval availability for the first 30 days and the steady 

state availability. 

(b) Determine the steady-state availability if a stand by unit is pur-

chased. Assume no failures in standby. 

(c) If both units are active, what is the steady-state availability? 

Solution:         λ=0.03 per day, µ=0.2 per day  

(a) 
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)(b  For the stand by redundant system 

.9808.0
0469.0

046.0
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    (C) For the active redundant system 

 Ai(∞)=1-[1-A(∞)]
2      

      => 1-[1-0.8696]
2    

=0.9830 Ans. 

9   Conclusion  

The analysis presented in this chapter provides a means for relating system relia-

bility to component reliability for many types of equipment designs. The system 

configurations based on binary component states and independent components are 

sufficient to permit a reductionist approach to reliability analysis. Reliability 

should be studied at the component level because the dependence of system  

reliability on component reliability is well defined. For Defence support system 

designs, the ability to focus independently on individual component reliability 

performance is essential to achieving the high levels of reliability. Examples on 

applications of the methods are given to illustrate the advantages and limitations 

of the different techniques, together with case studies drawn from the author’s 

experience of academia and consultancy. Comprehensive coverage of the basic 

concepts of probability theory, IDSS structures with reliability evaluations, Ha-

zard model for failure analysis and various probability distributions of IDSS, 

solved as well as unsolved numerical examples based on IDSS in each sub-section 

have been described in this chapter. 
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