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Foreword

This book aims at providing a snapshot of the various facets (and underlying
challenges) that contribute to make the Internet trustworthy. It originated from the
21st International Tyrrhenian Workshop on Digital Communications, an event
traditionally organized by CNIT, the Italian inter-university consortium for tele-
communication research. The workshop is devoted each year to a specific theme in
the area of digital communications and its applications, and the theme selected for
this year’s edition was ‘‘Trustworthy Internet’’ (tyrr2010.cnit.it), which the
European Union’s research program defines as a network characterized by the
following properties: secure, reliable and resilient to attacks and operational
failures; guaranteeing quality of service; protecting user data; ensuring privacy and
providing usable and trusted tools to support the users in their security
management.

The workshop program comprised both peer-reviewed papers and invited
contributions from leading experts in the field. It provided a lively and exciting
discussion on the technical challenges and issues involved in the trustworthy
rethinking of the Future Internet. This book aims at offering the findings and
discussions carried out during the workshop days to a broader audience. For this
purpose, the book contains a selection of the works presented at the 21st Inter-
national Tyrrhenian Workshop on Digital Communications. Each contribution has
been extended with background material on the specific topic in question. More-
over, the sections account for the supplementary insights gathered from the
workshop discussions, and, when appropriate, also include additional technical
results.

We thank the persons who have been instrumental in making our workshop a
success, and who have permitted this book to exist: the contributors for their high
quality works and their supplementary effort spent in making their findings
accessible to the broader audience expected for a book, the reviewers of the papers
for their thorough work; the speakers, the session chairs and the audience for
attending and making the sessions a lively and fruitful environment; the organizers
of the invited sessions, who also contributed sustantially to the Introduction and
organisation of this book: Dr. Thorsten Strufe, Dr. Sonja Buchegger, Prof. Fabio

v

http://tyrr2010.cnit.it


Massacci, Dr. Federica Paci, Dr. Saverio Niccolini, Dr. Sandra Tartarelli, Dr.
Leonardo Chiariglione; a special thank to Leonardo who gave also the keynote
speech: ‘‘Catering to the sustainable evolution of the digital media foundations’’.

We are also grateful to our main sponsor Confcommercio, and its President,
Dr. Carlo Sangalli, for the generous support in such a difficult time. Indeed, we are
proud that such an highly recognized Italian institution has tangibly demonstrated
a strong interest in sustaining research efforts targeting a more secure, efficient,
and trusted Internet environment.

We thank the research projects belonging to the 7th Framework Programme of
the European Union in which CNIT is involved, and working in areas relevant to
the workshop theme, for providing technical support: CONVERGENCE,
DEMONS, FLAVIA, MOMENT, PERIMETER, PRISM, with a special thank to
the CONVERGENCE project that supported the workshop also with additional
funding.

And we finally thank the CNIT president, Prof. Giancarlo Prati, the CNIT
Director, Prof. Silvano Pupolin, and the CNIT executive board, for having given us
the opportunity to organize this workshop on the very timely and important topic
of trustworthy Internet.

N. Blefari Melazzi
G. Bianchi

L. Salgarelli
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Introduction

The term ‘‘trustworthy’’ is explicitly defined by the European Community’s FP7
research program as: secure, reliable and resilient to attacks and operational
failures; guaranteeing quality of service; protecting user data; ensuring privacy and
providing usable and trusted tools to support the user in his security management.
As such, the Trustworthy Internet not only has to include mechanisms, architec-
tures and networking infrastructures that intrinsically provide basic security
guarantees, but it also has to ensure users, service providers and application
providers alike that their requirements in terms of Quality of Experience, man-
ageability and efficiency are fully met. Providing such combined guarantees in a
rapidly evolving, complex infrastructure such as the Internet requires solving
challenging issues that encompass many fields of theoretical and applied infor-
mation engineering, spanning all levels of the protocol stack, ranging from finding
new intrinsically secure transmission systems, to radically novel routing models, to
new architectures for data dissemination and for interconnecting an unprecedented
number of devices and appliances.

This book aims at representing a view of the state of the ‘‘Trustworthy Internet’’
as we enter the second decade of our century. The material included in this book
originates from a workshop, organized in September 2010, and specifically ded-
icated to the several aspects which contribute to make the today’s and tomorrow’s
Internet trustworthy. The workshop comprised either invited contributions from
renowned researchers with complementary expertise, as well as independent,
peer-reviewed contributions stimulated through an open call for papers. The book
includes a selected subset of the workshop papers. Each contribution has been
edited and extended after the workshop, taking into account the discussions carried
out during the event, incorporating when appropriate additional technical material,
and, perhaps most importantly, complementing the specific technical aspects
presented with background material devised to more comprehensively introduce
the reader to the specific topic of trustworthiness tackled.

For the reader’s convenience, the selected scientific contributions are further
grouped in homogeneous chapters that present scholarly visions of many of the
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aspects defined by the term trustworthy. As such, it is our hope that this material
can serve scholars, practitioners and students alike as a guide not only to help
understanding the state of current research in this topics, but can also represent a
guided look at its medium term future.

The material in Part I focuses on the research that aims at imagining how the

future Internet will support trustworthiness. Although predicting the future is
always risky business, it is clear that the Internet is changing quickly, starting from
the communication paradigms that are shifting rapidly from the client-server
model to more advanced ones, such as publish-subscribe, overlay and community-
oriented networking. These new communication models not only pose interesting
and novel challenges to operational aspects of networking, such as efficiently
supporting scalable QoS requirements and dealing with fast routing in heteroge-
neous networks, but also stimulate the research of new mechanisms to support the
security and trust of such new infrastructures. Contributions in this chapter revolve
around the last aspect.

Chapter 1 discusses the security and privacy properties of a new prospective
Internet architecture based on the publish-subscribe paradigm. Indeed, the infor-
mation oriented nature of publish-subscribe, the decoupling it offers between
information providers and information consumers, its location-identity split
properties, and the clean-slate ambition of replacing the actual Internet protocol
stack rather than complementing it, calls for specifically tailored security and
privacy features, and opens up a number of key challenges which are duly
presented and discussed in this section. Chapter 2 looks at security aspects in
programmable, high-performance routers, which are basic building blocks for
network resource virtualization and dynamic service configuration in future
Internet scenarios. Router programmability requires a careful scrutiny of the
security aspects which arise when either customers as well as service providers
access the routing nodes. This chapter specifically discusses promising solutions to
the support of secure services through the separation of control and forwarding
elements.

Identity management, i.e. governing the fine relationship between privacy and
trust, in overlay networks is explored by the last two chapters of this Part.
Chapter 3 looks at the problem of how to provide secure pseudonymous access
from the perspective of an overlay data dissemination network. Chapter 4 attacks
the problem of building a wide-area, application-layer identity management for a
Semantic Web architecture aimed at supporting seamless data interoperability to
facilitate sharing and exploitation of distributed and heterogeneous user profile
information.

Part II overviews specific trustworthiness issues, tools, methodologies and their

applications to different aspects of the current Internet architecture. Chapter 5
surveys context privacy protection approaches and solutions for the Internet of
Things, which represents a challenging issue given the scalability requirements of
the sensory world. This chapter specifically deals with the various facets of privacy
issues, here categorized as Application privacy, concerning the protection of the
network application being run, Correspondent privacy, concerning identity
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protection of the other peer in a communication, and Location privacy, concerning
the protection of the user location information. Chapter 6 first discusses emerging
and novel ways for providing security directly at the physical layer, and then
provides a thorough overview of a new modulation technique, able to encrypt the
radio signal without any a priori common secret between the two nodes. Here, the
information is modulated, at physical layer, by the thermal noise experienced by
the link between two terminals, and a loop scheme is designed for the recovery of
mutual information. Chapter 7 introduces the reader to the important area of secure
multiparty computation. While showing a special case of privacy-preserving
computation, the chapter permits the reader to get acquainted with the application
of homomorphic encryption to the computation of vector multiplications, scalar
products, renormalizations, etc. The tools and methodology here described have a
wide applicability in many fields, and show that non elementary operations can be
performed without impairing the privacy of the data. Chapter 8 presents a fully
distributed security framework for Peer-to-peer Voice over IP, which does not rely
on a centralized PKI, but leverages and adapts brilliant approaches, such as ZRTP
from Zimmermann, which are deemed to significantly influence future Internet
community/distributed services.

Finally, the last two contributions tackle, for different contexts (4G femto cells
and ZigBee sensor networks), the issue of spontaneous, autonomic configuration.
Specifically, Chapter 9 takes a look at novel ways of dynamically sharing a scarce
resource, i.e., the spectrum, so as to provide QoS guarantees in wireless envi-
ronments with high density of low coverage wireless femto-cells, such as the ones
typical of home or community networks. The solutions presented do not require
coordination, and may be applied also to the futuristic (and here shown to bring
performance advantages) scenario of different operators sharing a same subset of
frequency bands. Finally, Chapter 10 uses network monitoring information for
automatically re-configuring autonomic, self-organizing wireless personal area
networks in an energy-aware and robust manner.

Part III deals with the topics related to Online Social Networks, which are
increasingly popular with Internet users. They attract ever-growing groups of
participants, who in addition spend increasing amounts of time on these sites.
Facebook, the currently largest Online Social Network, alone claims an active user
base of over 550 million individuals. Both with respect to the number of available
pages and served bandwidth it constantly ranks among the top three web sites
worldwide (see for example http://www.hitwise.com). Considering the time the
users spend on a web brand’s pages, it has surpassed the former top competitor,
Google and its affiliated services, with users spending almost three times as long
on Facebook’s, compared to Google and its affiliates’ pages (over seven hours per
month on Facebook compared to just under 2.5 hours on Google’s sites in January
2010, see ‘‘Top web sites and Brands’’ at The Nielsen Company). In addition to
user time spent on online social networks, there is an increase in personal infor-
mation revealed online. Users of Online Social Networks upon registration create a
profile describing themselves and they henceforth can (and are expected to)
connect their profile with links to the profiles of their friends, family, and
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acquaintances. Online Social Networks thus represent a subset of the relations
their users entertain in the real world. They additionally offer rich functionality to
publish and share various content, to communicate by different means, and to
collaborate and play games together. Online Social Networks by nature contain a
wealth of personally identifiable information, since each published item and each
message inherently is linked to the personal profile identifying the publisher or
sender.

Collaborative games in Online Social Networks frequently leverage a player’s
social environment: players do not play alone or in predetermined groups, but the
users added in the contact list of the player automatically act as partners or sup-
porters in the game. This causes a change in the perception of friendship and trust,
since contacts are made for the sole reason of two strangers wanting to support
each other in one of the games. Chapter 11 deals with this issue and the conse-
quences for trust and privacy from the security perspective. The highly accurate
and authentic identification of users comes with both beneficial and adverse
consequences. Recognition and reputation now can be attributed to individuals and
have a direct effect on real life, as opposed to the reputation of anonymous clients,
devices, or personae before. Profiling and targeting users is performed directly on
individuals as well. This conflict is the topic of Chapter 12, where the field of
participatory sensing is described, and new methods are proposed to leverage the
positive social effects, while using abstraction to mitigate the consequences for the
privacy of the participants. The voluntarily self-maintained and easily exploitable
database of personally identifiable information that Online Social Networks rep-
resent is of high value to third parties. The possibility to create highly detailed and
perfectly identified behavioral profiles of individuals is not only very attractive to
the advertisement industry, but also to miscreants with various adverse motiva-
tions. This situation is the focus of Chapter 13, where several attacks are described
that are possible and additionally exceptionally successful due to the social and
seemingly trustable environment that Online Social Networks provide. Finally,
Chapter 14 motivates the decentralization of Online Social Networks for the
purpose of load balancing and, more importantly, for the protection of the users’
privacy. This chapter subsequently presents a survey of the current proposals for
decentralized Online Social Networks and classifies them by characteristic
properties.

New technologies and tools including Web services, blogs, social network sites,
mash ups, wikis have dramatically changed the way users communicate, collab-
orate and share personal information on the Internet.

Part IV groups contributions that present the various facets of trustworthyness

in Web 2.0 platforms. The main focus here is on finding mechanisms able to
guarantee that the composition of services satisfies certain security properties,
while maintaining the system flexible and scalable. Web service technology allows
users to pull together content from different sources and services to build a new
service. Such technology has also facilitated the collaboration intra- and inter-
organizations by making accessible organizational business processes through the
Web. Blogs, wikis and social networking sites allow users to share new content
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and to collaborate and communicate with others. The power of Web 2.0 brings up
a number of serious security issues ranging from identity management and repu-
tation, privacy protection and anonymous usage, access control to content and
services to integrity protection of composite services. Securing Web 2.0 applica-
tions is challenging because such applications are targeted towards making people,
information, and resources available to all who need it, and to adapt swiftly to
changes and evolutions in software platform and usage models. In contrast,
information security seeks to restrict access only to those with proper
authorization.

Chapter 15 presents a broad survey of the many challenges faced by the
mechanisms used to protect social networks, where content is dynamically updated
and accessed by millions of users on a daily basis. In this scenario we must be able
to enforce access control policies on social network users’ profiles that meet the
privacy preferences of the users. This chapter discusses the various alternatives
based on risk, trust and other metrics and the related trade-off. The other three
chapters discuss more in details the impact of the evolution of data types, user
roles and usage models on the security solutions for Web 2.0 applications.
Chapter 16 deals with the problem of managing the temporal evolution of
authorizations in which users’ attributes can change over time and in particular can
change after access has been granted. The presented model is an extension of the
(now) classical usage control model by Park and Sandhu: it guarantees that access
control policies are enforced not only when a resource is accessed but also during
its usage. Chapter 17 investigates the challenges of selecting services that meet
specific privacy and security properties to build complex composite applications
such as business processes. In particular, the problem of dynamic certification of
composite services is analyzed, starting from the composition of the certificates of
the composite services. Chapter 18 analyzes the same problem but from the per-
spective of usability. While it is true that users can change attributes as time goes
by, the goals of an organization or the objectives of the individuals in a social or
collaborative environments are more stable. We would like to be able to achieve
them even in presence of changed security circumstances. This chapter discusses
the problem of dynamic resiliency of business processes, that is how to guarantee
that business processes can still be executed when users authorizations change and
that overall business goals can be achieved by suitably re-distributing the autho-
rizations to the appropriate users.

Part V focuses on various facets of network monitoring with a particular
attention to trustworthiness applications. Indeed, network monitoring is an area
which is expected to face a number of radical changes in the near future. Security
threats, which once represented mere ‘‘hacking’’ or exploitation of hosts for little
more than curiosity or vanity, have given way to sophisticated criminal operations
that exploit vulnerabilities in network devices and end systems to take over large
numbers of nodes, arranging them into botnets, for spamming, phishing, extortion
via distributed denial of service attacks, and personal information theft, threatening
end-user privacy and the importance of ‘‘information as an asset’’. To make
matters more challenging, there is an ongoing trend towards bringing Internet
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technologies into every end device. A very high number of nodes (e.g., every
phone on a network, every device in a household, etc.) are now becoming
IP-enabled, more intelligent and more complex, providing new hosts for botnets
and bridging legacy and IP-based systems. This poses serious challenges to the
operators, as the problems multiply while the requirement on trustworthiness
remains unchanged. In addition, monitoring systems must be scalable. Internet
traffic growth is reaching volumes previously unimagined. Annual global IP traffic
volume nearly doubles every two years, and will exceed half a zettabyte (591020
bytes) by 2012. This growth poses severe challenges to the Internet scalability, and
calls for a decentralized and scalable monitoring infrastructure. Furthermore,
monitoring infrastructures must take privacy into account. Indeed, traffic moni-
toring activities, especially at higher layers of the network stack, pose a serious
risk to the privacy of the individual, since they may result in tracking the personal
activities of the end users without their knowledge. Monitoring activities under-
taken without transparency or accountability with respect to data processing, i.e.
without privacy-awareness, lead to a loss of trust in the network as a whole. As a
result, care must be taken that privacy concerns are addressed, and that privacy
rights and data protection laws are not violated. And, finally, network monitoring
applications are moving up the layers. Traditional monitoring applications are no
more focused on the analysis of IP-level traffic but instead tend to include more
and more application-specific information and semantics in order to reach their
objectives.

Even if the six contributions that comprise this Part do not pretend to com-
pletely cover the several challenges above discussed, nevertheless they provide a
valid picture of the trends and solutions that may characterize future-generation
network monitoring infrastructures and approaches. Chapter 19 presents the
challenges and solutions for building extensible, programmable and high perfor-
mance network monitoring solutions inspecting application layers. Especially
programmability (which is also closely considered and advocated in Chapter 22)
appears to be a key requirement to permit future monitoring infrastructures to
rapidly and flexibly accommodate the continuously evolving needs posed by the
emergence of new threats and new application-layer monitoring requirements.
Chapter 20 clearly exemplifies how monitoring tasks are no more confined to the
network layer, by showing techniques for detecting frauds and misuse of telephone
services and combat spam over Internet telephony. Chapter 21 uses application
layer semantics for monitoring and reducing overload situations in IP-based
telephone networks using the SIP protocol. Chapter 22 brings about, again, the
need for programmability from a different perspective, i.e., by specifically tar-
geting the design issues and challenges behind programmable monitoring probes,
and the possibility to support processing and filtering means directly on the probe
itself, thus moving from a traditional centralized vision to a distributed and highly
scalable modern ‘‘in-network’’ monitoring vision, where monitoring tasks are
directly supported inside the network itself. Chapter 23 can be considered as a
concrete example of such an in-network processing and filtering vision, as it
discusses the rationale for offloading central intrusion detection systems by
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implementing approximate intrusion detection rules directly on probes, and pre-
sents a proof-of-concept hardware implementation of a probe capable of sup-
porting rules from the topmost known SNORT intrusion detection system. Finally,
Chapter 24 addresses the very important and timely issue of how to protect net-
work customers’ privacy without compromising information usability for moni-
toring purposes. This chapter specifically investigates the fundamental principles
and requirements for a privacy-aware ontological model in the semantic domain of
monitoring-data management and exchange. It proposes a rule-based approach for
specifying and automatically enforcing the appropriate privacy policies, and
advocates a clean separation between data models and security semantics.

Part VI analyzes the issues and tradeoffs of bringing trustworthiness to digital

content and its distribution. The Internet was originally conceived as an ‘‘Internet
of Hosts’’, whose underlying protocols were designed to support exchange of
simple unstructured information between well-identified nodes. Today, by con-
trast, it is becoming an Internet of Things (devices and appliances associated with
their own IP address), an Internet of Services (in which users in different localities
access different functionalities on different hosts), an Internet of Media (shared and
managed across different networks) and an Internet of People (boosted by the
explosion of social networking and the emergence of the Web 2.0 paradigm). In
these ‘‘new Internets’’, the key elements are no longer ‘‘hosts’’ but data and ser-
vices (or content). As one author put it, ‘‘People value the Internet for what content
it contains, but communication is still in terms of where’’. In other words, what we
are observing is a shift from ‘‘host-centric networking’’ to ‘‘content-centric’’ or
‘‘data-centric’’ networking.

This shift imposes new requirements on middleware, on the underlying net-
working functionality and on the way content is codified, formatted, described and
exchanged in the network. Regarding the organization of content, several of these
needs are addressed e.g. by existing MPEG standards. For instance MPEG-21
already defines standard ways of providing meta-information and standard ways of
describing the content and structure of complex ‘‘Digital Items’’. However, there is
the need of extending the ability to manage and trade ‘‘classical’’ media (e.g.
video, music) digital objects to a broader range of digital objects, including
descriptors for Real World Objects (RWO), services and people, meeting at the
same time new requirements coming from such extended environment. Regarding
middleware, there is the need of providing APIs to dynamically define and
encapsulate new classes of content, and related meta-information, to create
packages of different classes of information resource, to guarantee their security
and privacy and integrity, to name them, to support semantic interpretation of
metadata and tags, to search for them, filter them, read and write their attributes
and content, adapt them for use on different machines, copy them, test their
validity and efficiently synchronize them across multiple machines. The MPEG-M
emerging standard, an extension of the former MXM MPEG platform, is
addressing a significant part of these issues. As regards networking functionality,
content-centric architectures are being proposed, where the network layer directly
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provides users with contents, instead of providing communication channels
between hosts.

Chapter 25 presents an outlook on the definition and implementation of dis-
tributed architectures that enable the development of distributed multi-media
applications on top of them, while offering Digital Rights Management (DRM)
features. Chapter 26 develops from the consideration that innovative networks
must be aware of which content is actually transported and introduces Scalable
Video Coding as an important tool for such networks. Finally, Chapter 27
identifies the main functionality of a content-centric network, discusses pros and
cons of literature proposals for an innovative, content-centric network layer and
draws conclusions stating some general requirements, which a content-centric
network layer should satisfy.
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Part I

New Visions for a Trustworthy Internet



Chapter 1

Publish–Subscribe Internetworking
Security Aspects

Nikos Fotiou, Giannis F. Marias and George C. Polyzos

Abstract Publish–Subscribe is a paradigm that is recently receiving increasing
attention by the research community, mainly due to its information oriented nature.
Although the publish–subscribe paradigm yields significant security advantages
over the traditional send–receive one, various security and privacy challenges are
raised when it comes to the design of an internetworking architecture that is solely
based on this paradigm, such as the Publish Subscribe Internet ðWÞ architecture.
W is the main outcome of the Publish–Subscribe Internet Routing Paradigm
(PSIRP) project, which was launched with the ambition to develop and evaluate
a clean-slate architecture for the future Internet based on the publish–subscribe
paradigm. Availability, security, privacy and mobility support are considered as
core properties for this new form of internetworking, instead of being provided as
add-ons, as in the current Internet. This paper discusses the security and privacy
properties of and challenges for publish–subscribe internetworking architectures
and specific techniques and solutions developed in PSIRP for W:
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1.1 Introduction

The Publish–Subscribe paradigm has been in the spotlight of recent research
efforts. Its information oriented nature, the decoupling it offers between infor-
mation providers and information consumers as well as its location-identity split
properties, have inspired a variety of—mainly overlay—architectures that focus on
multicast [6], mobility [15], indirection [29] as well as on caching [16].

Publish–Subscribe architectures are composed of three main components;
publishers, subscribers and a network of brokers [8]. Publishers are information
providers that ‘publish’ information (advertisements). Subscribers on the other
hand are information consumers that express their interest in specific pieces of
information by issuing subscriptions. Brokers are responsible for matching pub-
lications with subscriptions and initiate the (information) forwarding process from
information providers towards information consumers. The broker, responsible for
the publication–subscription matching, is often referenced to as the rendezvous
point and, therefore, the network of brokers is usually referred to as the rendezvous
network. Publication and subscription operations are decoupled in time and space
allowing for the support of mobility as well as anonymization mechanisms.
Moreover a publication can be provided by multiple nodes and similar subscrip-
tions can be aggregated, creating opportunities for multicasting and multihoming.
Inherently, the publish–subscribe paradigm has many security advantages com-
pared to the commonly used end-to-end, send–receive oriented paradigm.

PSIRP (Publish–Subscribe Internet Routing Paradigm),1 an EU FP7 funded
research effort, has designed, implemented in prototypes, and initially evaluated a
clean-slate, information oriented future Internet architecture; we call it the Publish–
Subscribe Internet (PSI) architecture, W for short. This architecture aims at over-
coming most limitations of the current Internet and at emphasizing the role of
information as the main building block of the (future) Internet. This new archi-
tecture is based on a paradigm completely different from the current one.W is based
on pure, through-the-stack application of the Publish–Subscribe paradigm. More-
over by abiding to the Trust-to-Trust (T2T) principle [4], i.e., all functions take
place only in trusted points, the W architecture considers security as a building
block of its architecture rather than as an ‘add-on’. W harvests the security advan-
tages the publish–subscribe paradigm offers, whilst W-specific security mecha-
nisms are also incorporated.

The purpose of this paper is twofold: to give an overview of the security features
of and challenges for the publish–subscribe paradigm, as well as to show the
additional techniques and mechanisms developed in PSIRP in order to secure theW
architecture. The remainder of this paper is organized as follows. Section 1.2
highlights some of the security and privacy challenges that exist in publish–
subscribe architectures. Section 1.3 presents the security advantages of the publish–
subscribe paradigm. Section 1.4 overviews the W architecture and its specific

1 http://www.psirp.org
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security solutions. Section 1.5 investigates how other, related architectures handle
security requirements. Finally, our conclusions as well as ideas for future work are
presented in Sect. 1.6.

1.2 Security and Privacy Challenges in Publish–Subscribe

Architectures

As previously mentioned, in the publish–subscribe model, producers publish event
notifications to announce information availability and consumers subscribe to
specific information items to explicitly declare their interest. Matching is achieved
through the rendezvous network, which is envisioned as a distributed service that
spans over a large number of providers and administrative domains. In the case
where one or more matches are provided by the rendezvous service, then a par-
ticular sub-graph over the network topology is determined and activated to support
a multihomed and multicasted communication service that transports information
elements from publisher(s) to subscriber(s).

Security issues and requirements that arise in a global-scale publish–subscribe
system have already been extensively addressed. Wang et al. [31] as well as
Lagutin et al. [21] have specified security requirements for a publish–subscribe
architecture, whereas Wun et al. [33] have identified and classified possible DoS
attacks in content-based publish–subscribe systems. Various mechanisms have
been developed in order to secure publish–subscribe systems—such as Eventguard
[28]—and most of them base their operation on traditional security mechanisms,
adapted to the concept of the publish–subscribe paradigm. In this paper we are
focusing on security, trust, and privacy requirements focusing on a different level
of abstraction and trying to enrich the existing work with recent results for the
publish–subscribe paradigm.

In the information level, integrity, authenticity and validity of information are
required. Integrity protection methods will ensure that any violation or fabrication
of information elements’ content will be detectable. Authenticity means that the
information that is received by the subscriber is identical with the subscriber’s
initial request, and it is not forged. Validity means that the information items
announced by the publisher, matched with the subscriber’s request, and then for-
warded to the subscriber are identical. Detecting integrity violation is a task that
mainly is based on public key certificates and signatures, and, thus, it requires
trusted third parties or bilateral trust (e.g., symmetric secrets, or HMAC key-based
approaches). On the other hand, publication and subscription operations might be
decoupled in time. Thus, subscribers might never recognize the publishers’ iden-
tities, or even their certificates. Thus, information integrity verification should be
assisted by the rendezvous-network. In order to avoid bottlenecks due to processing
or signing every information element, rendezvous nodes might produce sequences
of integrity evidences, such as TESLA seeds if a TESLA approach [25] has been
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adopted between publication end-points and consumers. Verifying authenticity and
validity of the information requires a different, reaction-oriented approach, which is
based on subscriber’s evaluation on the received information. Such an approach
will rank published information elements, and recommend the accurate ones,
avoiding DoS attacks [11] or spamming [12].

At the application layer, a main security challenge is the design of a mechanism
that grants to subscribers the appropriate access privileges to publication announce-
ments. This is akin to making confidential the existence, and not the content, of
publications. Assuming that publishers are always privileged to submit events and
announcements, the rendezvous network should enforce an access framework that
makes the notifications reachable to preferred subsets of subscribers. For applica-
tion-level access control, such subsets are formed using scopes [9], role-based
access control [3, 26], as well as identification and authentication schemes [24].
On the other hand, publication content confidentiality is achieved mainly through
encryption. Finally, when a forwarding topology will be deployed to transport
information to subscribers, then there is a potentially strong anonymity requirement
to unlink the information and the publisher and subscribers among themselves and
from the networking attachment and relay points.

From the subscriber’s privacy point of view, a central objective is to unlink his
identity from his subscription interests, e.g., by supporting anonymous subscrip-
tions. Subscription privacy might rely on an anonymity framework related to
trusted proxies (anonymizers) that receive and process the original request, change
its time reference, hide the subscriber’s identity and obfuscate his network
attachment point. This approach might introduce significant delays, but fulfills the
demand for strong anonymity support at the network layer. Additionally, such a
system should be designed and deployed appropriately to avoid attacks that have
been reported on mix-based privacy enhancement approaches, such as traffic
analysis, blending and trickle attacks [32].

1.3 Publish–Subscribe Security Features

The publish–subscribe paradigm can be seen as a remedy to the imbalance of
power between senders and receivers in the traditional send–receive paradigm.
With the original Internet architecture, the network will make a best effort attempt
to deliver whatever any sender sends, irrespective of the interest of and no matter
the cost for the receiver and the network(s). This imbalance is often accused for the
increasing number of (Distributed) Denial of Service (DDoS) attacks, as well as
for the emergence of spamming. In publish–subscribe systems there is no infor-
mation flow as long as the receiver has not expressed interest on a particular piece
of information, i.e, the receiver in a publish–subscribe architecture is able to
instruct the network which pieces of information shall be delivered to it. Moreover,
and even though the model is so powerful so that there can be subscriptions before
the corresponding publications have been published, no information is requested
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from a publisher, unless the publisher has explicitly denoted the availability of that
information, i.e., not before the publisher has issued a publication message (for this
particular piece of information).

Publication and subscription operations are decoupled in time and space, i.e.,
they do not have to be synchronized neither do they block each other. Moreover
publishers and subscribers do not communicate directly and they can hide their
identity as—in general—subscribers are only interested for the information itself
rather than on who provides it, and publishers—usually—disseminate publications
using multicast so they cannot (and usually should not) be fully aware of the
publication’s recipients. Therefore, anonymity can be easily achieved in publish–
subscribe architectures. Moreover having a point in the network where subscription
and publications are matched, effective deployment of access control mechanisms
is enabled.

Publish–Subscribe architectures offer great availability. The rendezvous net-
work of a publish–subscribe architecture is usually implemented using a DHT.
DHTs provide significant load balancing—usually at the cost of some communi-
cation stretch. Moreover in a publish–subscribe architecture multihoming can be
easily achieved, as multiple publishers may advertise the same publication to a
Rendezvous Point (RP), therefore a RP has a number of options with which it
can satisfy a subscription. Figure 1.1 shows an example of multihoming in a
publish–subscribe architecture. Publishers A and B, both publish publication FFF.
Subscribers A and B subscribe to this publication. For each subscription message
the RP knows two publishers that can provide the publication matched, therefore
for each subscription message it could choose the publisher that is closer (in any
sense) to the respective subscriber, e.g. here, it chooses publisher A to serve
subscriber A and publisher B to serve subscriber B.

Fig. 1.1 Example of multihoming in a publish–subscribe architecture
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Publish–subscribe architectures allow for subscription aggregation and they
create opportunities for multicast to be useful, therefore in these architectures
resource sharing can be achieved, leading to greater availability. In Fig. 1.2 both
subscribers A and B subscribe to publication FFF. The subscription messages are
aggregated within the networks, when following the same path towards the RP.
Moreover publisher A forwards a single data flow, which is copied (bifurcated) in
an appropriate place in the network in order to serve both subscribers.

1.4 The W Architecture

The core element of the W architecture is information; information is everything
and everything is information [30]. InW every piece of information is identified by
a unique, flat, self-certified identifier, known as the rendezvous identifier (RId).
Information is organized in scopes. Scopes are physical or logical structures that
facilitate the finding as well as access control over a piece or collection of
information. A physical scope can be for example a corporate network, whereas a
logical scope can be a group of friends in a social network. Scopes can be included
within each other, creating a flexible structure. Scopes are identified by a flat
identifier known as the scope identifier (SId). Each SId is managed by a rendez-
vous point (RP) which can be a single rendezvous node or a large rendezvous

network.
The publication operation in W involves three steps [10]; initially the SId of the

publication scope is identified, then the RId of the publication is created and,

Fig. 1.2 Resource sharing in a publish–subscribe architecture using subscriptions aggregation
and multicast
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finally, the publication is published in i.e. the publication message, including the
Rid and Sid, is sent to the RP responsible for handling this SId. The publication
message may also contain metadata—such as size of the data, encoding and other
general information about this publication. Figure 1.3 shows the publication
operation in a W network with three scopes; the scope MyUniversity and its sub-
scope MyLab and the scope MyFamily. As it can be seen in this figure, a publisher
issues a publication to the scope MyFamily. The publication message should
contain a scope-unique publication identifier (RId), the MyFamily scope identifier
(SId) as well as metadata that describe this publication. The publication message
reaches the rendezvous node RN B, which is part of the MyFamily rendezvous
network.

The subscription operation involves the identification of the SId and RId of a
publication—which can be done, for instance, with the help of a search engine—
and the sending of a subscription message. Initially the subscription message will
be forwarded to the appropriate scope as all the other scopes are not aware of the
publication in question. When the subscription reaches the appropriate scope it
will be forwarded to the publication RP. The network is responsible for routing
publication and subscription messages towards the RP as well as for forwarding
publications from publishers towards subscribers. Figure 1.4 shows the subscrip-
tion operation. A subscriber subscribes to an already published publication. When
the subscription message reaches the appropriate RP, and as long as there is a
publication that matches this subscription message, the RP creates a forwarding
path, from the publisher towards the subscriber, and instructs the publisher to send

Fig. 1.3 Publication in a W network
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the publication using a specifically created identifier (FId) for this path. A for-
warding path is realized through zFilters [14], a Bloom filter based structure that
contains the link identifiers that a data packet must traverse in order to reach its
destination(s). W uses a slow path for signaling, i.e., publication and subscription
messages, and a fast path for data forwarding. Moreover multicast is the preferred
delivery method.

1.4.1 W-Specific Security Mechanisms

Security in W plays an important role and trust is at the center of a W declared
principle. Security mechanisms are considered at all levels of the architecture.
Information in W is transmitted in encrypted packets using the Packet Level
Authentication (PLA) technique [19]. PLA is a novel mechanism, applied inW; for
protecting the network based on the assumption that per packet public key cryp-
tographic operations are possible at wire speed in high speed networks with the
help of new cryptographic algorithms and advances in semiconductor technology.
Moreover when applied in wireless environments PLA has been proven to offer
significant energy efficiency [20].

As already described W’s forwarding mechanism is based on the formation of a
Bloom filter—called zFilter—that describes the path that a data packet should
follow [14]. The computation of the zFilter is based on the identifiers of the links

Fig. 1.4 W subscription: initially (e.g.) the publisher issues a publication, then a subscriber,
subscribes to this publication and the rendezvous point instructs the publisher to forward this
publication to the subscriber
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that compose the data path. These identifiers are dynamically generated every time
a zFilter is created, making this way almost impossible for an attacker to create
crafted zFilters or link identifiers that will lead to DoS attacks or to information
leakage. Forwarding using zFilters is achieved at line speed, leading to excellent
performance and scalability. Network attachment in W [17] assures proper user
authentication protecting both users from improper configuration as well as the
network from (D)DoS attacks that can be caused by malicious users who repeat-
edly try to attach themselves to a W network.

At the higher layers of the architecture, existing security mechanisms can be
used. Nikander and Marias [22] studied the application of existing work on
cryptographic protocol analysis in a pure publish–subscribe architecture and found
out that, even if networking protocols are revised very drastically, current cryp-
tographic protocol analysis can be applied to a certain extent, with only minor
modifications, mostly on the notation side. Moreover, novel trust mechanisms
should be considered applied to information ranking [12] rather than ranking end-
users.

W security is going to be primarily based on the notion of scopes. Although not
yet fully designed and implemented, scopes are expected to control information
dissemination as well as to play a significant role in applying access control poli-
cies, as well as accounting mechanisms. Scopes are expected to beW’s information
firewalls.

1.5 Security Aspects of Comparable Internetworking

Architectures

CCNx [7] (Content-Centric Networking, now termed Named Data Networking:
NDN) is an ongoing research project that investigates the potential of an infor-
mation-oriented Internet architecture. In contrast to W; CCNx proposes an archi-
tecture organized using hierarchical naming [13]. Moreover CCNx uses a
broadcast-based mechanism for information location, rather than a rendezvous
driven one. CCNx does not rely on flat self-certified identities, it rather uses a
scheme that assures the relationship between publications and their identities and it
provides validity, provenance, and relevance [27]. In this scheme every publisher
is allowed to generate a user-friendly tag label for their publication, which in a
next step is incorporated into the body of the publication as a digital signature.
This digital signature is generated by applying the publisher’s public key over the
publication’s data and the publication label. When a subscriber receives the
publication, and provided that the publisher is reliable, he is able to verify that the
publication he received matches its label. On the other hand in case of a malicious
publisher that uses forged labels, this publisher can be held accountable for his
behavior, as its public key has been used in order to generate the publication’s
digital signature.

1 Publish–Subscribe Internetworking Security Aspects 11



The Data-Oriented Network Architecture (DONA) [18] and Routing on Flat
Labels (ROFL) [5] are two pioneering architectures that introduced flat identifiers.
DONA aims at replacing DNS with flat self-identifying labels that will enable data
location and retrieval. In contrast to W; DONA uses the same path, for information
location and forwarding. DONA’s main security mechanism is its self-certified
naming. DONA names are organized around principals and they are of the form
P:L, where P is the cryptographic hash of the principal’s public key and L is a label
chosen by the principal, who ensures that these names are unique. Every publi-
cation is accompanied by a metadata file that includes the principal’s public key as
well as her digital signature over the publication data. Users in DONA are
expected to learn a publications’ name using external, reliable mechanisms.
In order to defend against DoS attacks, DONA relies on IP-level mechanisms, as
well as on the limits that providers will pose on users’ publications and sub-
scriptions. Finally DONA assumes the existence of third trusted parties for public
key status retrieval and revocation.

ROFL creates an internetworking architecture in which routing takes place
solely based on the data—flat—identifiers. In ROFL there is no information
hierarchy, as there is inW (with the usage of scopes) and DONA. ROFL security is
also based on self certified identities. In ROFL, in every network node, i.e., router
or host, a unique ID is assigned, which is tied to a public–private key pair. This key
pair is used to sign-verify every packet that traverses the system. ROFL secures its
routing infrastructure by using the so-called filtering and capabilities techniques.
With filtering, every host can control its reachability and therefore filter out
malicious hosts. With capabilities the architecture is able to perform fine-grained
access control. Whenever a (legitimate) host requests the creation of a network
path, a capability token is provided, which proves that the host has the proper
access control credentials for this path. Capability is a cryptographic token des-
ignating that a particular source (with its own unique object identifier) is allowed
to contact the destination.

The Internet Indirection Infrastructure (i3) [29] and the Host Identity Protocol
(HIP) [2] are two rendezvous-based overlay solutions that aim at supporting
mobility, multicast and multihoming. W’s rendezvous and topology processes use
similar concepts, at all levels of the architecture.

i3 implements an IP overlay network that replaces the point-to-point commu-
nication model with a rendezvous-based paradigm. In i3 sources (akin to W

publishers) send packets to a logical identifier, whereas receivers (akin to W

subscribers) express interest in packets by inserting a trigger into the network.
A distributed lookup service is responsible for matching triggers with packets and
an overlay network of i3 nodes is responsible for forwarding packets. An i3’s
extension, known as the Secure-i3 [1], further enhances the security of the pro-
posed architecture by allowing hosts to hide their IP address as well as to defend
against DoS attacks without introducing new vulnerabilities. IP address hiding is
accomplished with the usage of the so-called private IDs; when an end-host issues
a new trigger, instead of using its real IP address, it uses the public ID of an i3
(reliable) node that acts as the end-host’s representative. The public ID of this i3
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node is the private ID of the end-host. Even if the representative node removes its
public ID it will not affect the already established end-host’s connections. Every
node in i3 may have multiple public IDs. In case of DoS attacks a node may
remove all of its public IDs to eliminate the attack, or remove some of them in
order to mitigate the attack. Moreover, puzzles can be used as a countermeasure
against DoS attacks; before a suspicious host is allowed to send a new packet, it is
requested to solve a cryptographic puzzle. Finally, hosts in i3 can manipulate the
path that a packet should follow in order to reach them, this way they are able to
circumvent parts of the network that are under attack.

HIP introduces a new layer that decouples host identity from location identity in
the internetwork stack, between the IP layer and the transport layer. When HIP is
used, the applications no longer connect to IP addresses, but to separate
Host Identifiers. A Host Identifier is a cryptographic hash of the host’s public key,
which in turn, is used for securing communication between hosts. The resolution
from a Host Identifier to an IP address can be achieved either by using a DNS-like
mechanisms or a DHT. Host Identity Indirection Infrastructure (Hi3) [23] is the
secured version of the HIP protocol, which utilizes Secure-i3’s rendezvous prin-
ciples. Secure-i3 is used in order to perform Host Identifier to IP address resolu-
tion, whereas IPSec is used for the rest of the communication between hosts.

1.6 Conclusions and Future Work

The Publish–Subscribe paradigm achieves a significant shift from the current end-
host driven internetworking towards an information oriented Internet architecture.
This paradigm offers significant security advantages, including greater availability
and enhanced privacy. The opportunities for multicast, mobility support and
caching, as well as, the decoupling it offers between the communicating parties,
make the publish–subscribe paradigm a strong candidate for a future internet-
working architecture. Nevertheless various security and privacy challenges remain
and further research is needed in order to identify and tackle them. Towards this
direction the PSIRP project has created the so-called W architecture; a clean slate
Internet architecture that is based on the publish–subscribe paradigm. The W

architecture demonstrates the significant capabilities of this paradigm and through
the development of W-specific security mechanisms shows the road towards a
secure future internetworking architecture.

The research in this field is a very active ongoing effort. Various research
projects around the world investigate the potential of new internetworking archi-
tectures based on the publish–subscribe paradigm—or other similar ones. Security
remains in the spotlight of all these research efforts. As far as the W architecture is
concerned, its research and development continues during the EU FP7 PURSUIT2

2 http://www.fp7-pursuit.eu/
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project, which plans to further explore security, privacy and trust issues of this
architecture, as well as to create novel mechanisms and evaluate them including
aspects of them experimentally over the newly established W testbed which spans
Europe.
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Chapter 2

Security Issues in Programmable Routers
for Future Internet

Raul Cafini, Walter Cerroni, Carla Raffaelli and Michele Savi

Abstract Network resource virtualization and dynamic service configuration are
key functionalities in future Internet scenarios and can take advantage of the
network programmability paradigm. As a key system thought for next-generation
networks, a programmable router is a modular node to support this context. It
relies on high-performance optical switching fabric and modular software orga-
nization, to seamlessly meet the dynamic requirements of emerging and future
applications. In this chapter, the security aspects arising when customers and
service providers access node and service programmability are discussed. Secure
service support based on control and forwarding element separation is proposed
and tested in a software router context to show the feasibility and the effectiveness
of the approach.
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2.1 Introduction

The traditional hourglass model, where a simple yet powerful protocol such as IP
acts as the globally unifying element whereas most of the complexity is left to the
communication endpoints, has been one of the main reasons for the explosive
growth of the Internet in the last two decades. On the other hand, the very same
model is showing its limitations in dealing with the evolution of today’s networked
services that are pervading many aspects of our lives. Several features are required
by state-of-the-art applications and services, e.g., flexibility, quality of service,
mobility, wired–wireless convergence, multi-domain integration, reliability,
security, limited impact on the environment, to name a few. Today these aspects
are either neglected or addressed adopting single and specific solutions that are not
part of a holistic approach to the problem.

From another point of view, the current network-centric approach is capable of
offering mainly technology-dependent transport paradigms, semi-static connec-
tivity services and limited knowledge of real user and service needs. Therefore, a
completely different architecture must be deployed for what will become the
Internet of the Future, moving from a network-centric approach to a user-, service-
and content-centric philosophy [1]. Under these assumptions, the network layer of
the Future Internet needs to be re-engineered with increased level of flexibility and
dynamism, implementing built-in network functionalities capable of offering
on-demand virtual communication resources based on high-level service needs.

Node and network programmability represents a key concept to achieve this
ambitious goal, considering in particular the potentials of a network where con-
nected nodes are not simply used to forward information from source to desti-
nation according to a fixed paradigm, but they play an active part within an
integrated system that manages communication resources in a highly flexible way.
Programmable nodes are capable of providing open and accessible interfaces for
controlling switching and routing facilities and other network-layer functions on
top of a common physical infrastructure, which can be dynamically reconfigured at
several levels by virtual operators to offer different on-demand connectivity ser-
vices to their customers.

Among the major actors involved in the definition of the Future Internet
infrastructure, an important role is certainly played by optical networks based on
emerging photonic switching technologies, thanks to their advantages in terms of
huge bandwidth, reduced power consumption and small footprint, to name a few
[2]. A programmable approach to the deployment of such networks allows to take
advantage of all the benefits they offer while adopting a scalable and cost-effective
resource sharing solution. Obviously, as with any other shared resource manage-
ment scheme, security and reliability issues come into play and must be properly
addressed.

The main contribution of this chapter is the analysis of node programmability
issues from a security perspective, assuming the multi-service oriented node
architecture proposed in Sect. 2.3 as a use case. Authentication, authorization,
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integrity, confidentiality, protection and availability aspects are discussed in detail
and possible solutions based on well-established techniques are sketched.
A software router testbed of both control and data planes in a programmable node
is presented to emulate secure and flexible service provisioning and to show the
feasibility and the effectiveness of the proposed approach through sample tests.

The chapter is organized as follows. Section 2.2 discusses the concept of network
programmability, including a historical perspective as well as current standardiza-
tion and research trends. Section 2.3 introduces the architecture of the proposed
multi-service programmable router, whereas Sect. 2.4 discusses its main security
aspects. Then Sect. 2.5 illustrates how security can be enforced in the control plane
adopting current standard techniques. Finally, Sect. 2.6 provides experimental
validation in a software router context and Sect. 2.7 concludes the chapter.

2.2 Network Programmability: Past, Present and Future

To understand the potential implications and advantages of the network pro-
grammability concept, let us consider a possible use case in the near future where a
given user needs to backup 100 gigabytes of data to a remote storage location
using her/his broadband access connection. While this is unpracticable with cur-
rent ADSL uplink bit rates, the time required to transfer such an amount of data
with advanced access technologies available today, such as 100 Mpbs FTTH
connections, is more than two hours. However, the user would be very happy to
have this backup operation completed in much less time, e.g. in the order of a
couple of minutes, which would require a 10 Gbps access bandwidth (assumed to
be feasible in the next 5–10 years).

On the other hand, for the rest of the day the user does not need more than a few
hundreds of Mbps for her/his normal network activities. Therefore, having the
10 Gbps bandwidth guaranteed only during the backup transfer by means of a user-
controlled, dynamic connectivity service would provide many benefits for both the
user, in terms of savings on the cost of the service, and the network operator, in
terms of fast service provisioning and efficient resource management. This implies a
vision of the network as a programmable system, where the user is capable of
setting up specific network layer functions at will, similarly to what happens when
programming general-purpose computational functions in computers.

Many other examples can be made to show the advantages of programmable
networks, but at this point a general definition is mandatory. Borrowing from [3],
the concept of network programmability can be defined as the main attribute of an

open architecture for network devices allowing third party code to be executed in

order to apply changes in network functionality, or in the way the network is

operated, in both the control plane and the data plane.
The first wave of research activities on network programmability took place in

the late 1990s with two main approaches, namely programmable networks and
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active networks [4]. The former is an open approach where standardized pro-
gramming interfaces allow customer applications to activate and manage services
by reconfiguring low-level routing and switching resources, e.g., to create dynamic
virtual private networks at different levels of granularity [5] or to deploy suitable
transport protocols based on Quality of Service (QoS) application needs [6].

Active networks adopt a more radical approach by assuming that each packet
may carry not only input data (e.g. the IP header) to the routing and networking
functions, but also small programs to be executed on the nodes to customize those
functions [7, 8]. This can be done in two ways. On one hand, a traditional out-of-
band management scheme can be implemented where a few ‘‘special’’ packets are
used to program the node, while ordinary packets are simply forwarded using the
newly programmed functions [9]. On the other hand, in-band management can be
achieved when every packet carries a program fragment to be executed on inter-
mediate active nodes to change their current state [10].

Recently, network programmability issues gained renewed interest from the
research community due to the advances in several related topics, including among
others: virtualization technologies, programmable network hardware, software
router implementations, overlay network architectures [11]. One of the main
challenges for network operators and service providers is the difficulty to rapidly

and safely deploy new services and service features [3]. Network programmability
is envisioned as one of the key supporting factors to deal with this challenge.

Meanwhile, some standardization initiatives are taking place that can actively
contribute to the actual deployment of programmable networks. For instance, the
IETF defined a router architecture framework named ForCES where the control
functions are kept separated from the forwarding functions [12]. A standard pro-
tocol is also available to replace proprietary communications among control and
forwarding elements [13], so that network boxes can be turned into multi-vendor
equipment where control and forwarding subsystems can be developed and can
evolve independently. This approach clearly goes in the direction of simplifying
the implementation of router programmability, as testified by some recent works
[14, 15].

On another side, IETF issued a standard protocol for network configuration
called Netconf aimed at providing a unified, cross-vendor, interoperable man-
agement interface for automated network device configuration [16]. The Remote
Procedure Call (RPC) paradigm and XML data format adopted by Netconf allow
heterogeneous network devices to be controlled by means of standard application
programming interfaces, making this protocol a powerful tool for implementing
the signaling scheme required by a programmable network.

Considering now a future perspective, next generation networking scenarios
will be characterized by strong virtualization and dynamic reconfiguration of
network resources. In particular, the nodes will not only provide very high
bandwidth and aggregate capacity, but will also be required to be flexible enough
to easily map the requests coming from the network control plane onto the
available switching and routing resources, according to their quality of service
needs and traffic characteristics [17, 18]. In addition, smart network control
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functions will be required to provide fast, semantically rich and flexible signaling
procedures [19]. Therefore, it is reasonable to assume that network programma-
bility will be an integral part of the Future Internet deployment. Some experiments
have been recently carried out on high-capacity router modules [20], showing also
that integration between optical data plane and application-aware control plane is
feasible [21]. The idea is to add an adequate level of flexibility to high-capacity
switching matrices, typically exploiting emerging optical technology at different
levels of granularity.

In this perspective, a programmable optical node is such that different and
multi-granular switching and transport paradigms can be simultaneously managed
over a high-capacity, possibly photonic, switching matrix. This way, a scalable and
cost-effective solution can be available to service providers, as they can support
different transport services over the same physical node and network in a highly
flexible way. At the same time, the programmable node concept raises new issues
and opportunities regarding security and reliability. In fact, being it thought as a
shared, high-capacity system, it must be protected from unauthorized access to
node resources and functionalities. At the same time, its programmable and
modular characteristics can be exploited to effectively implement network
security.

2.3 Multi-Service Programmable Router Architecture

A multi-service programmable router is defined here as a node supporting network
functions which can be activated on-demand by simply adding or re-configuring
specific software modules that control the underlying switching and transmission
hardware. The goal is to implement a flexible architecture where an external
Internet Service Provider (ISP), referred here on as Guest Operator (GO), is able
to dynamically use part of the existing infrastructure managed by a Host Operator
(HO) to offer different connectivity services to its own customers. To this end, the
HO must be able to manage different network-based applications according to their
specific requirements and translate technology-specific resource availability into
hardware-independent dynamic service abstractions. This will enable a flexible
and efficient use of network resources while meeting application/customer needs.

The node architecture consists of a node data plane and a node control plane.
The former implements the physical data switching, whereas the latter exchanges
in-band and/or out-of-band signaling information with the network control and
management planes and configures the data plane accordingly. To implement
router programmability, the first choice is to keep the control functions separated
from the forwarding functions in the node control plane, as suggested by the
ForCES framework.

In particular, Fig. 2.1 refers to the case of interest here, that is a router capable
of optical switching at different granularities, i.e. at the packet (OPS), burst (OBS)
and circuit (OCS) level. The data plane includes an optical switching matrix
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connecting N input fibers to N output fibers, each carrying W wavelengths. The
node control plane is further split into different elements, namely Control Element

(CE), Forwarding Element (FE) and Forwarding Modules (FMs). The concepts of
CE and FE are inherited from the ForCES architecture, whereas a further system
modularization is introduced here by adding as many FMs as the different
switching granularities available. This way, the FE can be kept hardware-
independent.

The interactions with the network control plane and management plane are
implemented by the entity located at the highest layer, i.e. the CE. More specifi-
cally, the management plane transactions—required by GOs to program the node
with the desired functions—are performed by means of Netconf, due to its native
remote router configuration capabilities. As for the network control plane, the CE
processes information from in-band (OPS headers) or out-of-band (OBS and OCS
control channels, the latter using GMPLS) signaling and performs the required
admission and security checks before interacting with the FE to properly configure
the node. The FE manages the logical forwarding operations according to the
requests arriving from the CE and takes its decisions independently of the hard-
ware resources available in the switch, thus providing actual separation between
control and data planes. Then, it sends a request to the proper FM, based on the
traffic needs, to configure the switching fabric. Each FM decides which requests
coming from the FE can actually be satisfied according to the hardware availability
and the state of physical resources. The FM drives the hardware devices to con-
figure the switching matrix on the basis of the accepted requests and notifies
success or failure to the FE.

Fig. 2.1 Programmable router architecture, showing the node control plane building elements
(CE, FE, FMs) and the interactions with node data plane, network control plane and management
plane
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This approach allows a virtualized description of the switch hardware resour-
ces, which can be used by the FE when performing the forwarding functions. In
particular, a HO can build and install new FMs and allow GOs to activate them
through the CE and FE interactions, whereas the FE will be in charge of creating
the forwarding tables and managing the forwarding algorithms according to QoS
and other needs identified by the CE.

2.4 Security Aspects in Programmable Routers

Any programmable network architecture raises several issues related to different
security and reliability aspects, which can be addressed in different ways
depending on the specific scenario considered [22–25]. This section describes such
problems and proposes possible solutions with reference to two situations strictly
related to the proposed approach, i.e. (i) when a GO asks the HO to activate a
given programmable function and (ii) when a customer of that GO wants to
actually use that function. Issues related to accounting mechanisms between HO
and GO are not considered here.

Authentication. Whenever an external ISP wants to configure itself as a GO for
a given service on top of the HO network, the HO starts a negotiation phase to
authenticate the GO before allowing it to use the infrastructure. On the other hand,
the GO must be sure to talk to the exact HO that it wants to contact. This reciprocal
authentication problem can be tackled by adopting a typical Public Key Infra-
structure (PKI) solution [26], where the two entities exchange their trusted signed
certificates to identify themselves, but only after a Guest Operator Service Level

Agreement (GO-SLA) has been established between them. Once a given GO has
been allowed, its customers start to request the activation of the desired network
services offered by their GO on top of the HO facilities. In this case, the HO must
validate the authenticity of the request before allocating resources to the customer
traffic. The solution this time depends on the kind of service requested and the
related signaling protocol used. In the specific case of multi-granular switching
services analyzed here, assuming a GMPLS-based control plane, the standard
authentication mechanism provided by RSVP-TE could be adopted. According to
this scheme, each signaling message exchanged between RSVP-TE-aware nodes
may carry an Integrity Object, which includes an incremental sequence number
and a message digest obtained by applying a keyed hash function, e.g. SHA-1, to
the entire RSVP-TE message [27]. Such an authentication scheme is applied on a
hop-by-hop basis, i.e. each intermediate RSVP-TE node must share a secret key
with its neighbors and authenticate the messages exchanged with them. Therefore,
when a GO customer requests a given service, e.g. to establish an optical circuit
between two end-points, the authentication can be performed at the first node that
receives the PATH message used to establish a new circuit. The same authenti-
cation method is kept also inside the network to avoid forged signaling messages
to activate unauthorized services or to maliciously close existing ones.
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Authorization. When an authenticated GO wishes to activate a given program-
mable function, it must be one of those allowed by the current GO-SLA. At the
same time, when a customer of a GO requests a given service, it must be one of
those available to the customer profile and must not exceed the maximum number
of such services already activated. This problem can be solved by applying a white
list approach at both levels. The HO keeps a white list of the GOs and, for each of
them, the set of authorized programmable functions. In case a GO tries to activate a
network function not explicitly allowed by the GO-SLA, the HO does not find it in
the white list and then it rejects the request. A similar approach is used in the
customer service request. The HO keeps, for each GO, a white list with the type and
number of services allowed to the specific customer profile. It also maintains a list
of the addresses of the ingress routers of the authorized GO. In case a customer asks
for a service either not included in the corresponding profile or whose maximum
allowed number of instances has been reached, the HO rejects the request.

Integrity. The information exchanged by the HO with the GOs or with their
customers must always be checked for possible alterations, which could happen
either accidentally or intentionally. Therefore, integrity is another crucial aspect of
the proposed model. During the reciprocal authentication phase between HO and
GO, the two entities must agree on the integrity check mechanism that they want
to enforce in the following information exchange. A typical approach is to digitally
sign each transaction using the same PKI solution adopted in the authentication
phase. As for the signaling messages exchanged between the HO and the
authenticated customers, the underlying protocol should be in charge of the
integrity check. In the use case analyzed here, integrity check is performed by
RSVP-TE along with the message authentication phase, since the hash function is
applied to the whole RSVP-TE message. An alteration of any part of the message
will cause the message digest computed by the receiver to be different from
the one included in the Integrity Object by the sender and then the message to be
discarded. The message digest computed on the altered message cannot replace the
original one since the key is known only to sender and receiver.

Confidentiality. In the proposed architecture, the amount of information
exchanged that must be kept confidential depends on the purpose of the infor-
mation itself. Any transaction that involves the transmission of critical informa-
tion, like for instance the distribution of the keys used for RSVP-TE
authentication, must be encrypted using a robust method. PKI solutions are typi-
cally used for this purpose. Any other confidentiality requirement to be applied to
the data-plane must be enforced either by a specific network service (e.g. by
activating a secure tunnel based on IPsec) or by end-user applications (e.g. con-
nections based on SSL/TLS).

Protection and availability. The services offered by the HO should be available
24-7, as long as they are included in the GO-SLA. Therefore, the HO should enforce
suitable protection mechanisms such that any service interruption caused by acci-
dental events (e.g. equipment malfunctioning, cable cuts, natural disasters) should
be minimized. This means that some form of redundancy and backup resource
allocation must be deployed, like the protection and restoration techniques defined
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by GMPLS for the case analyzed here. Another important cause of loss of avail-
ability is represented by malicious denial-of-service attacks, where a huge amount
of fake requests are sent in a short time in order to make the system crash and block
any other legitimate request. Typical intrusion detection/prevention solutions may
be enforced to deal with this problem.

2.5 Enforcing Secure Multi-Service Provisioning

This section describes how to design the node control plane to provide multi-
service programmability while dealing with some of the security aspects men-
tioned above. In particular, the focus is on the CE of a HO router offering optical
packet and circuit switching capabilities to the GO customers. This sample case-
study could be extended to a general set of programmable services. The network
control plane is assumed to be based on GMPLS, with RSVP-TE as the signaling
protocol to set-up and tear-down optical circuits [28]. RSVP-TE messages of
interest here are:

• PATH. Circuit set-up request, which travels along the path from the sender end-
point to the receiver end-point. A Label Set Object is included where each node
provides the next hop with the wavelengths available to set-up the circuit.

• RESV. Circuit set-up confirmation, originated from the receiver and forwarded
by each intermediate node to the previous hop toward the sender to inform it that
the hardware resources needed to set-up the circuit have been properly con-
figured. A Label Object is included where each node provides the previous hop
with the wavelength to be used by the circuit.

• PATHERR. Error message sent from a node to the upstream hops to notify that
the circuit requested with a PATH message could not be established.

• RESVERR. Error message sent from a node to the downstream hops to notify
that the circuit confirmed with a RESV message could not be established.

• PATHTEAR. Circuit tear-down message sent by the sender to release the
resources along the path to the receiver.

All RSVP-TE messages include a Session Object to specify the optical circuit
they refer to. They also include an Integrity Object to enforce secure transactions,
as explained in Sect. 2.4. Figure 2.2a describes the internal organization of the CE.
A message coming from the OCS signaling channel is received by the RSVP-
Manager, which extracts information inside and pass it to the CE Security Module
(CE-SM). The CE-SM checks whether the IP addresses of sender, receiver and
previous hop belong to its customer whitelist, filled by the authenticated GOs. If
not, the node discards the message due to unauthorized access. Otherwise, the
CE-SM checks the message integrity using the Integrity Object, which carries a
key identifier and a message digest. The CE-SM uses the sender IP address and the
key identifier to uniquely determine the HMAC algorithm (SHA-1 is used here)
and the key to compute the message digest. If the result matches the message
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digest field in the Integrity Object, the message is authentic, otherwise the CE-SM
drops the message due to integrity error. Once all the security checks have been
passed, the message is handed to the CEScheduler module, which updates a
CircuitRequests table and then sends a request to the lower-level FE to perform the
forwarding operations, such as resource availability check, reservation/release etc.
Packet headers (PH) are subject to similar security checks to verify header
integrity and, if required, sender authorization. Then they are passed to the FE via
the CEScheduler.

The implementation of the CE operations described above is based, as far as a
single execution thread, on the Finite State Machine (FSM) of Fig. 2.2b. The
following set of communication messages between CE and FE is defined, which
will be further extended to be compliant with the ForCES standard protocol:

• REQ, sent from CE to FE to check if it is possible to accept a new circuit, i.e. if
the maximum number of allowed circuits has not been reached;

• GRANT/DENY, sent from FE to CE when the circuit can/cannot be accepted;
• COMMIT, sent from CE to FE to ask to reserve the resources (through FM OCS)
to establish the new circuit;

• NACK, sent from CE to FE to inform that the circuit request is no longer valid;
• SUCCESS/FAILURE, sent from FE to CE to notify that the hardware resources
have/have not been properly configured;

• REL, sent from CE to FE to release the resources dedicated to a circuit.

The state machine of a CE consists of the following states:
listen. The FSM is in the listen state until it receives either a Packet Header

(PH) or a PATH message, after which it moves to the corresponding security check
state.

OPS security check. The PH is subject to the required security checks from the
CE-SM. If they succeed (1), the PH is sent to the FE to be scheduled, otherwise (0)
the packet is discarded. In both cases, the FSM returns to the listen state.

(a) (b)

Fig. 2.2 a CE internal organization including security module; b Finite State Machine of a CE
execution thread receiving either a packet header or a PATH message
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OCS security check. If the message is not authorized by the CE-SM (0), the
PATH is discarded and the FSM goes back to the listen state. Otherwise (1), a
REQ message is sent to the FE and the FSM moves to the PATH received state.

PATH received. The FE checks whether or not it is possible to configure a new
circuit. If not, the FE replies with a DENY message, the FSM turns back to
the listen state and a PATHERR message is sent to the previous hop. Otherwise,
the FE replies with a GRANT message and the CE forwards the PATH message to
the next hop, while the FSM moves to the PATH sent state, waiting for a RESV
message.

PATH sent. If a PATHERR is received, the FSM returns to the listen state and
the CE forwards the PATHERR to the previous hop and a NACK to the FE. If a
RESV is received, the CE sends a COMMIT message to the FE to configure the
hardware devices (through the FM OCS) and the FSM moves to the RESV received

state.
RESV received. If the FE replies with a FAILURE, meaning that the

resources to set-up the circuit are no longer available, the FSM returns to the
listen state and a RESVERR is sent to the next hop. If the FE replies with a
SUCCESS, the FSM moves to the established state and the CE forwards the
RESV to the previous hop.

Established. The node is ready to accept circuit traffic and waits. When the CE
receives either a PATHTEAR or a RESVERR (not shown in Fig. 2.2b) from the
previous hop, the FSM moves to the listen state and a REL message is sent to the
FE. The PATHTEAR or RESVERR is then forwarded to the next hop. Since
RSVP-TE works in soft-state mode, PATH and RESV messages must be peri-
odically sent to keep the current state in the intermediate nodes. Figure 2.2b does
not show the existing transitions from each state to the listen state due to time-out
expiration.

2.6 Experimental Validation

A software router test-bed has been implemented using the Click! modular router
framework [29] to emulate the described programmable router functions. The
standard and enhanced Click! elements described in [30] are here extended for the
multi-service support, by adding OCS capabilities. CE functionalities discussed
above are implemented. The experimental set-up includes an OPS/OCS node
equipped with N ¼ 2 input/output fibers with W ¼ 4 wavelengths and the required
traffic generators. Time slotted operations are assumed for OPS traffic with slot
duration equal to the time unit, while OCS signaling is asynchronous. Resources
for up to two simultaneous circuits are available to OCS traffic. At time t0 ¼ 0:00,
the node forwards only packet traffic, with load q ¼ 1 per channel. New circuit
set-up requests are generated at times t1 ¼ 294:98; t2 ¼ 504:96; t3 ¼
707:95; t4 ¼ 1010:93 and t5 ¼ 2010:85. The related RSVP-TE messages exchan-
ged between the node and its previous hops and the Netconf transactions with the

2 Security Issues in Programmable Routers for Future Internet 27



GO are shown in Fig. 2.3. Circuit traffic is generated by constant bit rate sources
transmitting at full rate. The average OPS throughput in terms of forwarded
packets per time slot and the total normalized OCS bandwidth, with a sample
period of 20 time units, are shown in Fig. 2.4.

When no circuits are active, the OPS throughput is affected only by the packet
loss rate due to packet contentions. The first PATH message at time t1 is ignored,
being it generated by an unauthorized user. The second PATH message at t2, after
authorization check, is followed by the corresponding RESV which successfully
completes circuit set-up. The OPS throughput decreases, while the OCS bandwidth
reaches 1. A secure GO-HO transaction takes place at time 530.90, when a new
customer is authorized. The new customer asks for a circuit at t3. The OPS
throughput further decreases while the OCS bandwidth doubles. The PATH
message at t4 from an authorized sender is rejected with a PATHERR message,
since the maximum number of two admissible circuits is overcome. PATHTEAR
messages at times t03 ¼ 1410:90 and t02 ¼ 1710:87 release the established circuits
and cause the OPS throughput to raise again. At t5 a new circuit request can be
accepted.

Fig. 2.3 Capture of the RSVP-TE and Netconf messages in the experimental node validation
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2.7 Conclusions

Security aspects of a multi-service programmable router have been presented and
tested in a software router framework. Multi-granular programmable service
support with security features is obtained as circuit and packet switching by
applying control and forwarding function separation within a modular router
architecture. Control element implementation and its interfacing with the for-
warding element to configure lower level forwarding modules has been proved
through the correct set-up of circuits based on RSVP-TE signaling, on top of
emulated optical switching matrix. The framework presented can be extended to
take further enhanced services and security issues into account and to implement
standard compliant protocols. The software test bed approach has been shown to
be an effective development environment for router functionalities and concepts
even in advanced technology contexts.
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Chapter 3

Secure Pseudonymous Access to Overlay
Data Dissemination Network

Anna Del Grosso, Marco Listanti, Andrea Baiocchi

and Matteo D’Ambrosio

Abstract New paradigms for the Internet architecture evolution towards a data
dissemination oriented have been largely proposed. Scott Shenker et al.
(SIGCOMM 2007) define the basic principles desirable for a dissemination net-
work, but they do not suggest how to realize them. We introduce the Secure
Pseudonymous Access (SPA), an access protocol suitable for every dissemination
network. The main goal is to couple QoS constraints in terms of data reliability and
secure access with easiness of service use, by removing most of administrative and
user initialization burdens. The key issue is the user traceability, i.e. the possibility
to tie together (in a provable way) the actions performed by the same user entity,
along with pieces of data uploaded into the network to be shared with others. The
signalling procedures of SPA are defined and the security issues are discussed;
finally we describe a test bed implementation of SPA and give an estimate of
procedure complexity.
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3.1 Introduction

When Internet was first developed, it was intended to be a data-sharing network for
the military and research facilities. No one foresaw its growth as a communica-
tions powerhouse. In the last years, in conjunction with the increasing number of
users, the scope of Internet has changed and its usage mainly concerns the
download of specific contents, instead of the communication between specific
hosts in the network; this is reflected in a new communication paradigm focused
on data (data-oriented), instead on host-to-host communications (host-oriented). In
the host-oriented view the network has the only role to carry on the packets to the
destination; on the contrary, in the data-oriented paradigm, the main focus is on
data retrieval. Users do not care of the data location, but they need the data security
in terms of integrity, consistency and completeness. These thoughts bring to a new
vision of Internet as a ‘‘Dissemination Network’’, as defined by Van Jacobson in
[1], where the data matters but not who gives it to you. In this paradigm, it is
crucial to take care of the different security aspects: for example the data owner
has to know which users download its piece of data, while the user itself has to be
sure the received data is the requested one. Specifically, we need to guarantee the
data Persistence, Availability and Authenticity [1]. In the seminal paper [1] some
guidelines to realize an efficient dissemination network are defined: (1) data must
be requested by name; using any and all means available, (2) any entity receiving
the request and having a valid copy of the data can respond to the request, (3) the
returned data must be signed, and optionally secured, so that hte data integrity and
the association with the name can be validated. According to these guidelines, the
concept of Secure Pseudonymous Access (SPA) can be defined as follows: an
access protocol for every dissemination network, able to guarantee the anonymity
but also the accountability of users inserting the data in the dissemination network.
Namely, each labelled content is associated to some identity who cannot repudiate
its content nor its publication. This way the polluters or the unreliable information
providers can be detected and isolated. Moreover the above access protocol seems
to be very flexible since it does not need any administrative procedure based on
contracts and/or formal statements of legal user identity. It aims at protecting the
data integrity and authenticity, yet preserving the anonymity of users. For these
reasons, SPA defines the users registration using pseudonyms valid only in the
context of the network in which they operate; the content in the DHT is associated
to the user pseudonym that registers it. In our view, the dissemination network is
the Internet evolution, that is to say a common infrastructure in which different
actors operate to provide different services and, specifically, different contents.

Related to this access procedure, the major contribution of this work is the
definition of signalling procedure to register user’s pseudonym in the dissemina-
tion network and to upload/retrieve data (Register and Find procedures). These
procedures are very incisive because they do not depend neither on the content the
user wants to download nor on the actor who wants to publish it. In particular we
introduce the use of the tickets to authorize a specific action (register or find).
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The tickets are issued by the correspondent actor that could be a Content Provider
or a registered user having access to the infrastructure. Register and Find pro-
cedures are stated in an enough general context to be suitable for any dissemi-
nation network architecture, that is these procedures are independent on the
protocols used in the overlay network. The signalling procedure has been imple-
mented and tested in a lab test bed and a preliminary evaluation of processing
complexity was carried out.

Various architectures have been recently proposed to overcome current Internet
flaws and to support the concept of dissemination network: Internet Indirection
Infrastructure [2] (i3), Host Identity Protocol [3] (HIP), Delegation Oriented
Architecture [4] (DOA), Split Name Forwarding [5] (SNF). However all these
solutions present several drawbacks, such as the lack of security and the complete
modification of Internet procedures. The architecture that best reflects the
requirement of a dissemination network appears to be DONA [6]. Data Oriented
Network Architecture (DONA) is a network architecture which operates over the
IP layer with the scope of the data dissemination in Internet. To achieve the Van
Jacobson’s principles [1], DONA defines Principals; logical entities able to pub-
lish the contents into the dissemination networks, and the association between
Principals and the content to be published. DONA uses the route�by�name

paradigm for names resolution, so that a request can be routed toward the nearest
copy of data; the underlying point-to-point IP layer is unchanged and two new
primitives are defined over it: RegisterðDÞ and FindðDÞ, respectively to register
or request a piece of data D:

Paper organization is as follows. In Sects. 3.2 and 3.3, we detail the SPA paradigm
in the context of dissemination network, giving a formal definition and describing
briefly its procedures, while in Sect. 3.4 we describe the test bed implemented in our
laboratory closing up with the time estimation of SPA’s procedures.

3.2 SPA Concept and Motivation

DONA defines the basic principles desirable for a dissemination network, but it
does not suggest how to realize them. We apply the concept of the SPA to propose
a concrete realization of DONA’s principles. Our proposal is secure and flexible at
the same time: it aims at eliminating some rigid procedures based on formal
statements (such as the identification through certificates issued by recognized
certification authorities) in favour of some flexible procedures based on tickets
issued by particular registration authorities. The use of the pseudonymous access
allow us to represent the user in a way specific to the dissemination network
(through user registration and profiling) without relying on any administrative
procedure based on contracts or formal statement regarding the legal identity of
the user. If we want to enrich the dissemination network with QoS constraints and,
at the same time, leave the door open to the paradigm of the pseudonymous access,
we need some form of accountability, that is to say we need to trace the users’
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activity and tie together their actions. One of the main requirement is an easy-to-go
access to information retrieval and contribution, motivated by the demonstrated
booster effect of a mass sharing of information, which widens the offered spectrum
of contents and enables the peers information sharing, thus making room to a large
variety of different business and social initiatives. The down side of the liberality
in the access is the potentially low quality and unreliability of the shared infor-
mation. Architectures like DONA try to define mechanisms to assess ‘‘authen-
ticity’’ and integrity of the shared information, but they leave little defence against
the malicious users that deliberately introduce corrupted or false information in the
network. To address this issue, we define an initial registration procedure, in which
we initialize the security parameters and provide some form of authentication.
Since non repudiation is a key security property in this context, we resort to public-
key cryptography, so that we can rely, for istance, on the techniques of [7]. The
accountability guaranted by SPA provides the possibility to insert a reputation
system in the dissemination network to evaluate the behaviour of the various
principals.

In our proposal, the SPA scenario is composed of some logical functional
entities. We refer to the general architecture of a dissemination network as an
Information Centric Network (ICN); essentially it is an overlay network for con-
tent routing. The Access nodes, denoted Authoritative Resolvers (ARs), take care
of the data Register and Find requests and check for the authorization require-
ments when delivering the requested data. Authoritative Resolvers functionality
could be managed by different units who are in charge of providing the
accountability feature, besides the basic data security features. The ICN client is
the user requesting service to ICN. We define two types of users: the Principal and
the Consumer. The Principal P is the producer of a piece of data D, which is made
available to other users through one or more ICN management units; according to
the SPA procedures, P is responsible for it and can not repudiate it. The Consumer
is the generic user accessing the network looking for a particular content; this
content is always associated to a specific Principal who guarantees the registered
data. The Registration Server (RS) is the logical entity used to register an ICN
client and issue the tickets to insert or download a specific content. It is important
to underline that we will make use of a different RS for each management unit, that
is to say for each service provider who wants to grant access to the ICN. Finally,
there is a Data Information Data Base (DIDB) to store users and data’s credentials.

Let Hð�Þ be a collision resistant hash function, let ðpk; skÞ be a public/private
key pair and let P = (sign, Vrfy) be a digital signature scheme universally
unforgeable under adaptive chosen message attacks (UF-CMA). Following the
hash� and � sign paradigm1 [8] we define the following signing function on a
string D 2 f0; 1g� :

1 It is well known that if Hð�Þ is collision resistant and P is UF-CMA then the signing function
defined in (3.1) is UF-CMA in the random oracle model.
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rðDÞ ¼ signskðHðDÞÞ: ð3:1Þ

Given a pair ðD; rðDÞÞ, the signature is accepted as valid if and only if
VrfypkðHðDÞ; rðDÞÞ ¼ 1. Each Principal is associated with ðpkP; skPÞ; a self-

generated public/private key pair, and computes:

P ¼ signskPðpkPÞ: ð3:2Þ

The data registered into an ICN domain are then structured as a triple hlabel;D; ri:
where label is a label that uniquely identifies that piece of data inside the entire
ICN, D is the data itself, and r is an integrity authenticator of the data (e.g.
signature of D made by the owner of D, i.e. the Principal P that uploaded the data
into the ICN). To associate data and its owner P, the field label in turn is structured
as hP; Li. P is an ICN-wide unique value representing the Principal’s identity, as
defined in (3.2). L is the data label, containing a footprint of D (e.g. the hash value
HðDÞ) and an authorization field A, with a description of requirements needed to
download D (e.g. being part of a given closed user group, having paid a certain
amount, having a given coupon, none in case of a fully public and open document).

A user requesting a piece of data to a given domain, sends the request to any of
the access nodes (Find procedure). The data is fetched to the AR, the field A is
read and the user credentials are checked by running a specific protocol between
the AR and the user. We have separated and highlighted the RS as a new func-
tional unit (which can even be physically separate and remote with respect to the
AR). Centralizing the RS function at domain level can simplify the AR archi-
tecture. Security related informations for each piece of data can either stay with the
data itself and checked (whenever the piece of data itself is requested), or they can
be placed in the DIDB of the RS and dealt with as a cache, to speed up the overall
fetch of the data with security checks.

To sum up, RS accepts the requests from Principals and users to register them in
its domain. Principals ask authorization to register a piece of data and the RS
decides to grant or not this authorization according to the presented credentials.
Besides RS agrees with Principals on users’ requirements to request its specific
object and updates the DIDB accordingly. When a user wants to download a
specific piece of data, the RS, being able to access the DIDB, carries out the
procedure to grant the authorization according to the specific requirements.

3.3 SPA Procedures

In this section we describe the Register and Find procedures, according to the
proposed SPA. In what follows, RS is the Registration Server, P is the Principal, C
is the Consumer and AR is the Authoritative Resolver. Formally, we can define a
Principal as a pair hP;Keysi; where P is a unique user identifier as defined in 2 and
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Keys ¼ ðpkP; skPÞ is the public/private key pair associated with that identity. A
new user self-generates his own private/public key pair and shares the value of P
and the public-key with the ICN operator. The private key must never be disclosed
to any entity other than the user who generated it, since it is used to sign the data
that P wants to publish. Procedures are based on tickets that Registration Server
grants to the different users; field Type can contain value R indicating it is a
‘‘registration’’ ticket, or value F indicating it is a ‘‘retrieval’’ ticket; the field
Scope clarifies the object that is under the action of the Type field and can
contain the value E indicating it is an ‘‘entity’’, or the value C indicating it is a
content.

3.3.1 Register Procedure

Register is the procedure by which a user, after becoming Principal, can register a
piece of data in the ICN. According to the SPA, this procedure has to guarantee the
accountability of Principals and the property of non repudiation of the actions on
the registered content. It is composed of three logical steps; the first one has to be
executed only one time, while the second and the third steps have to be executed
each time a new content is going to be published: (1) Becoming Principal (ini-

tialization step)—a client who wants to publish a piece of data in the network has
to register its identity in one of the ICN management domains and, thus become
Principal (P); (2) Being authorized to publish data—P has to be authorized to
publish a content; this authorization is given after the analysis of its credentials in
relation to the preliminary domain’s negotiation; (3) Inserting data in the ICN—P
can insert a piece of data in the network, after presenting the received authori-
zation to the AR.

Whereas the goal of the first two steps is user registration as a Principal and
authorization to publish a piece of data, it is in the third step that content is actually
registered in the ICN. In each step, it is fundamental to guarantee integrity and
authenticity of the exchanged messages and to ensure that the communication flow
involves always the same entities (flow control). To obtain the former, all the
messages are signed using the private key of the relative entity, while to obtain the
latter, we insert random numbers in the messages (replicated in session messages)
as to guarantee flow control [9, 10].

Describing the procedure in details, a user registers its identity as P to the RS
and receives from it an Existing Ticket, signed by RS’s private key, that certifies its
public-key: when the Principal wants to access the ICN, it should present this ticket
to be authenticated. Specifically, every entity, trusting in RS and having RS’s
public key, could verify P’s identity through this ticket. As soon as a client
becomes Principal, he/she can publish data over the network. Before a content can
be registered in the ICN, P must request the specific authorization. This authori-
zation is issued by the RS after checking if P has the right credentials. The
authorization consists in a Data Registering Ticket that P has to deliver to the
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AR, the access node toward the ICN’s routing architecture. At the end of this step,
P has obtained the authorization to publish a piece of data and can contact the AR
node to complete the registration procedure. AR has not any information about the
registered Principal, but it can decide to authorize or not the registration, on the
basis of the received ticket and the trust it has in the issuer entity. If all checks have
been positive and P has been authenticated, AR proceeds to register content hP; Li
in the ICN routing layer.

3.3.2 Find Procedure

Find is the procedure by which a client, after becoming a registered Consumer C,
can request data from the ICN. Recall that there is not any kind of restriction to
become an user and the registration is used to provide accountability.

Similarly to the Register procedure, the Find procedure is composed of three
logical steps; the first one has to be executed only one time, while the second and
the third steps have to be executed each time a content is going to be requested: (1)
Becoming a Consumer (initialization step)—the user registers its identity in a
management domain; (2) Being authorized to request data—after checking that
the user holds the appropriate credentials, he is authorized to request the data; (3)
Requesting ICN data—having the authorization, the user can now request the
content.

Also in this procedure we need to be sure that the integrity and the authenticity
of the exchanged messages is guaranteed and to ensure some form of flow control.
To do this, during the communication, two secret-keys are shared: one key will be
used to generate HMAC tags of the exchanged messages (to get some form of
mutual authentication), the other key will be used to cipher the confidential
informations using a symmetric-key encryption algorithm.

Notice that to register his identity in the future RS, C has not any secret shared
with the ICN domain. Thus the Consumer have to choose a username and a
password p to be identified by a pair (username, p) in the ICN domain. Also
notice that, after becoming a Consumer and before requesting the authorization to
find a content, C must know the label associated with the desired content. Since it
is very important to obtain a valid label to guarantee content authenticity and
integrity, this issue is crucial. Here we do not deal with this task and we suppose
that C has received a valid label (say hP; Li) from an authentic directory server and
can contact RS to request the authorization for the content hP; Li. This authori-
zation is given to the Consumer in the form of a Data Request Ticket and allows
him to contact the AR and request the content hP; Li: In the last step of the Find

procedure, C must forward its request to the AR. After validating the request and
the received ticket, the AR sends a ‘‘look-up’’ query into the ICN routing network
and waits for the requested data. Finally, C can download the content and verify its
authenticity and integrity. Specifically C receives, through the routing layer, the
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triple ðD; pkP; rÞ made of the data content, P’s public-key and P’s signature on D.
Using the the proper pair hP; Li, the user can validate pkP and then verify r:

3.4 Test Bed Description

We have implemented all the logical functionalities defined in SPA in a test bed
(see Fig. 3.1 for a global picture). To set-up the test we implemented the four
logical nodes in SPA (namely the RSs, the ARs, Principals and Consumers) and
detailed all the step of Register and Find The routing overlay of the ICN network
is based on Pastry [11], a self-organizing overlay network used to support a variety
of peer-to-peer applications, including global data storage, data sharing, group
communication and naming. Specifically, we have used FreePastry, an open-
source implementation of Pastry developed by Rice University [12]. FreePastry
specifies two function, insertð�Þ and lookupð�Þ; respectively, to register a new
content in Pastry DHT and to retrieve a registered content. All the scheduled
security mechanisms have been implemented, from ciphering or signing to
HMAC’s processing; in particular a ticket mechanism has been developed, to
manage ticket creation, signing and transfer.

After developing all the signalling procedures of SPA, we took care of the
integration between these procedures and FreePastry defining an interface: this is a
sort of gateway used to ‘‘translate’’ the last step of Register and Find primitives
into insertð�Þ and lookupð�Þ commands to be used by Pastry.

The SPA procedures have been implemented choosing specific values for the
fields in the exchanged messages. Then we used out test bed to evaluate the
complexity of the operations defined in SPA, with particular attention to
the Registration Server and the Authoritative Resolver. By complexity, we mean

Fig. 3.1 Global picture of our test bed. Pastry has been implemented using [12] software
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the time a single server need to process Register and Find queries. To detail the
analysis, we give the size of the basic values used:

• Any signature has length 1024 bits. This value has been chosen, considering the
size of RSA signature, the most used digital signature scheme.

• The hash function Hð�Þ is implemented using SHA-1. Thus the fingerprint of
each message is 160 bits long.

• HMAC tags have the same size of the underlying hash function (160 bits using
SHA-1).

• Nonce values have length 160 bits, and are produced using a cryptographic
Pseudo-Random Number Generator.

• A digital certificate is, usually, 8 Kbit long.
• A character is represented by 8 bits.

According to these assumptions, we can define the size of the main fields in the
exchanged message:

• hP; Li: According to (2) the value P is a signature and thus has length 1024 bits;
the value L is obtained hashing data string and, so, it is 160 bit long.

• (username,p): Character fields are composed of 20 characters yielding 160 bits.
• Encrypted values: Using RSA, encrypted values are 1024 bits long.
• Authenticators: signatures are 1024 bits long, HMAC tags 160 bits.
• RSA keys: They are 1024 bits long.

The estimation of tickets size depends on their definitionticket definition and
fields size; the Type and Scope fields are 2 bits long while the LifeTime field
is 160 bits long (since it contains the starting and expiration dates): we get (1) 2212
bits for Existing Tickets, (2) 3396 bits for Data Registering Tickets, and (3) 2532
bits fot Data Request Ticket. Recall that any ticket has associated a signature
(1024 bit).

To sum up, we have used RSA protocol (1024 bits keys) for asymmetric
encryption/decryption and for signature generation/verification. SHA-1 is the
hashing algorithm used also to produce HMAC tags. Finally we rely on AES
(with CBC operational mode and 128 bits key) for symmetric encryption/
decryption. To process security’s operations, we have used speed benchmarks for
some of the most commonly used cryptographic algorithms, described in [13] and
summarized in Table 3.1. All were coded in C++, compiled with GCC 4.1.1 using

Table 3.1 Time estimates for the main cryptographic operation

Operation Value Estimate

RSA encryption (1024-bit key) TRSA 0.04 ms
RSA signature generation (1024 bits) Tr 0.68 ms
RSA signature verification (1024 bits) Tv 0.04 ms
AES/CBC (128-bit key) TAES 137 � 223 bit/s
SHA-1 (1024 bit key) TSHA�1 216 � 223 bit/s
HMAC (using SHA-1) THMAC 217 � 223 bit/s
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-O2 optimization, and ran on an AMD Opteron 2.4 GHz processor under Linux
2.6.18 in 64-bit mode.

Using the values in Table 3.1, assuming a data string D of length ‘ bits, we get
the following estimates for the processing time of the main cryptographic
operations:

• The time needed to evaluate HðDÞ is ‘
TSHA�1

:

• The time needed for signature generation is ‘
TSHA�1

þ Tr:

• The time needed for signature verification is ‘
TSHA�1

þ Tv:

• The time needed for AES encryption using CBC is 0:003msþ ‘
TAES

:

• The time needed for HMAC tag generation is 0:0005msþ ‘
THMAC

According to the procedures described in Sect. 3.3 and using the derived pat-
terns from Table 3.1, a preliminary performance evaluation is given in Table 3.2.

Table 3.2 contains an estimate of the time (ms) spent by the users (either P or C)
and servers (either RS or AR) to process the operation involved in the Register and
Find procedures. The table gives the time needed by each part to perform each step
in the procedures and also the total time required. Recall that the first two steps
involve only the RS, whereas the third step involve the AR. Notice that the RS/AR
has a non negligible processing time, much higher than the processing time of P/C.
This difference is due to the different operations each entity must do. Specifically
the RS has to compile the authorizations and sign all the exchanged messages; on
the other hand P has to verify authorizations and (eventually) sign the messages.
Finally C has the less processing time, because he does not rely on any asymmetric
technique: C has to verify authorizations, encrypt/decrypt using AES and evaluate
HMAC tags. The time needed for these operations is less onerous.

The results shown in Table 3.2 can be exploited to assess the processing load
that servers can carry. For example, looking at the second column of Table 3.2, the
time the AR is busy with a data upload/refresh procedure is 2.123 ms. Hence the
maximum rate of this procedure, if an entire CPU is devoted to this specific task, is
about 470 refresh procedures/s. If the average refresh time is 1 h, the upper bound
of the manageable pieces of data is less then 1.7 million.

Table 3.2 Time estimates for the Register and Find procedures (ms)

Register procedure P RS/AR Total

Becoming principal 0.847 2.123 2.97
Being authorized to publish data 0.889 2.764 3.653
Inserting data in the ICN 0.846 2.123 2.969

Find procedure U RS/AR Total

Becoming a registered user 0.129 1.364 1.493
Being authorized to request data 0.172 2.047 2.219
Requesting ICN data 0.130 1.407 1.537
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Chapter 4

An Overlay Infrastructural Approach
for a Web-Wide Trustworthy Identity
and Profile Management

Maria Chiara Pettenati, Lucia Ciofi, David Parlanti, Franco Pirri

and Dino Giuli

Abstract Scalability and trust-enabling capabilities in Web-wide Profile Man-
agement are two challenges addressed in this paper. An infrastructural theoretical
framework is proposed and discussed, based on the InterDataNet (IDN) archi-
tecture aimed at supporting seamless data interoperability to facilitate sharing and
exploitation of distributed and heterogeneous user profile information. This paper
presents the grounding issues of a more detailed analysis in progress on this
problem, to highlight the prospected advantages and the technical viability of the
proposed approach. It is possible to apply the framework in cross-domains sce-
narios such as e.g. e-gov and e-health, in which the trusted management of
identities and profiles is required. The present study provides a starting-point for
further research and development of the IDN as the technological system under-
lying the e-Profile Management Systems towards a trust-enabling Web-wide
service.
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4.1 Introduction

A user digital identity is a collection of personal data associated to a specific entity
that could be a user or an institution etc. Digital identity (e-Identity) expressed by
selected aggregates of personal data, intervenes very concretely in many facets of
people’s lives: their private life, their family life, their social life, their work life,
their geographical mobility and the way they conduct business activities, their
citizenship, their biological life, their life as a customer, etc. The digital profile, i.e.
the identity associated with personal data, intervenes in three main contexts: (a) the
access control based on identification to restricted resources or areas (b) the
exploitation of identity information to provide (personalized) services the moni-
toring management of such processes to enable accountability [1].

The current technology evolutions, including Web 2.0, Cloud computing, the
Linked Data, the Internet of Things and others still to come, will bring more
personal data collection, a higher persistency of data in digital space, higher
scales and more heterogeneity, pervasiveness and increased complexity. New
developments in data mining and data fusion allow identities to be constructed
from data that has not previously been considered identifying. Systems often do
not control this kind of data as tightly as traditionally identifying data [2]. In this
environment security, privacy and trust can be very difficult to monitor, verify and
enforce [3, 4, 5].

Since this facts cause the explosion of the problem complexity, the need of a
leap transition approach to digital profiles management is always more evident.
Handling distributed granular identity/profile information via the Web, in such a
way that it can ground the development of trusted e-Services, is considered a
cornerstone of the Web Science Research Roadmap.1

In this paper we propose to adopt a research perspective aiming at embedding
solutions at an infrastructural level targeting the issues related to trust-enabling
use of distributed data while coping with personal data management in the Web.
Our contribution in this direction is substantiated in the conceptual design and
partial implementation of the InterDataNet (IDN) architecture allowing trust-
enabling reuse and manipulation of interlinked information fragments on a Web-
wide scale [6]. InterDataNet offers the infrastructural facilities to allow the trusted
creation of IDN compliant application to support the management of digital
profiles as basic global e-Service. The e-profile basic service is thus approached as
a horizontal service handled by an IDN Overlay Network of e-Profile Service

Providers, which can be made commonly shareable and accessible by heteroge-
neous end e-Services managed by third party Service Providers in a trust-enabling
way, while guaranteeing consistence, availability and protection according to
agreed policies of user personal information across several scenarios, contexts,
and platforms.

1 http://webscience.org
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4.2 Terms and Definitions

4.2.1 Identity and Profile

A user digital identity is a collection of personal data associated to a specific user.
A profile permits to store the description of the characteristics of person. This
information can be exploited by systems taking into account the persons’ char-
acteristics and preferences, for instance to personalize interactions. Profiling is the
process that refers to construction of a profile via the extraction from a set of data.
Profiles are also very elaborated in online social networking services such as
Facebook, Google profile, LinkedIn, in which people have the possibility to
describe their identity attributes.

Profiles and entities are interrelated since identity is the connection between a
profile, a set of attributes, and an entity (see Fig. 4.1). Some credentials
(authentication) may be required from the user to access or create a profile. A user
can have multiple identities as well as multiple profiles.

4.2.2 Trust and Trustworthiness

According to the RISEPTIS report [3] trust is defined as a three-part relation:
A trusts B to do X, where A and B can be humans, organizations, machines,
systems, services or virtual entities. Trust has the property of being: context

dependent; contingent on time; influenced by a number of variables (such as
reputation, recommendation, etc.); related to identity and authentication infor-

mation (trust is easier to establish when such information about the third party are
known).

Transposing the ‘‘classical’’ concept of trust in the digital space implies posing
trustworthiness requirements on the system and service architecture.

Fig. 4.1 Identity and profile
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Trustworthiness relates to the level of trust (is an attribute, a property) that can
be assigned by A to B to do something X in a given context. Trustworthiness is not
an absolute value and is context-dependent [3].

From the point of view of trust, a major weakness of the Internet comes from
the lack of reliable verification of claims, including identity [7]. Consequently,
mechanisms ensuring accountability [1], auditing, non-repudiation and law
enforcement are increasingly difficult to implement [3].

Since at the basis of trust lies the assessment of claims on the party to be

trusted, a basic framework for managing claim verification, including identity,
non-repudiation, creditworthiness, reputation etc. is needed to develop federated,
open and trustworthy platforms in various application sectors. This will allow the
realization of concrete scenarios in which the user digital profiles are managed
according to the different contexts (health care, government services, public pro-
curement, commerce, etc.), as show in Fig. 4.2.

4.3 Web-Based Profile and Identity Management

The trustworthy management of identities and profiles on the Web is at the heart of
the debate in many technical communities, especially in relation with the dominant
phenomenon of social media [8].

Fig. 4.2 User digital profile views according to different social contexts
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Social media and networks are currently unsuitable for providing the required
system properties of a global basic profiles management services because of three
main issues:

1. The lack of granularity in the access and management of the single data
element composing the user profile, thus limiting users data portability

2. The lack of control on collaboration-oriented attributes (e.g. privacy, licensing,
security, provenance, consistency, versioning and availability) of the granular
data;

3. The lack of infrastructural support to (1) and (2).

In current social media, users identity and profiles can easily be entered, but
only accessed and manipulated via proprietary interfaces, so creating a ‘‘wall’’
around connections and personal data [9]. The lack of a truly universal, open, and
distributed Web of data architecture deeply impacts the everyday experience of the
Web of many users. Two main opposite forces drive current solutions and
approaches [8]:

a. Data portability and linkability: An ordinary user can not download his/her own
data and share and reuse it how he/she likes.

b. Privacy: A user cannot control how their information is viewed by others in
different contexts by different applications even on the same social networking
site, which raises privacy concerns. Privacy means giving people control over
their data, empowering people to they can communicate the way they want.
This control is lacking if configuring data sharing is effectively impossible or
data disclosure by others about oneself cannot be prevented or undone.

The issue of granular data management is addressed by the current Web of Data
approach [10] aimed at providing machine-readable data, given explicit semantics
and published online, coupled with the ability to link data in distributed data sets.
If this approach could seem to satisfy the property of granularity in access and
management of information fragment, improvements are still sought in order to
provide collaboration-enabling (i.e. privacy enhancing) capabilities [10]. How-
ever, current state of the art Web of Data approaches lead us back to a complex
system solution in which above property (3) is not at all addressed let aside
satisfied [11]. This introduces a higher level of complexity of the system on
managing digital profiles at a global level than the one verified in the Web of
Documents.

4.3.1 Identity Management Systems

Electronic Identity Management (eIdM) systems integrated in services provided by
industry or by public administrations available at the state of the art [12–14] are
often application-specific, centrally managed solutions designed with different
assumptions and built with different goals in mind. As a result, they generally
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lack seamless interoperability. Available technologies like OAuth [15], OpenID
[16], WebID [17] are starting to provide viable solutions to opening up these silos
[17].

OpenID centralises the authentication step at an identity provider, so that users
can identify themselves with one site (an OpenID identity provider) and share their
profile data with another site, the relying party. A user need only remember one
globally unique identity. Once the OpenID provider is discovered, a shared secret
is established in between the provider and the relying party, allowing them to share
data.

WebID [17], uses Transport Layer Security (TLS) i.e. cryptographic protocols
that provide security for communications over the Internet and client-side certif-
icates for identification and authentication. However, certificate management and
selection in browsers still has a lot of room for improvement on desktop browsers.
Furthermore, by tying identity to a certificate in a browser, users are tied to the
device on which their certificate was created. In fact a user profile can publish a
number of keys for each browser, and certificates are cheap to create.

4.3.2 Profile Management Systems

A number of standards exist for profile and relationship information on the Web.
One distinction among them is what data format the profile is in (plaintext, XML,
RDFa) and whether or not they are easily extensible. Even more importantly, there
are differences in how any particular application can try to discover and access the
profile data and other capabilities that the digital identity may implement.
OpenSocial [18] and PortableContacts [19] are two examples of profile manage-
ment systems, dealing with the portability of portions of the profile, related to the
users relationships and networks.

An increasingly popular profile standard is PortableContacts, which is derived
from vCard, and is serialized as XML or, more commonly, JSON. It contains a
vast amount of profile attributes, such as the ‘‘relationshipStatus’’ property, that
map easily to common profiles on the Web like the Facebook Profile. More than a
profile standard, the PortableContacts profile scheme is designed to give users a
secure way to permit applications to access their contacts, depending on XRDS for
the discovery of PortableContact end-points and OAuth for delegated authoriza-
tion. It provides a common access pattern and contact scheme as well as
authentication and authorization requirements for access to private contact
information.

OpenSocial is a collection of Javascript APIs, controlled by the OpenSocial
Foundation, that allow Google Gadgets (a proprietary portable Javascript appli-
cation) to access profile data, as well as other necessary tasks such as persistence
and data exchange. It allows developers to easily embed social data into their
Gadgets. The profile data it uses is a superset of the PortableContacts and vCard
3.0 data formats.
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OAuth (Open Authorization) is an IETF standard which lets users share their
private resources on a resource-hosting site with another third-party site without
having to give the third-party their credentials for the site and so access to all their
personal data on the social site. This standard essentially defeats the dangerous
practice of many early social networking sites of accessing for the username and
password of an e-mail account in order to populate a list of friends. OAuth is not
really related to identity, rather it is about data authorization and API access to
data, which necessarily is an important part of the profile management.

4.3.3 Use of Identities and Profiles in Contexts

Identity, Profiles and their management are also at the heart of European Com-
munity initiatives, aiming at tracing directives for the research and future devel-
opments in this field. With the respect, three important activities founded by
European Community are worth mentioning: FIDIS and PRIME and STORK
[20–22]. Instead starting from the assumption that the identity of a person com-
prises many partial identities of which each represents the person in a specific
context or role, there projects hinge around the idea of choosing and developing
appropriate partial identities with respect to the current application needs.

FIDIS is an international interdisciplinary Network of Excellence on the Future
of ID-entity in the Information Society (2004–2009) and its concern has been
mainly focused in the realization of a set of recommendations and specifications
about the Identity topic. One of the objects of investigation for the FIDIS research
community is the interoperability of identity management systems from the
technical, policy, legal and socio-cultural perspectives.

The PRIME project (2004–2008) under the European Union’s Sixth Framework
Programme aimed to demonstrate the viability of privacy-enhancing identity
management. The guiding principle in the PRIME project is to put individuals in
control of their personal data within the scenario introduced a limited application
domain, on-line shopping.

The STORK project (2009–2011), instead, aims to establish an European e-ID
Interoperability Platform that will allow citizens to establish new e-relations across
borders, just by presenting their national e-ID. STORK will test pragmatic eID
interoperability solutions, implementing several pilot cross-border eID services
chosen for their high impact on everyday life as the scenario named Student
Mobility or the scenario Change of Address, to assist people moving across EU
borders. Since the latter service has a great impact on the mobility of citizens, it
has been included as one of the 20 basic services within the i2010 EU Commission
eGOV Action Plan.

To the extent of lowering system complexity and increase the manageability
of the problem, we propose the introduction of IDN, a common infrastructure
which can provide e-Services Providers the infrastructural facilities to develop
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e-profile management applications—i.e. IDN-compliant applications—deployable
at a Web-wide scale.

Our solution introduces the capability of handling distributed data (identities
and profile attributes) structured into documents (profile views) and provide col-
laboration-oriented management of granular elements (e.g. disclosing profile
views personalising policies on profile elements/attributes related to privacy,
security, usability and accessibility, self-management, role-based access/functions,
transparency, licensing, etc. [12, 23]).

4.4 InterDataNet Middleware Infrastructure

The approach proposed in this paper builds on the introduction of granular
addressability of data and offers a uniform Web-based read-write interface to
distributed heterogeneous profile data management in a trust enabling environ-
ment. This approach is sustained by the IDN [6] middleware conceptual infra-
structural solution.

InterDataNet infrastructure provides distributed structured data management
and provides collaboration-oriented functions, offering a document-centric overlay
infrastructural approach to e-profile management.

InterDataNet is focused on the realization of a layered infrastructure in which:

• Information is made available and managed with arbitrary granularity.
• Information is uniformly managed (CRUD) with a uniform interface.
• Authentication and authorization services are provided.
• Collaboration enabling mechanism, namely privacy, licensing, security,
provenance, consistency, versioning and availability.

• Interfaces to legacy sources are provided.

IDN framework is described through the ensemble of concepts, models and
technologies pertaining to the following two views: (1) IDN-IM (InterDataNet

Information Model). It is the shared information model representing a generic
document model which is independent from specific contexts and technologies; (2)
IDN-SA (InterDataNet Service Architecture). It is the architectural layered model
handling IDN-IM documents (it manages the IDN-IM concrete instances allowing
the users to ‘‘act’’ on pieces of information and documents).

The IDN-SA exposes an IDN-API (Application Programming Interface) on top
of which IDN-compliant Applications can be developed (see Fig. 4.3). IDN is not
the e-Identity/e-Profile management system, rather it is an infrastructure allowing
the Web based distributed collaborative management of elementary information
fragments, i.e. user profiles elements and attributes, through a specifically devel-
oped IDN-compliant Application (Fig. 4.4).

IDN Information Model (IDN-IM) is the graph-based data model to describe
interlinked data representing a generic document model in IDN, independently
from specific contexts and technologies. It defines the requirements, desirable
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properties, principles and structure of the document as it is seen by IDN-compliant
applications and it is the starting point from which it has been derived the design
of IDN architecture. Generic information modelled in IDN-IM is formalized as an
aggregation of data units. Each data unit is assigned at least with a global identifier
and contains generic data and metadata; at a formal level, such data unit is a node
in a directed acyclic graph (DAG). The abstract data structure adopted within IDN-
environment to handle generic data units is named IDN-Nodes. An IDN-document
structures data units and it is composed by nodes related to each other through
‘‘links’’. IDN-documents can be inter-linked.

The second element of the IDN framework is the IDN-Service Architecture, that
is layered in such a way to manage different levels of abstraction of information.

IDN Service Architecture (IDN-SA)—Fig. 4.5 is made up of four layers: Storage
Interface, Replica Management, Information History and Virtual Resource. Each
layer interacts only with its upper and lower level but also relies on the services
offered by IDN naming system. IDN-Nodes are the information that the layers
exchange in their communications. It has to be highlighted that in each layer a
different type of IDN-Node is used: SI-Node, RM-Node, IH-Node and VR-Node.

Fig. 4.3 The IDN framework

Fig. 4.4 The IDN
information model
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Each layer has as input a specific type of IDN-Node and applies on it a transfor-
mation on the relevant metadata to obtain its own IDN-Node type. The transfor-
mation (adding, modifying, updating and deleting metadata) recalls the
encapsulation process used in the TCP/IP protocol stack. The different types of
IDN-Nodes have different classes of HTTP-URI as identifiers.

1. Storage Interface (SI) provides the services related to the physical storage of
information and an interface towards legacy systems. It provides a REST-like
uniform view over distributed data through URL names. It provides create,
read, update and delete functions of URL-addressed resources.

2. Replica Management (RM) provides a delocalized view of the resources to the
upper layer.

3. Information History (IH) manages temporal changes of information.
4. Virtual Repository (VR) manages the document structure.

The communication between IDN-SA layers (see Fig. 4.5) follows the REST
paradigm i.e. it is based on common HTTP messages containing a generic IDN-
Node in the message body and IDN-Node identifier represented by an HTTP-URI
in the message header. IDN-Nodes are identified by HTTP-URI as identifiers, thus
providing substantial compliancy with Linked Data and Open Data initiatives.
IDN-SA is implemented using a set of CGI program modules running into stan-
dard HTTP server and offers a RESTful interface. The interaction between IDN-
compliant applications and IDN-SA follows the HTTP protocol as defined in
REST architectural style. CRUD operations on application-side will be enabled for
the manipulation of data on a global scale within the Web. As a consequence of the
adoption of the HTTP-URI paradigm for Nodes identification, each IDN-Node can
be under a different authoritative server, thus allowing trust-enabling data coop-
eration strategies.

It is worth pointing out that anything can be an IDN document because the IDN
information model provides a general method to represent information. The case
addressed in this presentation is the e-profile (or e-identity) but we can envisage to

Fig. 4.5 IDN-service
architecture
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manage through the IDN architecture other kinds of IDM-IM compliant docu-
ments, such as—for instance—trust policy and Security policy documents, just to
mention some.

At last it is worth saying also that IDN approach enables collaboration because
it allows creating a ‘‘collaborative space’’ defined by the IDN-Information Model
properties and rules. In such space users can share contents/information/documents
formalized with respect to this model and work around them. The collaborative
process is made concrete through the creation of documents endowed with arbi-
trarily complex life cycles evolving as a consequence of the users’ interactions.
The IDN-Information Model life cycle management is supported at an Application
level because it is strictly application-dependent, however, it can leverage on a set
of collaboration-enabling capabilities which are, in this case, provided by
IDN-Service Architecture, this property can be addressed with the following
terms: privacy, licensing, security, provenance, consistency, versioning and
availability.

4.5 InterDataNet Overlay Network

InterDataNet provides a content-centric abstraction level hinging on the IDN-
Information Model and related handling mechanism (the IDN Service Architec-
ture) to provide enhanced content/information-centric services to Applications,
such as those handling the e-Profiles, as illustrated in Fig. 4.6.

Fig. 4.6 InterDataNet Overlay Network (adapted from Zachariadis [24])
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InterDataNet proposes a distributed data integration approach which would act
as a de-facto Overlay Network on the underlying integrated systems. A possible
implementation of the Overlay Network is schematised in Fig. 4.7, in which two
organizations responsible of managing personal data of the users are connected via
the IDN Overlay: the Municipality A and Social Network B.

The layers of the IDN-SA are implemented in specific HTTP servers, net-
worked inside interoperating organizations which communicate via the Internet.
Each HTTP server may implement only some layers of the IDN-SA stack, as it is
the case shown in Fig. 4.7.

The IDN-compliant Application built on top of the Overlay Network is entitled
to the profiles management, i.e. the aggregation of (open and private) data from
different users’ e-identity sources (e.g. Content Providers, Social Networks,
Context-information Providers, Public Administrations, etc.). Under the user’s
permission, the Service Provider provides the user’s profiles views to third party
Service Providers for the creation of personalized services. The Overlay Network
can be used as a virtual ‘‘repository’’ providing a common representation for
profile management through a uniform API. When considered as a repository, the
Overlay could offer direct querying of information to interested/authorized third
parties, while also allowing exploitation of structured profiles by the overlay nodes
themselves. The implementation of the integration Overlay Network allows both
an internal interaction and an external interaction. The internal interaction directly
targets nodes of the overlay structure and it is based on the local exploitation of the
global overlay capabilities for easing development of data-centric applications
while the external interaction targets commercial third-parties interested in the
development of applications e-identity management. Systems participating to the
Overlay are not forced to modify their internal interaction model due to their
integration as overlay nodes.

Fig. 4.7 Possible implementation of the IDN Overlay Network
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4.5.1 Usage Scenario of the IDN Overlay for the e-Profile

Management

IDN Overlay envisions a trustworthy exchange of views over personal data thanks
to a network of trusted Profile Providers as mean to create a global e-Profile
Management system. In this vision each user is free of choosing the preferred
Profile Provider in order to manage her own personal data as IDN documents
modelled according to the IDN Information Model. The user trusts her Profile
Provider which will handle in a secure way his personal data and guarantee other
known Profile Providers the personal data trustworthiness. Profile Providers are
known when they have established a certain level of agreement.

We now consider an example of a bank transfer scenario where the flow of
money is guaranteed thanks to an agreement between banks. In this analogy the
book represents the service, the money represents the required authorization(s)
and the banks represent the trust providers. Even if customers are not aware of
agreement details, they normally trust their bank to behave correctly upon their
request. The considered scenario is referred to the following use case: a customer
(C) wants to buy a book from an online shop (S). In this scenario the money
transfer between the customer’s bank and the online shop bank represents the
trust chain among different Profile Providers. The trust chain is established
whenever a client wanting to access a service is required to disclose some
personal data to the Service Provider and to assure that the data provided are
trustworthy.

The steps of the scenario are the following, (illustrated also in Figs. 4.8 and 4.9):

Step 1: C sends S a request to buy a book and declares that she will pay with a
bank transfer, where the bank is PP-C;

Fig. 4.8 Sequence diagram of the usage scenario
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Step 2: S says to C to dispose for a bank transfer on a specific bank account
number in the bank PP-S;

Step 3: C grants PP-C the right to transfer money from her personal account to the
specified bank account at PP-S;

Step 4: S request PP-S to receive money from PP-C;
…

PP-S trusts PP-C following a chain of trusted PP-X;
PP-S receives money from PP-C;
…

Step 5: PP-S notifies S the bank transfer accomplishment from PP-C;
Step 6: S notifies C the successful completion of the transaction.

PP-S can receive money from PP-C either because banks share agreements or
because they trust each other thanks to a kind of trusted chain of PP-X. IDN allows
PP-C and PP-S to communicate in terms of documents IDN-IM. The realization of
a chain of trusted PP-X that allows them to trust what it is contained in the IDN-IM
documents, and is known in literature as brokered trust [25].

4.6 Conclusions

In this paper we discussed some architectural issues related to the management of
distributed users identities profile on the Web. Being the notion of digital identity
and digital profile strictly interrelated, we reviewed some of the main current
approaches for the Identity and Profile Management, identifying two main
opposing forces: personal data portability and privacy and highlighting that the
trade off between those two opposite forces leads to technical and organizational
solutions partially addressing the overall system problem. We therefore identified
the need of a paradigm shift in the underlying architecture, capable of addressing

Fig. 4.9 Main functions
of the e-profile Overlay
Network
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the need of granular distributed data management over the Web while at the same
time supporting privacy-enabling feature at an infrastructural level. Our proposal
in this direction is the IDN framework, a distributed layered architecture providing
information fragment management in a document-centric perspective and lever-
aging on a set of collaboration-enabling properties, namely privacy, licensing,
security, provenance, consistency, versioning and availability.

In the approach presented in this paper the proposed architecture offers its
functionality to IDN-compliant applications built on top of it, eventually allowing
the creation and management of a global e-profile Overlay Network spanning
multiple administrative domains. This conceptual proposal is described through a
scenario highlighting how seamless inter(data)working offered by the architecture
facilitates the management and disclosure of e-profile views between systems.

At present, our research on IDN is evolving both as a project for specific case
studies as well as a vision. In the former line, its implementation and studies are
related to the domain of e-Government services, i.e. change of address, which is
focused at proving both the viability and applicability of the technical and
organisational solutions proposed; in the latter evolutionary line the IDN team
seeks a continuous fine tuning to reach the most possible compliancy with the
Linked Data approaches in order to maximise reciprocal potential impact.

Several open issues are still to be addressed in order to concretise the specific
proposed approach of the Overlay Network for e-profile management. Our current
efforts aim to integrate the approaches of two well-known technologies as OAuth
and OpenID in the brokered trust model.

The research challenges addressed by this work are in line with the W3C
recommendations [26] and can be valued within the current European initiatives
[27, 28] of development of a common framework for federation and interopera-
bility of governmental profile Management systems that can form the basis of a
wide digital claim management framework, compliant with the legal framework
for data protection and privacy.
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Chapter 5

Context Privacy in the Internet of Things

Laura Galluccio, Alessandro Leonardi, Giacomo Morabito

and Sergio Palazzo

Abstract Recent advances in electronics, communications, and information
technologies make possible to collect, process and store a large amount of infor-
mation from the physical world. Once generated, such information is rarely erased
and it is almost impossible to fully control its diffusion. This raises serious privacy
problems. In this paper attention is focused on the privacy problems occurring in
the pervasive and heterogeneous scenarios characterizing the Internet of Things.
Since access to the data content can be prevented utilizing traditional security
mechanisms, focus will be put on context privacy, which concerns the protection
of sensible information that requires to be guaranteed even if data content is fully
secured. In this paper, the privacy problems will be described and analyzed along
with the main solutions that have been proposed so far in the literature.
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5.1 Introduction

Over 2500 years ago Aristoteles set a distinction between public and private life.
This is the first documented discussion related to the problem of privacy protection.
Since then, privacy has always been recognized as a crucial requirement for the
development and free expression of the personality. Accordingly, privacy is enu-
merated among the fundamental human rights in the Universal Declaration of

Human Rights and its protection is regulated in the legislation of all developed
countries. However, legislation efforts in favor of the protection of privacy are
contrasted by law enforcement requirements that impose the disclosure of all
possible information about an individual if this is needed for security reasons.

As information and communication technologies evolve, new privacy problems
arise. Accordingly, the need for appropriate legislation has been highlighted by
Warren and Brandeis as a conclusion of their analysis of the impact of commu-
nication and media technology. Warren and Brandeis completed their analysis in
1890 and were worried because of the increase in threats to privacy due to the
diffusion of newspapers and photographs.

In the recent past, new communication technologies and media have been
introduced, that make it possible to deploy computing and communication devices
in most of the objects we use in our daily life. It follows that actual realization of
the ubiquitous computing concept introduced in the Mark Weiser’s visionary paper
[20] is close to our reach. Ubiquitous computing involves cooperation between
objects, which requires ‘‘things’’ to communicate between themselves as nodes of
a world-wide IPv6-based network which includes today’s Internet and is called the
Internet of Things1 (IoT). Actual deployment of the IoT has a possible impact on
our privacy that goes far beyond what Warren and Brandeis were fearing at the end
of the nineteenth century. Accordingly, in the last few years a large research effort
has been devoted to identify the relationships between the technologies involved
by the IoT paradigm and privacy. Indeed, it is evident that privacy must be
considered as a quality of service (QoS) parameter, exactly like loss probability
and delay.

In this paper, we analyze the privacy problems and related solutions in the
context of the technologies involved by the IoT, that is wireless sensor, RFID, and
ad hoc networks which will be key components of the ubiquitous computing
infrastructures envisioned in the IoT.

More specifically, for worth of classification, in Sect. 5.2 we provide a tax-
onomy of privacy, while in Sect. 5.3, which is the focus of our work, i.e., the
context privacy, we survey the most relevant research results in the context of the
technologies which will play crucial roles in the IoT, that is of wireless sensor,
RFID and ad hoc networks. Finally, in Sect. 5.4 some conclusions are drawn.

1 For a general description of the Internet of Things concepts, technologies, and open research
issues refer to [3].
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5.2 Taxonomy

In the years, several definitions of privacy have been proposed. A good one can be
found in [13]: Privacy is the condition of not having undocumented personal
information known or possessed by others. Here, personal information is consid-
ered documented if it belongs to public records, that is, newspapers, court records,
or other public documents. Many types of privacy can be distinguished.
In Fig. 5.1a, we outline a classification of the different types of privacy.

From a user perspective, we can consider:

• Physical domain privacy, concerning the defense from intrusions into one’s
physical space. It involves protection from intrusions into private properties
(i.e., privacy from intrusions), from being stalked (i.e. privacy from stalking),
and from being unconsciously observed and/or heard (i.e. privacy from spying).

• Sensible-data domain privacy, concerning the protection of information about
the individual that she/he does not want to be public such as political prefer-
ences, lifestyle (e.g., family habits, sexual preferences, etc.), health-related
information, and financial information.

Initially, communication and information technologies were regarded as a
threat for Sensible-data domain privacy only. Now that such technologies are
integrated in objects that we use during our daily activities and that such objects
can be reached with the same simplicity of other Internet nodes, they can also
impact Physical privacy. As an example, a multimedia sensor network integrating
cameras [1] allows to spy and even stalk unaware people. Furthermore, stalking a
person is also possible by tracking the positions of the RFIDs deployed in objects
that are normally carried by such person.

As shown Fig. 5.1b, from a data communication system perspective, we can
distinguish:

(a) (b)

Fig. 5.1 (a) Classification of privacy from the perspective of a user (a) and a data
communication system (b)
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• Content privacy, concerning the protection of the content of the data being
exchanged by communication devices.

• Context privacy, concerning the protection of other sensible information that can
be inferred even when the message content is secured. Within Context privacy,
which is the focus of this paper, we can further distinguish:

– Application privacy, concerning the protection of the telematic application
being run. Observe that such information can be inferred from the socket port
being utilized as well as the data trace, e.g., statistics of the packet size and
the time interval between transmissions [19].

– Correspondent privacy, concerning the protection of the identity of the other
peer in a communication. This can be easily inferred by the IP address of the
packets being exchanged [14].

– Location privacy, concerning the protection of the user location information.
In the perspective of location privacy, we can also consider the itinerary

privacy, which identifies the ability to protect nodes’ mobility patterns.

Over the past years, computer security has focused on the content privacy, that
is, on protecting the content of data being exchanged between communicating
nodes, thus ensuring data confidentiality, integrity, and availability. However, even
if such objectives were reached and, therefore, content privacy was fully achieved,
context privacy would still remain a problem. Accordingly, in the following we
will disregard content privacy and focus on context privacy only.

5.3 Context Privacy

Threats to context privacy stem from the ability of adversaries nodes to gather
information from observation of users’ communications without direct access to
the contents of the messages exchanged.

In the following we will focus on the context privacy issues that are particularly
critical in the IoT scenarios. More specifically, we will analyze the threats to
context privacy along with the solutions proposed to deal with them. In fact, we will
address application privacy in Sect. 5.3.1, correspondent privacy in Sect. 5.3.2,
and location privacy in Sect. 5.3.3

5.3.1 Application Privacy

In IoT scenarios objects will cooperate with each others by running appropriate
web-based applications [18]. Accordingly, violating application privacy means
gathering information about the objects that are being utilized and the type of use
of such objects that is taking place.
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The application run by a node can be easily inferred in several ways. For
example, the port number reported in the transport layer header can be analyzed to
distinguish between different applications. Alternatively, the application being
utilized can be inferred by observing the information reported in the source-
destination addresses fields of the packets being exchanged (which will be dealt
with in Sect. 5.3.2). Here we focus on another type of application privacy attack
that can be accomplished through traffic analysis.

Each application involves the exchange of a certain number of messages each
one with a given size, so producing the so called fingerprint of the service.
Fingerprints can be taken through passive sniffing of the traffic generated by and/or
directed to the attacked node.

For example, given that there are no IoT application that have been actually
implemented so far, in Fig. 5.2a we show the traffic traces, i.e., the sizes of the
packets, received by running a traditional Internet service, i.e., downloading the
home page of the website of the School of Engineering of the University of
Catania (http://www.ing.unict.it) in two different time instants. The similarity
between the two traffic patterns is evident. Therefore, it is possible to infer that a
node is running a certain application with known fingerprint by analyzing the
traffic trace with no need of accessing the packet content. The more messages in a
fingerprint, the higher the chance that the fingerprint will be unique.

In Fig. 5.2b, instead, we show the interarrival times of packets generated by
another traditional Internet application, that is, Skype in two different conversa-
tions. Observe that also in this case the similarities between the two traces are
evident and therefore, it is quite easy to infer if a certain user is involved in a
Skype conversation or not.

Traffic analysis attacks are possible in any communication scenario but can be
carried out more easily when the wireless multihop communication paradigm is
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Fig. 5.2 Size of the packets received due to the download of the web home page of the School of
Engineering of the University of Catania - http://www.ing.unict.it (a), inter-arrival times of the
packets generated by a Skype conversation (b)
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applied, such as it is common in Internet of Things scenarios. In fact, the broadcast
nature of the wireless medium makes eavesdropping simple and the multihop
communication paradigm increases the chances to use it.

In literature, among various approaches, also traffic shaping has been proposed
to increase application privacy. The obvious idea is to force all traffic flows to fit in
a certain traffic pattern. In such a way all applications produce traffic traces with
the same pattern and therefore, it is impossible to distinguish one from another
through traffic analysis. As an example, we may think that traffic is shaped so as to
make packets have constant size, S, and be transmitted at constant intervals, T .

However, it is well known that traffic shaping involves increase in the delivery
delay and/or decrease in efficiency. Indeed, if the interval duration T is too low,
then packet transmissions must be forced even if not needed, which implies a
decrease in efficiency. On the contrary, if the interval duration T is too long, delay
may increase which results in the impossibility to support realtime applications.
Concerning the packet size S, if this is too low, then packet fragmentations may be
frequent, which results in several efficiency problems. In fact: the number of
accesses to the wireless medium increases, and this results in lower utilization of
the wireless resources, as well as an increase in delay; the overhead increases as
headers have to be included in each fragment of the packet.

Similar problems arise if the value of S is too high. This calls for an appropriate
setting of the parameters T and S in order to minimize the performance degra-
dation introduced by traffic shaping.

5.3.2 Correspondent Privacy

It is obvious that correspondent privacy is crucial in several IoT scenarios as it
concerns protection of information that can be easily utilized to infer relationships
between users and/or their favorite services, things, and sources of information.

Correspondent privacy can be attacked by tracing packets exchanged by cor-
responding nodes, which is quite simple in case of wireless multihop communi-
cations. Solutions aimed at protecting this type of privacy must achieve the so
called route un-traceability. Several of them have been proposed to this purpose in
the recent past. The most known are onion routing [8], ANODR [9] and multi-path
routing [5], which will be described in the following of this section.

In onion routing-like protocols [8], special nodes, called onion nodes, which
have public keys known by all nodes, are deployed in the network. A source S,
which has a packet to be delivered to the destination D, randomly chooses a
sequence of N of them which we denote Oi1 ;Oi2 ; . . .;OiN . Then it prepares the
packet and sets the Destination Address field in the packet header equal to
AddrðDÞ, where AddrðxÞ represents the address of node x. This packet is encrypted
using the public key of the onion node OiN . The resulting sequence of bits is
inserted in the data field of a new packet in which the Destination Address field is
set equal to AddrðOiN Þ. The resulting packet is encrypted using the public key of
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OiN�1 and inserted in the data field of a new packet which is destined to
AddrðOiN�1Þ. The same procedure is repeated for OiN�2 ;OiN�3 ; . . .;Oi1 . Finally, the
packet is transmitted and forwarded through the network using a mechanism
similar to the one utilized in IP packet encapsulation.

As an example, in Fig. 5.3a we show a case in which six onion nodes are
deployed, i.e., O1; . . .;O6, and the source S chooses a sequence of N ¼ 2 onion
nodes, that is, O4 and O2. Observe that using onion-routing, the addresses of the
source S and destination D cannot be put in a relationship by eavesdroppers in the
same area (i.e. A1;A2;A3) and thus, onion routing solutions guarantee route un-
traceability. Unfortunately, this is achieved at the expenses of an increase in the
number of hops required to deliver the packet to the final destination, which causes
an increase in the delay and higher consumption of both bandwidth and energy.

ANODR [9] is a solution that guarantees route un-traceability by means of route
pseudonymity. A source S that wants to establish a connection with a destination D
starts a route discovery phase in which a route request (RREQ) message encrypted
using the public key ofD is flooded into the network. In order to guarantee route un-
traceability, at each hop a trapdoor function2 is applied to the RREQ before it is
broadcast. The trapdoor information utilized by the node is stored in the node itself
(trapdoor functions are used instead of cryptographic functions because they are
computationally simpler). Upon receiving the RREQ, the destination D sends back
a route reply (RREP) message which traverses the shortest path between the source
S and the destination D. Note that none of the nodes is aware of the paths between
the source S and destination D, not even S and D. Furthermore, observe that

(a) (b)

Fig. 5.3 Onion routing for route un-traceability (a), multi-path routing for route un-traceability (b)

2 A trapdoor function is a function that is easy to compute in one direction, and difficult to
compute in the opposite direction (e.g., by finding its inverse) without some information, called
the trapdoor.
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ANODR is based on a reactive routing approach, accordingly topological infor-
mation will not be exchanged, which results in increased location privacy too.

Finally, route un-traceability can be achieved by means of multi-path routing,
as proposed in [5]. In such a type of solutions, in order to reach a certain desti-
nation D, a packet is forwarded by the source S along several, say M paths. One of
such path will pass through the destination D. As an example, in Fig. 5.3b the
packet is forwarded along 4 paths terminating in n1; n2; n3, and n4, respectively,
where n2 is the destination. In this way the attacker cannot identify the actual
destination. Obviously, privacy increases as the value of M increases. However,
such a privacy improvement is obtained at the cost of higher energy and bandwidth
consumption, which calls for appropriate tradeoffs.

5.3.3 Location Privacy

Wireless multihop networks represent a challenging environment for the protec-
tion of location privacy because nodes have to distribute information about their
position for topology management and routing purposes. Such messages can be
easily eavesdropped by attackers who can get information about users’ (or assets’)
location accordingly. To overcome this problem we can distinguish two different
types of approaches:

1. Using pseudonyms so that the topology information can be exchanged without
disclosing the identity of the specific users (or nodes) so as to prevent eaves-
droppers to infer links between users and their position

2. Using routing protocols that do not require any exchange of topology
information.

Regarding solutions of the first type, note that if each node is identified by
means of one or more pseudonyms, then it can distribute information about its
current position while protecting location privacy. In fact, relationship between
user’s identity and location can be disclosed by public security operators only.
However, if the same pseudonym (or the same set of pseudonyms) is used for a
long time, then this property does not hold anymore and, thus, appropriate solu-
tions are required that allow nodes to change their pseudonyms over time.

One of such solutions is the random node identification (RNI) protocol pro-
posed in [5]. Nodes can generate a new random pseudonym at any time, and flood
it like an AODV HELLO message. In this way, nodes know each other by means
of their pseudonyms that are used for communication and routing purposes. Such
solutions protect privacy but have serious security problems in terms of authen-
tication because it is impossible to keep track of the pseudonyms utilized by a user.
To this purpose, the use of a trusted authority has been proposed.

Also in case of heterogeneous scenarios where mobile devices are available,
some techniques similar to those used for vehicular communications can be
considered [4, 6].
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An approach that exploits the characteristics of nodes mobility could be inspired
by CARAVAN [15]. Actually, CARAVAN applies to the case when devices move
in groups.3 These groups are created for a long period of time by devices located at
within a short distance from each other. In this case, it is possible to select one of the
nodes, called group leader, which is the responsible for the location update of the
entire group. Accordingly: the number of messages exchanged for location updates
decreases and thus, also the opportunity of eavesdropping decreases; only infor-
mation about the location of groups is disclosed, and the specific location of an
individual node is not revealed. In CARAVAN the problem of route un-traceability
is not addressed since information flows through the wired communication infra-
structure for most of the end-to-end path and thus, route backtracking is much more
complex than in pure ad-hoc networks.

Regarding the approach of the second type, i.e. using routing solutions which
do not imply disclosure of topology information, observe that flooding and geo-
graphical forwarding do not require exchange of location information between
users. In case of geographical forwarding, however, there is still a problem, in that
the sender needs to know the position of the destination. This can be performed,
for example, by making a message be sent by the source S and flooded in the
network to ask for the location of the destination (this message may be encrypted
using the public key of the destination, D). Upon receiving such a message, the
destination D will send the information about its own current position. This
information will be encrypted using the public key of the source S. Observe that
the use of flooding involves the flow of a large number of packets in the network.
This causes an increase in privacy given that for an eavesdropper it will be almost
impossible to distinguish the reply sent by the destination D from the other packets
in the network. However, on the other hand, this leads to significant inefficiency in
terms of both energy and bandwidth utilization.

In the above scenarios, only information about the location of mobile nodes is
disclosed to allow update of their location and communication between them.
In other words, only location privacy of individuals carrying mobile communi-
cation devices is menaced. When we consider scenarios involving wireless sensor
networks, things are significantly different. In fact, sensors detect the presence of
individuals (or assets) in a certain area regardless of the communication devices
being carried. Messages related to the detection of the presence of a certain
individual in a given area are generated by the relevant sensor nodes and for-
warded to the sink(s) according to the wireless multihop communication paradigm.
Even if the messages are encrypted, the presence of the above messages and their
path in the network can be used by an attacker to violate the location privacy of the
above individual.

An example of how the location privacy problem has been dealt with in
wireless sensor networks, which are one of the main components of an IoT

3 Observe that there are other scenarios where group mobility occurs [7].
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network, is represented by the panda-hunter game reference scenario [12].
Suppose that the Save the Panda Organization has deployed a wireless sensor
network in a certain area to study and monitor the habits of pandas. Sensors
detecting pandas in their proximity will generate messages that are forwarded to
the sink. Therefore, the positions of sources are approximately equal to the
position of pandas in that area.

In this scenario, a hunter carrying some equipment that enables him to detect
the presence of a signal transmitted by sensor nodes can locate the pandas even if
messages generated and transmitted by the nodes are encrypted and non readable
by the hunter. Indeed, the hunter can go near the sink and then backtrace the
messages generated by one of the sources until it reaches the source of such
message flow. This example show how location privacy and routing are closely
related in wireless sensor networks and thus, routing protocols should be privacy-
aware. Location privacy can be improved by simply introducing a certain level of
randomness in the routing algorithm. However, such randomness reduces the
performance of routing in terms of both energy efficiency and delay. Thus,
appropriate tradeoffs are needed [2].

One may think that another simple solution could be applying flooding; how-
ever, it has been demonstrated that flooding offers the least amount of location
privacy protection [12].

An interesting solution is phantom routing as proposed in [12]. The source of a
packet randomly selects another node in the network, called phantom source, and
sends it the packet according to any routing scheme.4 The phantom source will let
the packet be flooded in the network. Actually, flooding is partial, being restricted
to a portion of the network area, called flooding area, to increase efficiency. As an
example, in Fig. 5.4 the source s10 selects node s5 as phantom source and sends it

Fig. 5.4 Phantom routing

4 A different phantom source is selected at each packet generation.
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the packet which will be forwarded by node s5 in the flooding area which contains
nodes s0; s1; s2; s4, and s13.

Even if flooding is partial, phantom routing still has efficiency problems.
To overcome them, the Greedy Random Walk (GROW) protocol has been pro-
posed in [21]. The basic idea of GROW is that at the i-th hop, the current relay
forwards the packet towards the best next relay with probability pi. Instead, any
other neighbor node will be selected with probability ð1� piÞ. The value of pi
increases as i increases, so that the number of hops between the source and the
destination is kept reasonably low. Accordingly, as compared to phantom routing,
GROW achieves higher efficiency at the expenses of higher delay.

In RFID systems two types of problems can be encountered for what concerns
privacy of things location. On the one hand, RFID tags are passive and only answer
to queries without any control by the RFID tag owner. On the other hand, due to the
broadcast nature of the wireless medium, eavesdroppers can listen to the tag replies
and, as a consequence, infer the presence of a certain thing. Solutions to these
problems are usually based on use of authorized readers so that RFID tags only
answer to authenticated readers. In any case this approach, does not solve problems
of eavesdropping. Also, use of authentication implies increase in complexity and
costs and seems not to be suitable to RFID scenarios. Alternative solutions [11] use
privacy negotiation schemes. Other schemes [17] create collisions on purpose in the
wireless channel with the replies transmitted by the RFID tags so that when
unauthenticated readers interrogate the tag, answers cannot be correctly received.

Encryption schemes could preserve RFID information but still allow malicious
readers to detect the presence of the RFID tags scanned by the authorized reader.
Accordingly a new set of solutions that use pseudo-noise as the signal transmitted
by the reader can decrease the chance of intercepting the ongoing communication
between the tag and the reader. Such noisy signal is modulated by the RFID tags
and therefore, its transmission cannot be detected by malicious readers [16].

In order to ensure that the personal data collected is used only to support
authorized services by authorized providers, solutions have been proposed that
usually rely on a system called privacy broker [10]. The proxy interacts with the
user on the one side and with the services on the other. Accordingly, it guarantees
that the provider obtains only the information about the user which is strictly
needed. The user can set the preferences of the proxy. When sensor networks and
RFID systems are included in the network, then the proxy operates between them
and the services. However, note that in this case, the individual cannot set and
control the policies utilized by the privacy brokers. Moreover, observe that such
solutions based on privacy proxies suffer from scalability problems.

5.4 Conclusions

Finding effective and credible solutions to privacy concerns is crucial to the actual
success and diffusion of IoT services and applications. Indeed, people has proved

5 Context Privacy in the Internet of Things 71



to be extremely cautious with respect to the introduction of new technologies when
their introduction have menaced serious impact on their privacy. For example, the
‘‘Boycott Benetton’’ movement has forced Benetton to cancel the plan of tagging
an entire new line of clothes with RFIDs.

In this paper, we have provided a survey of context privacy in heterogeneous
IoT scenarios where ad hoc, RFID and sensor networks coexist. More specifically,
we have described the problems related to application, correspondent, and location
privacy and discussed some solutions proposed so far. Our survey of the current
literature on the subject shows that, even if there has been a large research effort
devoted to context privacy in the recent past, several issues are still open and
require further investigation.
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Chapter 6

Physical Layer Cryptography
and Cognitive Networks

Lorenzo Mucchi, Luca Simone Ronga and Enrico Del Re

Abstract Recently the huge development of different and heterogeneous wireless
communication systems raises the problem of growing spectrum scarcity. Cog-
nitive radio tends to solve this problem by dynamically utilizing the spectrum.
Security in cognitive radio network becomes a challenging issue, since more
chances are given to attackers by cognitive radio technology compared to con-
ventional wireless network. These weaknesses are introduced by the nature itself
of cognitive radio, and they may cause serious impact to the network quality of
service. However, to the authors’ knowledge, there are no specific secure protocols
for cognitive radio networks. This paper will discuss the vulnerabilities inherent to
cognitive radio systems, identify novel types of abuse, classify attacks, and ana-
lyze their impact. Security solutions to mitigate such threats will be proposed and
discussed. In particular, physical payer security will be taken into account. A new
modulation technique, able to encrypt the radio signal without any a priori com-
mon secret between the two nodes, was previously proposed by the authors
(Mucchi et al. Wireless Personal Communications (WPC) International Journal
51:67–80, 2008; Mucchi et al. Wireless Personal Commun. J. 2010). The infor-
mation is modulated, at physical layer, by the thermal noise experienced by the
link between two terminals. A loop scheme is designed for unique recovering of
mutual information. This contribution improves the previous works by proposing
the noise loop modulation as physical layer security technique for cognitive radio
networks.
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6.1 Introduction

Cognitive radio (CR) technology presents a promising solution for the spectrum
shortage in wireless networks [1, 2]. It enables the efficient utilization of limited
available spectrum by defining two kinds of user in wireless networks: licensed
user and unlicensed user [3]. In cognitive radio networks, the unlicensed user
can use the spectrum which is not temporarily used by licensed users. When the
licensed user appears to use the spectrum, unlicensed user should return it back
and search for other spectrum to use. Since in cognitive radio networks the
spectrum is being used dynamically, general schemes cannot satisfy the special
network requirements. Specific protocols need to be designed in order to
manage the dynamic frequency spectrum and to ensure the quality of service
(QoS).

Compared to wired network, the nature of wireless network makes the security
vulnerability unavoidable. In wireless network, signal has to be transmitted
through an open media without real connection. The data might be eavesdropped
and altered without notice and the channel might be jammed or overused by an
adversary. These will obviously disturb the normal communication and impact the
quality of service. Due to their intrinsic nature, cognitive radio technology intro-
duces more chances to attackers. For example, spectrum sensing is a key char-
acteristic of cognitive radio networks; its main scope is to scan a certain range of
the spectrum to detect unoccupied spectrum [4–6]. Through this process, unli-
censed (secondary) user can determine if the radio spectrum can be used or not.
However, if the spectrum sensing result is modified maliciously, normal network
activities will be disabled, up to cause the whole network traffic to break down.

A conventional wireless device can access only one area of the radio spectrum,
while an intelligent cognitive radio device (CRD) can sense and identify white
spaces or vacant areas in the spectrum that can be used for communications. CR
enables smart reconfigurable transceivers to make optimal use of spectrum by
seeking out uncrowded bands and tuning into them with software that can adapt to
a wide range of different frequencies and modulation schemes. In other words,
CRDs have been proposed as a way to reuse under-utilized spectrum and their
flexibility is seen as a possible solution to spectrum scarcity. This allows unli-
censed devices to be secondary users of the spectrum and use the frequency bands
only if the licensed or primary user of the spectrum is not active in the band.
Unfortunately, these are also new unique opportunities for malicious attackers;
cognitive radio networks (CRNs) introduce an entire new class of threats which are
not easy to mitigate. The physical and link layers of CRNs are very different from
those of conventional wireless networks. The particular attributes of CRNs, such
as cooperative spectrum sensing, incumbent- and self-coexistence mechanisms,
ask for new security implications. Nevertheless, this topic has received far less
attention than other areas of CR.
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6.2 Security Requirements

Although security requirements may vary in different application environment,
usually there are some common requirements providing basic safety controls:

Privacy keeping information confidential; preventing disclosure to unauthorized
users;

Access control permitting only authorized users to access specified information
and services;

Integrity providing assurance that information has not been tampered with during
handling;

Authentication providing proof of the credentials of the originator of information
or a participant in a service; identity may not be the only attribute to be
authenticated: other attributes such as location, functionality, or capability may
be more significant in certain circumstances; the identity is verified normally
because he/she has an object (e.g., key or smart card or), knows a secret
(e.g., password) or owns a personal biologic characteristic (e.g., fingerprint);

Authorization specify the actions that each user can do;
Non-repudiation preventing a participant in a service or transaction from denying

having taken some specific action.

In the very next future the wireless communications will experience a deep
change. General ubiquity, new context-aware applications and services, new net-
work and terminal technologies, flexible spectrum management and dynamic
reconfiguration will be some of the key features of this change. New technologies,
facilities and capabilities will generate new requirements for security, even
because users are more and more aware of the impact of these developments on
their personal privacy.

While many security techniques developed in wired networks can be applied,
the special characteristics of wireless networks call for innovative wireless security
design. Since physical-layer security techniques can address directly such special
wireless characteristics, they are helpful to provide boundary control, to enhance
efficiency, as well as to assist upper-layer security techniques for innovative cross-
layer security designs.

6.3 Wireless is Different from Wired and Cognitivity

Makes It Even More Different

The term Cognitive Radio was first used by Mitola in [7]. Some of the key features
that are typically associated with CR include [8]:

• Maintains awareness of surrounding environment and internal state
• Adapts to its environment to meet requirements and goals
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• Learns from previous experiences to recognize conditions and enable faster
reaction times

• Anticipates events in support of future decisions
• Collaborates with other devices to make decisions based on collective obser-
vations and knowledge.

Each of these characteristics could provide a new class of attacks for a wireless
network [9, 10]. For example,

• Maintains awareness of surrounding environment and internal state ¼)
Opportunity for spoofing

• Adapts to its environment to meet requirements and goals ¼) Opportunity to
force desired changes in behavior in victim

• Learns from previous experiences to recognize conditions and enable faster
reaction times ¼) Opportunity to affect long-lasting impact on CR behavior

• Anticipates events in support of future decisions ¼) Opportunity for long-
lasting impact

• Collaborates with other devices to make decisions based on collective obser-
vations and knowledge ¼) Opportunity to propagate attack through network.

The typology of attacks in cognitive radio network can be summarized into two
big categories [11]:

Theft of privileges: This attack happens when the attacker wants to have access
to spectrum with higher priority. It can be achieved by misleading other unlicensed
users to believe there is a licensed user active in the spectrum area. As a result, the
adversary can occupy the spectrum resource as long as he/she wants.

Denial of service: This attack happens when the adversary inhibits other unli-
censed users from using the spectrum and causes the denial of service (DoS). As a
serious result, malicious attack will extremely decrease the available bandwidth
and break down the whole traffic. For example, in multi-channel environment,
high traffic load may cause frequent exchange of control packets. If the adversary
can saturate the control channel successfully, it can hinder the channel negotiation
and allocation process.

Security in a cognitive network does not only mean providing that no intruders
can access the network (outside attack, both passive and active) but also that an
hypothetical intruder is properly and quickly detected (inside attack: intrusion,
misuse and anomaly detection).

The security features of a cognitive radio network should be based on both
protection and detection, and each protocol layer should be considered due to the
specific characteristic.

6.4 Layered Security

While the advantages of wireless cognitive networks are tremendous, the security
issues are real. Without physical security that can be used to protect wired
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networks, wireless users need to protect their networks with other tools that can
provide the same level of security as wired networks. These solutions can be
layered to provide the level of security required for any user or organization. Like
all IT-based security, cognitive WLAN security should be handled in layers. This
provides several advantages: stronger overall security, the ability to block access at
multiple layers of the network, and flexibility in selecting the cost/benefit ratio of
the desired solution. The layered security approach also provides the benefit of
selecting the desired level of security, compared against the costs of adding
additional layers.

Physical layer security (PHY-sec) is built into wireless equipment, and is
essentially free (except for the cost of configuring and maintaining encryption
keys) and may be adequate for a home user who wants to keep out the casual
intruder. PHY-sec is extremely important for cognitive radio networks because it
is the first access to the network, but it must be designed in order to be applied to
different physical layers as can be in a cognitive network. This means that the
PHY-sec should take into account techniques which are flexible enough to be
applied to different standard and physical layers without relying to upper layers.

6.5 Physical Layer Security

Security at physical layer is nowadays mainly intended as the use of a spread
spectrum techniques (frequency hopping, direct sequence coding, etc.) in order to
avoid the eavesdropping. Eavesdropping at the physical layer refers to hiding the
very existence of a node or the fact that communication was even taking place
from an adversary. This means that the communication of the legal user is already
on, i.e., that the authentication of the legal user has been already performed.
Moreover, scrambling the information data with a code does not assure a totally
secure channel, but just a long-time activity before getting the code by an
unwanted listener, i.e., the security is moved on the quantity of resources (hard-
ware, time, etc.) that the unwanted listener must have in order to get the
information.

It is well known that classical encryption techniques have only unproven
complexity-based secrecy [12]. We also know that strong information-theoretic
secrecy or perfect secrecy is achievable by quantum cryptography based on some
special quantum effects such as intrusion detection and impossibility of signal
clone [13]. Unfortunately, the dependence on such effects results in extremely low
transmission efficiency because weak signals have to be used. One of the recent
attempts on specifying secret channel capacity is [14], where the MIMO secret
channel capacity is analyzed under the assumption that the adversary does not
know even his own channel. Unfortunately, such an assumption does not seem
practical if considering deconvolution or blind deconvolution techniques. More-
over, such techniques are not low-complex, due to the fact that they need a high
number of antennas on both sides of the radio link to correctly work. As a matter of
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fact, almost all existing results on secret channel capacity are based on some kinds
of assumptions that appear impractical [15–17]. It has been a challenge in infor-
mation theory for decades to find practical ways to realize information-theoretic
secrecy.

Moreover, one of the most weak point of wireless networks is the initial data
exchange for authentication and access procedures. Initially some data must be
exchanged in a non-secure radio channel or anyway by sharing a common known
cryptographic key. At the moment, no physical layer techniques are present in the
literature which can efficiently create a secure wireless channel for initial data
exchanging between two network nodes/terminals without a priori common
knowledge.

The main need is to exchange cryptographic keys between two users along an
intrinsically secure radio channel. As stated before, classical encryption techniques
have only unproven complexity-based secrecy. Information-theoretic secrecy or
perfect secrecy is achievable by quantum cryptography, but unfortunately this
technique is suitable (when applicable) only to optical networks. Derived by the
Ultra WideBand (UWB) communications, the radio channel identifier (RCI) is
another promising technique. But, again, the information exchanging process is not
absolutely secure.

A review of the main physical layer techniques for secret key distribution is
reported in the following sections. Then the novel technique is described and
detailed.

6.5.1 Quantum Cryptography

The quantum cryptography [18], or quantum key distribution (QKD), method
uses quantum mechanics to guarantee secure communication. It enables two
parties to produce a shared random bit string known only to them, which can be
used as a key to encrypt and decrypt messages. The process of measuring a
quantum system in general disturbs the system and thus render the information
unreadable. A third party trying to eavesdrop on the key must in some way
measure it, thus introducing detectable anomalies. Nowadays, quantum cryp-
tography is only used to produce and distribute a key, not to transmit any
message data. This method is suitable only for optical networks. If the optical
network is wireless, a high-SNR line of sight is mandatory, which makes the
method not properly flexible for real applications.

6.5.2 Channel Identifier

This technique [19] is based on transmitting a short pulse and measuring the
channel impulse response. The impulse response of the channel between the two
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users can be the encryption key of the transmission. The procedure can be sum-
marized as follows:

• Each radio terminal (the two legal users, for example) transmits an identical
signal.

• Each user observes the channel impulse response of the channel.
• The users exchange some information about what they observed, e.g., part of the
sampled channel impulse response that have been observed previously.

• The users use a public channel to determine the channel identifier (the
encryption key, i.e., the shared secret).

• The users begin communicating data, encrypting it using the channel identifier
as a key.

Mainly, this method is based on the assumption that a third radio in a different
location will observe a different channel impulse response, and that the channel is
reciprocal. If two users transmit the same pulse and possess identical receivers,
then the observed channel impulse response can act as a source of common ran-
domness for secret key generation. The main drawback of this method is that the
two users still have to share some information through a non-secure channel, and
again the users have to share a common knowledge in other to build a secure
shared secret.

6.5.3 MIMO

One of the recent attempts on specifying secret channel capacity by using MIMO
(Multiple Input Multiple Output) technique [20]. The mobile terminals are
equipped with multiple antennas, N transmitting and M receiving. The symbol is
encrypted by using the matrix N �M of channel impulse responses provided by
the multiple channels [21, 22]. A valid way to guarantee a high error rate for the
eavesdropper is to prevent it from channel estimation. In terms of channel esti-
mation, the legal receiver has no advantage over the eavesdropper. Therefore, our
objective is to design a transmission scheme so that the legal receiver can detect
signals without channel knowledge, which can be realized by shifting the channel
estimation task from the receiver to the transmitter. Once the transmitter has the
channel knowledge, it can adjust the MIMO transmission so that the receiver does
not need to estimate channel in order for symbol estimation. Reciprocity of the
forward and backward channels is normally used. The receiver first transmits a
pilot signal to the transmitter using the same carrier frequency as the secret
channel, during which the transmitter can estimate the backward channel, and use
it for array transmission. Such techniques are not low-complex, due to the fact that
they need a high number of antennas on both sides of the radio link to correctly
and securely work. Moreover, the two legal hosts are forced to exchange infor-
mation (the initial pilot channel, in a non-secure channel) which can be exploited
by the eavesdropper.
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6.5.4 The Noise Loop Modulation: How It Works

Finally, it is important to highlight that the proposed technique does not assure any
mechanism of identification of the user. The identification process must be con-
trolled by the higher level, but nothing else than this because the information is
made secure by the physical layer itself, i.e., the transmission cannot be demod-
ulated by an unwanted user.

The information is modulated, at physical layer, by the thermal noise experi-
enced by the link between two terminals. A loop scheme is designed for unique
recovering of mutual information. All results show that the mutual information
exchanged by the two legal terminals cannot be demodulated or denied by a third
terminal. At the same time the two legal users do not suffer from the presence or
not of a third unwanted user from the performance point of view.

6.6 The Noise-Loop Modulation

A novel idea for low-complex intrinsic secure radio link without any a priori
knowledge was previously proposed by the authors [9, 10]. One of the main
advantages of this new technique is the possibility to have a physically secure
radio channel for wireless systems without any a priori common knowledge
between legal source and destination. This feature is particularly useful for future
wireless cognitive networks. Due to the intrinsic unique nature of the thermal noise
along each radio link between the specific transmitter and the specific receiver, this
novel technique is particularly suitable for secure communications and privacy in
cognitive networks because it can easily applied to each kind of physical layers.

In order to remind the proposed technique [9], let us suppose two terminals
exchanging information: terminal 1 and terminal 2. Two different channels are
considered: one for the link from terminal 1 to terminal 2 and one for the reverse
link. The two channels are considered on different frequency bands and the
thermal noise on one link is considered uncorrelated with the other. Each link is
modeled as a conventional AWGN channel.

6.6.1 Symbols in the Paper

The following symbols have been adopted in the paper:

bi binary antipodal ðbi 2 f�1; þ1gÞ information signal originating form terminal
i;

niðtÞ Gaussian, white, continuous time random processes modeling the received
noise at the receiver on terminal i; characterized by zero mean and variance r2n;
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ai global link gain ð0\a\1Þ for the signal generated from terminal i. It includes
transmission gain, path loss and channel response. It is also supposed to be
known by the receivers,

sp propagation delay for the channel. It is assumed without loss of generality that
both forward (1 to 2) and reverse (2 to 1) links have the same delay,

yiðtÞ baseband received signal available at the terminal i.

6.6.2 System Model

In this simple transmission system the terminal operations are described in
Fig. 6.1. The signal from the inbound channel is modulated by the information and
re-transmitted on the outbound channel. The reception is obtained by extracting
the sign of the 2sp-delayed autocorrelation term of the incoming signal, multiplied
by the own informative bit. The whole process is detailed in the following sections.

Let us focalize without loss of generality on the user terminal 1.
The reception, i.e., the extraction of the information bit b2; is obtained by

extracting the sign of the 2sp-delayed autocorrelation term of the incoming signal,
multiplied by the own informative bit b1:

Due to the additive nature of the model, the received signals y1ðtÞ available at
terminal 1, after infinite loop iterations, is defined by the following series:

y1ðtÞ ¼
X

1

j¼0

ðb1b2a1a2Þ
j
n1ðt � 2jspÞ þ

X

1

j¼0

ðb1b2a1a2Þjb2a2n2ðt � ð2jþ 1ÞspÞ

ð6:1Þ

+

tx gain

n
1
(t)

y
1
(t)

tx gain

+

n
2
(t)

y
2
(t)

channel
delay

channel

delay

reverse RF channel

forward RF channel

TERMINAL 1 TERMINAL 2

b
1

b
2

Fig. 6.1 Noise-loop chain scheme. Two terminals communicates by using the noise loop.
The parameters in the scheme are explained at the beginning of Sect. 6.1
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An analogue expression can be obtained for y2ðtÞ simply exchanging the sub-
script 1 and 2 in (6.1).

If the noise processes niðtÞ are white on a unlimited bandwidth, then:

E niðtÞnjðt � sÞ
� �

¼ dðsÞr2n i ¼ j

0 i 6¼ j

�

ð6:2Þ

The structure of the signal in (6.1) draw our attention in the shifted correlation
term

y1ðt � 2spÞy1ðtÞ ð6:3Þ

By resorting the terms obtained by the expansion of the above expression, the
expectation of the autocorrelation in (6.3) can be written as following:

E½y1ðt � 2spÞy1ðtÞ� ¼ b1b2r
2
nð1þ a22Þ

X

1

j¼0

ða1a2Þ2jþ1

þ E½residual cross correlation terms� ð6:4Þ

The last term in (6.4) is null for an ideal AWGN channel, so the described
autocorrelation term is dominated by the information bearing b1b2 term, weighted
by a term which is constant in the stationary case. The term contains the infor-
mation of both terminals. Since terminal 1 is depicted to detect information bits
of terminal 2, it is sufficient to perform a post-multiplication by b1 in order to
estimate the sign of b2:

6.7 Performance Analysis

The performance of the proposed receiver in terms of bit error probability is
related to the first and second order statistics of (6.3). The distribution of the
unpredictable noise process, however, is no longer Gaussian [9].

The mean value of the decision variable (6.3) is

E½y1ðtÞy1ðt � 2spÞ� ¼ b1b2a1a2
r2nð1þ a22Þ
1� a21a

2
2

ð6:5Þ

where r2n ¼ var½n1ðtÞ� ¼ var½n2ðtÞ� is the variance of the thermal noise processes
involved in the loop. The relation between rn and r is

r2 ¼ var½y1ðtÞ� ¼ var½y1ðt � 2spÞ� ¼
r2nð1þ a22Þ
1� a21a

2
2
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For the sake of simplicity, let us assume hereby that a1 ¼ a2 ¼ a; assumed that
0\a\1:

Supposing a binary antipodal signalling (BPSK) modulation, the receiver 1
demodulates the bit b2 by deciding on the sign of the decision variable d ¼ b1 � s

where s ¼ E½z� ¼ E½y1ðtÞy1ðt � 2spÞ� ¼ b1b2jqjr2: Thus, an error occurs when
d[ 0 but b2 ¼ �1 and d\0 but b2 ¼ 1:

Due to the symmetry of the pdfs, the total probability of error Pe for the
receiver terminal 1 can be written as

Pe ¼ PeðaÞ ¼ 2

Z

1

a2

e
�a2z0
1�a4

p
ffiffiffiffiffiffiffiffiffiffiffiffiffi

1� a4
p K0

z0

1� a4

�

�

�

�

�

�

�

�

� �

dz0 ð6:6Þ

As a first important result, it can be highlighted that the probability of error does
not depend on the noise variance but only on the loop gain a.

6.8 Probability of Detection of a Third Unwanted Listener

Let us assume hereby that a third unwanted user is listening the transmission of
terminal 1. The terminal 3 can be supposed, without loss of generality, to have a
different propagation delay sp3 6¼ sp and an independent thermal noise process
n3ðtÞ 6¼ fn1ðtÞ; n2ðtÞg:

The signal received by the unwanted listener can be written as

�y1ðtÞ ¼ y1ðtÞ þ n3ðtÞ ¼ n3ðtÞ þ n1ðtÞb2a2n2ðt � spÞ
þ b1b2a1a2n1ðt � 2spÞ þ b1a1b

2
2a

2
2n2ðt � 3spÞ

þ b21b
2
2a

2
1a

2
2n1ðt � 4spÞ þ b21b

3
2a

2
1a

3
2n2ðt � 5spÞ þ � � � ð6:7Þ

The mean value of the 2sp3-shifted correlation �y1ðtÞ�y1ðt � 2sp3Þ can be derived to
be

E½�y1ðtÞ�y1ðt � 2sp3Þ� ¼
bk1b

k
2r

2
nða1a2Þkð1þa22Þ
1�a21a

2
2

if sp3 ¼ ksp; k 2 N
0 if sp3 6¼ ksp; k 2 N

(

ð6:8Þ

The decision variable of the third unwanted party depends on the multiplication of
the information bits b1 and b2, both unknown at the unwanted listener.

This result means exactly that the third unwanted listener is not able at all to
demodulate the information exchanged between users 1 and 2. This impossibility
is intrinsic in the modulation method at physical layer level.
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6.9 Probability of Denial of Service by a Third Unwanted User

The user n.3 tries to disturb as much as possible the radio link between legal users
n.1 and n.2 by actively starting a noise loop modulated communication towards
user n.1. The received signal of user n.1 is now

y1ðnÞ � K12y1ðn� 2kÞ � K13y1ðn� 2hÞ ¼ n1ðnÞ þ K2n2ðn� kÞ þ K3n3ðn� hÞ
ð6:9Þ

where Kij ¼ KiKj with Ki ¼ biai; while k and h are the propagation delays of the
radio links between users 1–2 and 1–3, respectively. In this case the noise term is
eðnÞ ¼ n1ðnÞ þ K2n2ðn� kÞ þ K3n3ðn� hÞ and it is still a white Gaussian process
eðnÞ�Nð0; r2eÞ with

r2e ¼ ð1þ K2
2 þ K2

3Þr2n ¼ ð1þ a22 þ a23Þr2n ð6:10Þ

Equation 6.9 can be written as a stochastic autoregressive process

y1ðnÞ � K12y1ðn� 2kÞ � K13y1ðn� 2hÞ ¼ eðnÞ ð6:11Þ

that can be solved by using the Yule–Walker equations [23]

Ry1y1ð2kÞ � K13Ry1y1ð2ðh� kÞÞ � K12Ry1y1ð0Þ ¼ 0

Ry1y1ð2hÞ � K12Ry1y1ð2ðh� kÞÞ � K13Ry1y1ð0Þ ¼ 0

� K13Ry1y1ð2kÞ � K12Ry1y1ð2hÞ þ Ry1y1ð2ðh� kÞÞ ¼ 0

� K12Ry1y1ð2kÞ � K13Ry1y1ð2hÞ þ Ry1y1ð0Þ ¼ r2e

8

>

>

>

>

<

>

>

>

>

:

ð6:12Þ

We aim to extract the decision variable of user n.1 Ry1y1ð2kÞ in order to see if the
legal user n.1 suffers from the presence of the unwanted user n.3 communication.
By solving the system we have

Ry1y1ð2kÞ ¼

b1b2
a1a2ð1þa22þa23Þð1þa21a

2
3�a21a

2
2Þ

ð1�a21a
2
2�a21a

2
3Þ

2 r2n if h 6¼ k; h 6¼ 2k; h 6¼ k=2

b1a1ðb2a2 þ b3a3Þ r2e
1�a21a

2
2�a21a

2
3

if h ¼ k

b1b2a1a2
r2e

ð1�b1b3a1a3Þð1�a21a
2
2�a21a

2
3Þ

if h ¼ 2k

0 if h ¼ k=2

8

>

>

>

>

>

<

>

>

>

>

>

:

ð6:13Þ

The sign of the first term of Eq. 6.13 depends on the sign of b1b2 and not on
b3, so the legal user n.1 can correctly demodulate the information coming from
user n.2 without any disturb from user n.3. The second term of Eq. 6.13

Ry1y1ð2kÞ ¼ b1a1ðb2a2 þ b3a3Þ r2e
1�a21a

2
2�a21a

2
3
depends on the information bit b3 so

invalidating the radio link 1–2, but it is valid only when the propagation
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delay of the radio link between users 1–2 and 1–3 is exactly the same. This
condition is almost impossible in real wireless scenarios. The third term

Ry1y1ð2kÞ ¼ b1b2a1a2
r2e

ð1�b1b3a1a3Þð1�a21a
2
2�a21a

2
3Þ
does not imply any denial of service,

while the fourth term does because the improbable condition h ¼ k=2 causes
the decision variable to be zero. The presence of two very particular points
which can cause denial of service (DoS) should not create panic because those
situations are incredibly improbable and moreover the two legal users, once the
noise loop modulation is started, can exchange a locally generated additional
delay in order to avoid such dangerous situations.

6.10 FPGA Implementation

The proposed TX/RX scheme has been implemented on a Xilinx Virtex II FPGA
to evaluate the real computational complexity and to prove the validity of data
detection on a fixed point signal processing system. The transmission, reception
and baseband processing branches for two terminals have been implemented in
VHDL using Xilinx System Generator tool. The Matworks Simulink model of the
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−0.1

0

0.1
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Fig. 6.3 FPGA implementation: baseband signals for forward and reverse channels
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implemented chain is represented in Fig. 6.2. The model includes two
PN-sequence generators to emulate the transmitted data from both terminals, a
timing section, the TX and RX frontends, a delayed AWGN emulator, and other
performance evaluating blocks. The baseband signal generated by the two noise-
loop terminals are represented in Fig. 6.3 for both forward and reverse channels
(respectively Ch1 and Ch2). The detected data are reported in Fig. 6.4. No visible
correlation can be found with the baseband signal of Fig. 6.3, confirming the
assumptions made in the theoretical sections of this work.

The complexity of the proposed implementation is reported in Table 6.1. As
shown both the transmitter and receiver blocks use a very small portion of the used
FPGA, though framing and synchronization have not been addressed yet.
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Fig. 6.4 FPGA implementation: detected data from both receivers

Table 6.1 FPGA utilization
(total and fraction of Xilinx
Virtex II xc2vp30-5ff1152
resources)

FPGA resource TX module RX module

Multipliers (MULT) 1 (0.7%) 3 (2.2%)
Look-up tables (FGs) 136 (0.4%) 42 (0.1%)
Arithmetic logic (CYs) 75 (0.2%) 40 (0.1%)
Storage elements (DFFs) 68 (0.2%) 165 (0.6%)
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6.11 Conclusions

This paper presents a survey on physical layer security in cognitive radio net-
works. Challenging problems are outlined due to the characteristic of accessing
spectrum dynamically in cognitive radio networks. First, general security problems
are analyzed in wireless networks because wireless media is the common char-
acteristic in cognitive radio networks. Then, security problems, especially relative
to cognitive radio network, are discussed.

A possible (new) technique for physical layer security in cognitive radio net-
works, previously proposed in [9, 10], is here discussed. Potential applications of
the proposed techniques are found in wireless communications systems where an
initial shared secret is not available.
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Chapter 7

Gram-Schmidt Orthogonalization
on Encrypted Vectors

Pierluigi Failla and Mauro Barni

Abstract In this paper we address a privacy preserving version of the well known
Gram-Schmidt orthogonalization procedure. Specifically, we propose a building
block for secure multiparty computation, that is able to orthogonalize a set of com-
ponentwise encrypted vectors. Our setting is the following: Bob needs to compute
this orthogonalization on some vectors encrypted with the public key of Alice. Hence,
our intent is not to propose a stand-alone protocol to solve a specific scenario or a
specific application, but rather to develop a sub-protocol to be embedded in more
complex algorithms or protocols where the vectors to be orthogonalized can be the
result of previous computations.We show that our protocol is secure in the honest but
curious model and evaluate its computation complexity.

Keywords Secure multi-party computation � Homomorphic cryptography

7.1 Introduction

The classical way to protect sensitive information from misuse is to encrypt it as
soon as the information is generated and to store it in an encrypted form. However,
when the information needs to be processed, it is necessary to decrypt it, hence,
creating a weakness in the security of the whole process. The problem with the
classical approach is the assumption that the owner of the data and the party in
charge of processing it trust each other: the encryption layer is used only to protect
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the data against third parties. In many cases, however, the owner of the infor-
mation may not trust the third parties that are asked to manipulate the sensitive
informations. In this scenario, the possibility of applying particular cryptographic
techniques to process encrypted data has received a considerable attention in the
last years. The problem of computing with encrypted data has been intensively
studied in the past 30 years [21]. Following that direction, researchers developed
many protocols to be applied in applications where the privacy and the security of
the inputs are crucial. The proposed applications range from heuristic search in
encrypted graphs [12]; ElectroCardioGram (ECG) classification [4]; data mining
[1]; face recognition [11]; remote diagnosis [7].

In this paper, we consider a scenario in which two parties are interested in
computing a given functionality in a privacy preserving way, but this functionality
needs a sub-protocol that computes the Gram-Schmidt orthogonalization on
encrypted vectors. Our intent is to study this particular sub-protocol, giving a
detailed description comprehensive of security proof and complexity evaluation.

To the best of our knowledge, this problem has never been addressed so far.
Therefore, this work focuses on the problem of developing a protocol that realizes the
Gram-Schmidt procedure in a privacy preserving fashion. There are a lot of appli-
cations in which this kind of sub-protocol could be embedded as a basic privacy
preserving primitive, including:QRdecomposition [13]; linear least squares problems
[6]; face recognition [24]; improving performances of neural networks [19]; wavelets
computation [9]; principal component analysis [22] and image compression [18].

7.2 Signal Processing in the Encrypted Domain

The classical security model is targeted towards protecting the communication
between two trusted parties against a third malicious party. In such cases it is
sufficient to secure the transmission layer that stays on top of the processing
blocks. Most of the applications today, work in this way, for instance when you log
in a website, only the transmission is protected and on the other side the website is
able to interpret your data in plain form while eventual thirds parties can see only
an encrypted communication.

In the last years, the number of applications in which the classical model in not
longer adequate has considerably increased since there are several non-trusted parties
involved in the process of communication, distribution and processing data. Consider,
for example, a remote diagnosis service (say Bob) where a non-trusted party is asked
to process somemedical data (owned byAlice) to provide a preliminary diagnosis. It is
evident that the security of the users of such a system would be more easily granted if
the server was able to carry out the task without getting any knowledge about the data
provided by the users (not even the final result). Similarly the service provider may
desire to keep the algorithms he is using to process the data secret, since they represent
the basis for the service he is providing. Clearly the possibility of such kind of
computation would be of invaluable help in situations like those described above.
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Without being too specific and avoiding to discuss the details required by a
precise definition, we may define secure signal processing or signal processing in

the encrypted domain a collection of techniques that permit to solve the following
problem: given the signals x1 and x2 signals (or data) belonging to Alice and Bob,
compute the output of known function f ðx1; x2Þ without that Alice (Bob) gets any
information about x2ðx1Þ in addition to that inferable from the output of the
computation itself. As generalization it is possible to consider the case in which
f ð:Þ is known only to a party and it has to be kept secret as well.

The number of possible applications of these techniques is virtually endless.
Among the most interesting scenarios investigated so far we mention: private
database access [1], in which the Alice accesses a server owned by Bob by means
of an encrypted query; private data mining [17], in which two or more parties wish
to extract aggregate information from a dataset formed by the union of their
private data; secure processing of biometric data [8], in which biometric signals
are processed in the encrypted domain to protect the privacy of the owners;
watermarking of encrypted signals [16], for digital rights management within
buyer-seller protocols; recommender systems [3], in which user’s data is analyzed
without disclosing it; privacy-preserving processing of medical data [4], in which
sensitive medical data is processed by a non-trusted party, for remote medical
diagnosis or any other form of homecare system whereby health conditions are
monitored remotely.

7.3 Notation and Preliminaries

In the last few years, new techniques related to homomorphic encryption and
multiparty computation showed that it is possible to perform several kinds of
computations directly in the encrypted domain in an efficient way and without
revealing the information hidden inside the cryptogram [2]. Following this
direction, researchers developed many protocols where the protection of the inputs
provided by the various parties involved in the computation is a crucial goal. The
present work is part of this research streamline.

In the rest of the paper we will use the following notation:

• V ¼ fv1; v2; . . .; vmg is a set of m vectors 2 R
n

• With h�; �i we indicate the inner product: ha; bi ¼
Pn

i¼1 aibi
• With a½ �½ � we indicate the Paillier [20] encryption of a; if a is a vector we always
indicate with a½ �½ � the componentwise encryption of a

• s is the cryptosystem security parameter (i.e. for short term security 1024 bit)
and ‘ is the bit size of a cryptogram,1 moreover ZN is the ring in which the
cryptosystem is defined ðs ¼ dlog2 NeÞ:

1 Using the Paillier cryptosystem we have the following equality: ‘ ¼ 2s.
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We recall that the following basic mapping2 holds for Paillier’s cryptosystem:
x½ �½ � y½ �½ � ¼ xþ y½ �½ � and x½ �½ �y¼ xy½ �½ �:
Moreover, we recall the Big-O notation [15] that measures the computational

complexity in bit operations. Assuming that the biggest number involved in the
computation has ‘ bits we have add ¼ Oð‘Þ to compute addition or mult ¼ Oð‘2Þ

to compute multiplication and finally exp ¼ Oð‘3Þ to compute exponentiation. In
the rest of this paper we often need to compute exponentiation by �1 (or negative
numbers), this operation is equivalent to compute the multiplicative inverse in the
space of the ciphertexts (namely Z�

N2 ), this operation can be computed by using the
extended GCD and its computational complexity is equal to compute an expo-
nentiation, so Oð‘3Þ. Furthermore, we remind that for Paillier cryptosystem
enc � dec ¼ Oð‘3Þ:

7.4 Basic Building Blocks

In this section we introduce some basic building boxes that we will use to con-
struct our protocol.

7.4.1 eMul

The first sub-protocol, eMul allows to compute the product of two Paillier
ciphertexts obtaining xy½ �½ � ¼ eMUIð x½ �½ �; y½ �½ �Þ and is a well-known technique. Let us
recall it. Suppose that Bob owns x½ �½ �and y½ �½ �encrypted with the public key of Alice,
he can obfuscate both cryptograms adding two random numbers due to homo-
morphic additive properties and obtain xþ rx½ �½ � and yþ ry

� �� �

. Now he sends these
cryptograms to Alice, she decrypts and multiplies them finding: w ¼ xyþ xryþ
yrx þ rxry, she encrypts it and sends back to Bob that computes:

2 To be more precise, we have that given an instance of a Paillier cryptosystem and defined as E
and D the functionalities of encryption and decryption respectively, the following properties
hold:

DðEðxÞEðyÞÞ ¼ DðEðxþ yÞÞ

and

DðEðxÞkÞ ¼ DðEðkxÞÞ:
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w½ �½ � x½ �½ ��ry y½ �½ ��rx rxry
� �� ��1

¼ w½ �½ � �xry
� �� �

�yrx½ �½ � �rxry
� �� �

¼ w� xry � yrx � rxry
� �� �

¼ xyþ xry þ yrx þ rxry
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

w

�xry � yrx � rxry

2

4

3

5

2

4

3

5

¼ xy½ �½ �

ð7:1Þ

obtaining exactly the product of the two encryptions.
Computing eMul requires two rounds (one from Bob to send the obfuscated

ciphertexts and one from Alice to send back the result) and a bandwidth of 3‘
(three ciphertexts are sent) with a computational complexity equal to: 3 exp needed

to compute x½ �½ ��ry ; y½ �½ ��rx and rxry
� �� ��1

; 5mult needed to obfuscate x½ �½ �; y½ �½ � and to
compute the additions to w½ �½ �; 2 dec to obtain in plain xþ rx and yþ ry and finally
1 enc to encrypt the result, for a total asymptotic number of 6 exp operations.
Later in this paper we refer to eMul using the following notation:
eMulð x½ �½ �; y½ �½ �Þ ¼ x½ �½ � � y½ �½ �:

7.4.2 eInv

To realize our construction we will use another building block: eInv. This sub-
protocol works as follow: given an encrypted value x½ �½ � we have:

eInvð x½ �½ �Þ ¼
1

x

� �� �

: ð7:2Þ

To reach this goal we use a multiplicative blinding approach [14], in fact
assuming T sufficiently bigger than x the multiplicative blinding Tx ca be assumed

to be secure.3 By this, Bob can compute Tx½ �½ � ¼ x½ �½ �T by homomorphic properties
and send the result to Alice that is able to decrypt obtaining Tx. Now, she com-
putes 1

Tx
encrypts it and sends back to Bob 1

Tx

� �� �
. Bob removes the multiplicative

blinding due to homomorphic properties: 1
x

� �� �
¼ 1

Tx

� �� �T
and obtain the desired

result.
Computing eInv requires two rounds and a bandwidth of 2‘ because only two

cryptograms are sent: one from Bob and one from Alice. The computational
complexity can be measured as: 1 exp for the multiplicative blinding, 1 dec for
decryption, 1 enc for encryption and 1 exp to remove the blinding; for a total of
4 exp bit operations.

3 Respect to the additive blinding, the multiplicative one requires a larger number of bits to
achieve the same security level.
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7.4.3 eDot

Another basic building block our protocol relies on is the the inner product
between two encrytped vectors. More formally: given x½ �½ � and y½ �½ � encrypted with
Alice’s public key, the protocol eDotð x½ �½ �; y½ �½ �Þ computes hx; yi½ �½ �. To realize this
sub-protocol it is possible to use data obfuscation. Given two vectors of random
values rx and ry, generated by Bob, he is able to evaluate the obfuscation of x½ �½ �

and y½ �½ � as the componentwise product: x½ �½ � rx½ �½ � ¼ xþ rx½ �½ � and y½ �½ � ry
� �� �

¼

yþ ry
� �� �

. At this point Bob can send to Alice these two vectors of obfuscated
values. Alice decrypts them and computes:

hxþ rx; yþ ryi ¼
Xn

i¼1

ðxi þ rxiÞðyi þ ryiÞ

¼
Xn

i¼1

xiyi þ xiryi þ yirxi þ rxiryi

¼
Xn

i¼1

xiyi þ
Xn

i¼1

xiryi þ
Xn

i¼1

yirxi þ
Xn

i¼1

rxiryi

ð7:3Þ

encrypts the scalar product obtaining: hxþ rx; yþ ryi
� �� �

¼
Pn

i¼1 xiyiþ
��

Pn
i¼1 xiryi þ

Pn
i¼1 yirxi þ

Pn
i¼1 rxiryi��. Then she sends it back to Bob. Bob has to

remove the obfuscation, to do this consider that:

Xn

i¼1

xiyi þ
Xn

i¼1

xiryi þ
Xn

i¼1

yirxi þ
Xn

i¼1

rxiryi

" #" #

¼
Xn

i¼1

xiyi

" #" #
Xn

i¼1

xiryi

" #" #
Xn

i¼1

yirxi

" #" #
Xn

i¼1

rxiryi

" #" #

ð7:4Þ

moreover Bob can compute:

Xn

i¼1

xiryi

" #" #

¼
Yn

i¼1

xi½ �½ �ryi ð7:5Þ

Xn

i¼1

yirxi

" #" #

¼
Yn

i¼1

yi½ �½ �rxi ð7:6Þ

Xn

i¼1

rxiryi

" #" #

ð7:7Þ

by using the additive property of the cryptosystem and the fact that he knows rx
and ry in plain. Hence, Bob can compute:
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hx; yi½ �½ � ¼ hxþ rx; yþ ryi
� �� � Xn

i¼1

xiryi

" #" #�1
Xn

i¼1

yirxi

" #" #�1
Xn

i¼1

rxiryi

" #" #�1

: ð7:8Þ

Computing eDot requires two rounds: one to send the obfuscated vectors to
Alice and one to send back the result; with a bandwidth of ð2nþ 1Þ‘, because Bob
sends two vectors of length n and Alice returns only one ciphertext. About the
computational complexity we have:

ð 2n
|{z}

compute dot product

þ 3
|{z}

remove obfuscation

Þmult þ 2n decþ 1 encþ 2n exp
|fflffl{zfflffl}

obfuscate vectors

’’ ð4nþ 2Þ exp:

ð7:9Þ

Table 7.1 shows the three complexities of the sub-protocols described so far.

7.5 Gram-Schmidt Orthogonalization on Encrypted Vectors

In the following section we introduce our construction to compute Gram-Schmidt
orthogonalization on encrypted vectors. First of all we give a brief description of
Gram-Schmidt process in its plain version, than we examine our privacy pre-
serving protocol paying attention to security requirements and complexities.

7.5.1 Gram-Schmidt Orthogonalization in the Plain Domain

Gram-Schmidt Orthogonalization is a procedure for the orthogonalization of a set
of vectors in a Euclidean space [23]. Given a set V of m vectors, it is possible to
show that Algorithm 1 replaces V with a set of orthogonal vectors.

Table 7.1 Sub-protocols
complexities

Sub-protocol Rounds Bandwidth No. of exponentiations

eMul 2 3‘ 6 exp
eInv 2 2‘ 4 exp
eDot 2 ð2nþ 1Þ‘ ð4nþ 2Þ exp
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Note that the computational complexity is asymptotically equal to Oðnm2Þ
multiplications [13]. Adding a normalization step at the end of Algorithm 1 it is
possible to obtain an orthonormalized set. However, techniques for the normali-
zation of encrypted vectors are out the scope of this paper.

7.5.2 Privacy Preserving Gram-Schmidt Protocol

We consider the case in which Bob owns a set of componentwise encrypted
vectors with the public key of Alice and he needs to extract an orthogonalized
version of them. For sake of simplicity we assume that V is a set of linearly
independent vectors; this choice avoids the necessity of catching a division by

zero. Otherwise, it is possible considering a variant where Bob asks to Alice to
check if hvi; vii is equal to zero, if is this the case Alice just sends back the
encryption of zero.4 We already introduced all the basic blocks we will use
(See Sect. 7.4), so we can translate Algorithm 1 in the following Protocol 2.

During Step 1 we use sub-protocols eInv and eDot to compute s1 ¼ 1
hv1;v1i

used
later in Step 4 to scale the projection. The main part is Step 4 where using sub-
protocols eDot and eMul it is possible calculate vi ¼ vi � hvi; vjisjvj:

Security Discussion

To discuss the security of our construction we simply recall that in each step the
data are encrypted when used by Bob or obfuscated, when used by Alice. Thus the
privacy is achieved in the honest but curious model [10] due to IND-CPA property
of Paillier cryptosystem and the security of obfuscation.

4 It is simple to note that this reveals to Alice the rank of the set V.
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Complexities

We now briefly discuss the complexity of the proposed protocol. We assume that
Bob already owns the vectors so in our complexity evaluation we do not consider:
the bandwidth, the rounds and the operations needed to manipulate the vectors
until the beginning of this protocol. We will examine the two principal steps in the
protocol: Step 4and Step 6 (this is equal to Step 1). During Step 4 there are 2nþ 1
calls to eMul and 1 to eDot, so 4nþ 3 rounds are needed with a bandwidth of
ð2nþ 7Þ‘. Finally, resulting in a computational complexity of ð16nþ 8Þ exp. Now,

consider that it is necessary to execute Step 4 mðmþ1Þ
2 times. Summarizing Step 4

requires: mðmþ1Þð4nþ3Þ
2 rounds; a bandwidth of mðmþ1Þð2nþ7Þ

2 ‘ and a computational

complexity of: mðmþ1Þð16nþ8Þ
2 exp: Finally, Step 6 requires m executions and for each

of them is just one call to eInv and one to eDot, so we can affirm that: 2mþ 2m ¼
4m rounds are needed with a bandwidth5 ð2þ nþ 1Þm‘ ¼ ð3þ nÞm‘ and a
computational complexity ð4þ 4nþ 2Þ exp ¼ ð6þ 4nÞmexp. Summarizing we
have:

mðmþ 1Þð4nþ 3Þ

2
|fflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

Step 4

þ 4m
|{z}

Step 6

’ Oðnm2Þ ð7:10Þ

rounds, for a bandwidth of:

mðmþ 1Þð2nþ 7Þ

2
|fflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

Step 4

þð3þ nÞm
|fflfflfflfflffl{zfflfflfflfflffl}

Step6

0

B
B
@

1

C
C
A
‘ ’ Oðnm2‘Þ ð7:11Þ

bits, and eventually:

mðmþ 1Þð16nþ 8Þ

2
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

Step 4

þð6þ 4nÞm
|fflfflfflfflfflffl{zfflfflfflfflfflffl}

Step 6

0

B
B
@

1

C
C
A

exp ¼ Oðnm2‘3Þ ð7:12Þ

bit operations.

5 Consider that eDot is computed on the same vector vi, so just n encryptions are sent by Bob
instead than 2n.
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7.6 Conclusions

In this paper, we have proposed a secure protocol to compute the Gram-Schmidt
orthogonalization on vectors encrypted with an additive homomorphic crypto-
system like Paillier’s. We proved that our construction is secure because nothing is
revealed to the parties. The idea was to propose a building block that could be used
off the shelf in more complex privacy-preserving systems. To achieve our goal, we
proved the protocol to be secure in the honest but curious model. Moreover, we
show all the complexities involved: bandwidth, rounds and bit operations.

In the future, various improvements can be investigated, for instance, it is clear
that for a real use of this protocol it is necessary to quantize the vectors because
cryptosystems work on integer number representation, so a study of the error
introduced by quantization will be really needed for practical implementations.
Furthermore, techniques to normalize the encrypted vectors will be useful to
generate an orthonormal version of the basis. Finally, it is possible to use tech-
niques like those proposed in [5] to study a packetized version of our construction
that could be much more efficient.
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Chapter 8

A Peer-to-Peer Secure VoIP Architecture

Simone Cirani, Riccardo Pecori and Luca Veltri

Abstract Voice over IP (VoIP) and multimedia real-time communications
between two or more parties are widely used over the Internet. The Session Ini-
tiation Protocol (SIP) is the current signaling standard for such applications and
allows users to establish and negotiate any end-to-end multimedia session.
Unfortunately current SIP-based platforms use a centralized architecture where
calls between User Agents (UAs) are routed based on static public-reachable proxy
servers, suffering of well-known scalability and availability problems. Moreover,
security is currently poorly implemented and, when supported, it usually relies on
a third-party trust relationship or on a Public Key Infrastructure (PKI). In this work
we propose a completely distributed P2P VoIP architecture where calls are routed
relying on a Location Service implemented through a Distributed Hash Table
(DHT). End-to-end security is also provided without the use of any centralized
server or PKI. Secure media sessions are established and authenticated on the basis
of previously established sessions or by simple peer’s voice recognition. The
proposed architecture has been also implemented and publicly released.
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8.1 Introduction

Peer-to-peer (P2P) architectures have been getting very popular in the last years
thanks to the great variety of services they can provide. When they were born, they
were mainly deployed as a simple, decentralized, and scalable way to exchange
files, but they have now become very popular also for a lot of different services,
exploiting the possibility of sharing bandwidth, computing power, storage
capacity, and other resources between peers.

Thanks to the large diffusion of broadband connections, Voice-over-IP (VoIP)
technology has reached more and more success; with its versatility it can serve
from simple audio/video communications between two entities within the same
administrated IP network to conference scenarios amongst different domains. The
Session Initiation Protocol (SIP) [1] is the current signaling standard for VoIP
applications, implemented in almost all standard VoIP devices. SIP can be used to
setup any multimedia real-time session between two or more endpoints.

Although two SIP User Agents (UAs) can communicate directly without any
intervening SIP infrastructure, which is why the protocol is sometimes described
as peer-to-peer, this approach is impractical for a public service. In fact, according
to a pure peer-to-peer SIP scenario the caller should know how to contact the
callee, that is, it has to know the callee’s IP address and port number which the
callee’s UA is listening on. Since this information is usually unknown in advance,
it is necessary to rely on additional network elements (i.e., proxy servers, redirect
servers, registrar servers) that, according to the SIP architecture, provide all the
functionalities to register UAs and to properly route SIP calls. This is how all
current SIP-based VoIP platforms have been implemented and work.

Unfortunately proxy servers represent a single-point of failure, and make the
overall SIP architecture suffer of well-known scalability and availability problems.

Security is also an open issue for the current VoIP solutions since it is still
poorly implemented and, when supported, it usually relies on a third-party trust
relationship (e.g. users’ keys are maintained and distributed by servers) or on a
Public Key Infrastructure (PKI) that, in turn, is still not widely implemented and
supported, and suffers of scalability problems too.

For such reasons, we studied and propose a new architecture that, widely
adopting a P2P paradigm, provides secure VoIP service in a completely distrib-
uted, scalable, and reliable manner. According to such an architecture, SIP calls
are routed via a Distributed Hash Table (DHT) based P2P infrastructure [2, 3]
allowing the two UAs to establish any multimedia session regardless of the current
points of attachment of the UAs and the available SIP nodes. Multimedia sessions
are end-to-end secured on the basis of a Security Association (SA) that the two
peers share without the use of any intermediary node. Such a SA is dynamically
built between peers through a new key agreement protocol based on the MIKEY
[4] Diffie–Hellman exchange authenticated, in a ZRTP-like fashion [5], exploiting
previous established session keys or voice recognition based on the vocal reading
of an authenticating short string.
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The rest of the paper is organized as follows. In Sect. 8.2 current VoIP
architectures and signaling and security protocols are briefly summarized. In
Sect. 8.3 we present our P2P secure VoIP proposal, accurately describing both
the distributed architecture for call routing and the key agreement protocol used
to secure end-to-end VoIP communications. Section 8.4 presents a possible
implementation and finally in Sect. 8.5 we draw some conclusions and indicate
further works.

8.2 Current VoIP Architectures and Protocols

The Session Initiation Protocol (SIP) [1] is the IETF standard signaling protocol
defined for initiating, coordinating and tearing down any multimedia real-time
communication session between two or more endpoints. Such endpoints are
commonly referred to as SIP User Agents (UAs). According to SIP, in order to
setup a multimedia session a caller UA sends an INVITE request to the callee UA,
addressed by a SIP URI that may identify: (i) the callee, or (ii) the actual contact IP
address and port where the callee UA can currently be found. Since the former
mechanism does not require the caller to know the actual contact address of the
callee UA, it is the only way currently implemented by VoIP systems. However,
such a method requires a way to dynamically map a user URI to the actual contact
address of one or more UAs where he can be reached. In the standard SIP
architecture, this is achieved by SIP intermediate nodes (like Proxy or Redirect SIP
servers) and by a proper registration mechanism through which the UAs update
their contact addresses. This results into a call scheme referred to as SIP trapezoid
and formed by the caller UA, an outbound proxy (optional), the destination proxy
(which the callee is registered with), and the callee UA. Unfortunately, such an
architecture is server-centric and suffers of well-known scalability and availability
problems. In order to setup a session in a real P2P fashion, a fully distributed SIP
architecture is needed. Within the IETF a specific IETF WG, named P2PSIP, has
been started, aiming to develop a new protocol for establishing and managing
sessions completely handled by peers. The current IETF proposal is a binary
protocol named RELOAD [6]. Differently from RELOAD, in our work we con-
sidered and implemented a protocol completely based on SIP. Other examples of
non-IETF P2P VoIP protocols have been proposed in literature. The most relevant
example is Skype [7].

As far as a secure media session has to be established, the two peers also require
to agree on protocols, encryption and authentication algorithms, and keys, used to
secure media contents, e.g. through the Secure Real-time Transport Protocol
(SRTP) [8]. Such an agreement is often referred to as a Secure Association (SA).
SAs between two peers are usually the result of a dynamic process involving a key
agreement protocol (e.g. Internet Key Exchange (IKE) or TLS Handshake protocol
for Transport Layer Security (TLS)) that in turn uses some pre-shared secret or
public key to authenticate the SA negotiation. The core aspect of a key agreement
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protocol is the exchange of a master-key (or a pre-master key). For reasons of
freshness and of Perfect Forward Secrecy (PFS) guarantee, Diffie–Hellman (DH)
exchange is usually deployed for such an aim. Unfortunately, DH is vulnerable to
the well-known Man-in-the-middle (MITM) attack, through which a third party is
able to trick both peers forcing them to agree to two different keys shared with
itself. In order to prevent such a type of attack some sort of authentication of
exchanged messages is needed. This can be achieved through the use of a pre-
shared secret, by means of private and public keys and digital signature, or through
the use of other authentication mechanisms such as Short Authentication String
(SAS) [5]. The agreement on shared keys is a very strong assumption when applied
to a P2P scenario in which peers want to communicate with each other without any
pre-established relationship. Moreover, Certification Authorities (CAs) and PKI,
often used in conjunction with digital signatures, introduce a form of centralization
that does not fit with the scalability claimed for a P2P architecture.

In the following some current key agreement protocols are briefly summarized.
Multimedia Internet KEYing (MIKEY) [4] is a key exchange protocol ancillary to
SRTP, or other session-level security protocols, as it provides the means for setting
up session keys. It can work in three different modes in order to generate a
common master key (called TGK—Traffic-encrypting Generation Key) between
two parties:

• Pre-shared key with key transport; it demands that an individual key is previ-
ously shared with every other peer

• Public key with key transport; it needs the knowledge of the responder’s public
key or of its certificate and the use of a centralized PKI

• Public key with authenticated (signed) Diffie–Hellman (DH) key exchange; it is
more computationally expensive but grants perfect forward secrecy.

The main advantage of MIKEY, that is also the reason why we decided to use
it, is that it is independent from any other media or signaling protocol, and can be
encapsulated as part of the SDP payload during the session setup phase in SIP.
Thus, it requires no extra communication overhead. In MIKEY the joint DH value
is used directly as the derived key. Unfortunately, this leads to a key that does not
appear as randomly generated, as it would be expected for a robust master key [9].
In our proposal we derive the master key from a hashed value of the DH value and
previous master secrets, ensuring both random-likeness and dependance on pre-
vious secrets.

ZRTP [5] is an Internet-draft that describes a method to establish a session key
for SRTP sessions using authenticated DH key exchange and encapsulating the
relative messages in band in the media stream. The main feature of ZRTP is that
the DH key exchange is authenticated through the possession of pre-shared secrets
or the reading aloud of a SAS. As the authentication is not based on a centralized
PKI infrastructure, it is particularly suitable for a pure P2P scenario as considered
in this work.

108 S. Cirani et al.



8.3 P2P Secure VoIP Architecture

In this section we present a P2P VoIP architecture that can be used to setup a
secure media session between two VoIP UAs without requiring prior knowledge of
the callee’s IP address, and without relying on any centralized, server-based
infrastructure. In order to achieve such an architecture, two main components are
needed:

• A method for routing calls and for performing session setup in a completely
distributed, server-free, and reliable manner

• A method for establishing a SA and for agreeing on a session key, hopefully
guaranteeing perfect forward secrecy (PFS).

The next two subsections detail how these two components are designed in our
architecture.

8.3.1 Distributed Location Service

When a caller UA wants to initiate a session with a callee UA, it needs a way to
obtain the actual network address (IP address and port) of the callee.

In the standard SIP architecture, this is usually achieved through the SIP
trapezoid scheme. The goal of our architecture is basically to collapse the SIP
trapezoid into a single line, connecting UAs directly. In order to create a fully
distributed architecture for VoIP applications, we envisaged that SIP URI reso-
lution can be provided by a peer-to-peer network, allowing for storing and lookup
operations on SIP URIs. The most suitable peer-to-peer network type to do this is
represented by Distributed Hash Tables (DHTs). DHTs are structured peer-to-peer
networks which provide an information storage and retrieval service among a
number of collaborating nodes. Information are stored as key/value pairs, as in
regular hash tables. The structured nature of DHTs allows for upper-bounded
(logarithmic) lookup procedures, which let DHTs scale well for high number of
participating nodes. Based on DHTs, we have created a framework for a Dis-
tributed Location Service (DLS) [2]. The DLS is a peer-to-peer service built upon
a DHT which allows to store and retrieve information about the location of
resources in order to allow direct connections among the endpoints of a com-
munication. From an application perspective, the DLS offers two main methods:
put(key, value) used to store a mapping into the DHT, and get(key) to retrieve the
value associated with the given key.

According to our P2P VoIP architecture, the DLS stores mappings between a
URI identifying the resource (the callee UA) and a set of contact for the resource
(where and how the UA is currently reachable). Such information includes the
routable URL of the UA (containing IP address and port number), an optional
human-readable display name, an expiration time, and an access priority value.
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An example of session setup between two SIP UAs through DLS is depicted in
Fig. 8.1.

8.3.2 P2P VoIP Security

In this section a new key agreement protocol for multimedia P2P communications
is described. The objective of the proposed protocol is to securely establish a
master key between two multimedia SIP UAs that may or may not have already
communicated with each other. Our proposal has been designed in such a way that
it does not rely on any centralized PKI, as the new master key, created through a
DH exchange, is authenticated in one of the following methods:

1. By means of the previously established secrets between the two peers
2. By means of a pre-shared key (PSK) or passphrase
3. By performing a ZRTP-like SAS based authentication.

Note that the latter method, which directly involves the two users by requiring
them to read and compare the SAS (and verify the correctness of the voice of the
remote peer), is used only in case the previous methods are not available or have
failed.

The proposed mechanism is similar to the one used by the ZRTP protocol [5];
however the two mechanisms differ in some aspects and particularly:

• In the information exchanged during the key setup
• In the way such information is effectively encapsulated and exchanged
• In the possibility of authenticating the DH exchange through the use of a pre-
shared secret (e.g. a passphrase).

Particularly, ZRTP establishes a new master key directly at media level, by
using the RTP protocol as transport support for the key negotiation. Instead, the
proposed solution uses MIKEY as negotiation protocol, opportunely encapsulated
within SIP messages used for the session setup. In order to support a fully
authenticated DH exchange, the MIKEY protocol has been extended to consider a

Fig. 8.1 P2P session setup
through DHT-based DLS
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MIKEY 3-way handshake (MIKEY originally supported DH in a 2-way request/
response transaction). The new offer/answer/confirm handshake between the ini-
tiator (the caller) and the responder (the callee) is depicted in Fig. 8.2.

The Initiator is the entity sending a MIKEY OFFER to a Responder. The Offer
encompasses: (i) a MIKEY header (HDR), (ii) identities of both the initiator ðIDiÞ
and the responder ðIDrÞ; (iii) a random value ðRANDiÞ; (iv) the list of the offered
encryption and hash algorithms ðSAiÞ; (v) the DH part of the initiator ðDHiÞ; (vi)
secrets used for the further exchange authentication ðAUTHofferÞ: The AUTHoffer is
particularized depending on the selected authentication method. In case master
keys from previously established sessions are used for authentication (1), the
AUTHoffer is formed by two values RS1 and RS2 (retained secrets) respectively
obtained directly by the last two previously established master keysMK1 andMK2;
as follows:

RSj ¼ HMACðMKj; ‘‘Retained Secret’’Þ; j 2 f1; 2g:

Such RSj are used when computing the actual authentication field in the
ANSWER and CONFIRM messages. The reason for sending two retained secrets
is to face the case when in a previous setup, one of the two parties succeeded into
computing the correct master key and the other one did not (e.g. caused by a fatal
interruption during the session set up).

In case a pre-shared key (PSK) or passphrase is used (2), or in case of SAS
based authentication (3), the AUTHoffer field contains no data, and it is left empty.
Note that authentication method 2 is used only if no previous secrets have been
established and saved, while method 3 is used only if no previous secrets nor pre-
shared secret is available between the two parties, or if the previous methods have
failed.

Once the responder receives the MIKEY OFFER message, it controls the entire
message, chooses RANDr; SAr; and its part DHr of the DH exchange and calcu-
lates the hash ðDHresÞ of the new generated DH secret. He then generates the new
master secret MK0 as follows:

MK0 ¼ hashðDHreskIDrkRANDikRANDrkMKjÞ

Fig. 8.2 Proposed three-way
key agreement and session
setup
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where MKj is the previous master key corresponding to the more recent RSj that
matches one of the local stored retained secrets; if both given retained secrets do
not match the locally stored ones, or no RSs have been given at all, MKj is left
empty. The responder composes a MIKEY ANSWER message including: MIKEY
HDR, the identities IDi and IDr; the random value RANDr; the selected SAr; the
responder’s DH part DHr: Then, he calculates an authentication MAC of the entire
MIKEY ANSWER message as follows:

HMACr ¼ HMACðMK0;MIKEY ANSWERÞ

and uses it to build an AUTHanswer field that is appended to the ANSWER. The
AUTHanswer depends on the type of authentication that is performed:

• If AUTHoffer contained retained secrets, the AUTHanswer includes the matching
RSj and a HMACr

• If AUTHoffer was empty, if a pre-shared key PSK is available, the responder
composes an AUTHanswer formed by the HMACr encrypted with the PSK

• Otherwise AUTHanswer is simply formed by the HMACr; and SAS authentication
is performed successively.

Once the initiator receives the MIKEY ANSWER message, it checks the cor-
rectness of the HMACr and, if it succeeds, it sends a MIKEY CONFIRM message
including a AUTHconfirm built with the same rules used by the responder. The
AUTHconfirm; in turn, includes a HMACi that authenticate the original MIKEY
OFFER with the new master key, calculated as follows:

HMACi ¼ HMACðMK0;MIKEY OFFERÞ

If SAS authentication is required, it takes place after the multimedia session has
been setup. A short authentication string is generated as follows:

SAS ¼ hexadecimal values of first n bytes of HMACðMK0; ‘‘SAS’’Þ

Both users are then invited to read the SAS aloud. If the SAS showed at both
UA sides vocally matches, the new master key is considered secure and is saved in
order to be used for authenticating successive master keys.

The described MIKEY offer/answer/confirm exchange is encapsulated within
the standard SIP session setup procedure and can be used for establishing any P2P
multimedia communication.

As an example, in Fig. 8.3 an INVITE message with MIKEY offer is shown.

8.4 Implementation

The proposed P2P Secure VoIP architecture has been completely implemented in
Java language, according to the specifications provided in the previous section, and
integrated into an open source SIP UA. For this purpose, we have implemented a
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DHT-based DLS, completely transparent to the particular DHT algorithm and RPC
protocol used for DLS maintenance. Our current implementation uses Kademlia
[10] as DHT algorithm and dSIP [11] as DLS signaling protocol [2]. Pure P2P SIP
calls are performed by exploiting the DLS as a SIP LS. After the P2P UA has
enrolled into the DHT, it stores within the DHT the binding of the current UA’s
address to the user SIP URI. When a UA wants to perform a SIP call, the peer
performs a lookup to resolve the target user’s address, retrieves its location, and
sends the INVITE request to the UA. Legacy SIP UAs are also supported by using
a special peer named SIP Adapter and acting as SIP Proxy server. Registration
requests received by the SIP Adapter peer are translated to DHT PUT requests,
having the effect of storing the UA’s contact into the DHT. Outgoing INVITE
requests are sent to the SIP Adapter peer that will perform the lookup on behalf of
the UA and forward the request.

The implementation has been based on the open source MjSip stack [12] that is
a complete Java-based implementation of the layered SIP stack architecture as
defined by RFC 3261 [1], supporting both JavaSE and JavaME (J2ME/CLDC1.1/
MIDP2.0). The key agreement protocol described in the previous section has been
also implemented ([13] reports a first implementation of such a protocol) and
integrated. According to that, when a UA contacts a remote UA for the first time
no pre-stored keys are available and the media flows are established through SRTP
by using a new unauthenticated DH generated master key. In such a case, the two
parties perform SAS authentication, that in turn leads the two users to read a
displayed SAS string. If the authentication succeeds, the new key is stored and re-
used for authenticating further key agreement procedures, without requiring SAS
re-authentication.

Fig. 8.3 SIP INVITE
message including MIKEY
offer
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8.5 Conclusions

In this paper we have presented a distributed architecture for P2P secure session
initiation. In order to correctly route calls between any peers, a Distributed
Location Service has been considered, based on DHT.

Security of end-to-end sessions is guaranteed by media encryption and
authentication via SRTP protocol. The SRTP master key is negotiated through a
proper new key agreement protocol that does not require any third-party rela-
tionship. The key agreement is performed via the DH algorithm and authenticated
through a previously used session key (between the two parties), if available, or by
means of vocal reading and recognition of a short string (SAS).

The proposed architecture has been also implemented in Java language, based
on a SIP open source implementation. The current implementation includes a DLS
based on Kademlia as DHT algorithm and dSIP as communication protocol. We
also realized the Peer Adapter (that is a peer that can act as a standard SIP proxy
for legacy UAs) in order to route calls between DHT unaware UAs.
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Chapter 9

Improving QoS of Femtocells
in Multi-operator Environments

Franco Mazzenga, Marco Petracca, Remo Pomposini

and Francesco Vatalaro

Abstract The growth of self-installed femtocells in residential and office envi-
ronments triggers harmful femto-to-femto interference levels. In order to over-
come this problem, we suggested that operators mutually share their licensed
spectrum allowing femtocells to exploit also the frequency resources of other
operators. By assuming mutual arrangements among operators, we proposed
algorithms enabling femtocells to dynamically select the best operating channel
among those available from every operator just based on local interference mea-
surements. In such a way the interference between femtocells belonging to the
same operator can be considerably reduced. In this paper we describe and evaluate
performance of the proposed dynamic frequency selection algorithms in terms of
outage probability and average throughput per femtocell. In our analysis we
examine various scenarios in which we consider different number of available
frequency channels. Results show that in a multi-operator environments the pro-
posed approach allows to improve QoS in femtocell networks.
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9.1 Introduction

Femtocells are small domestic low cost and low power cellular-based access points,
also known as Home Nodes B (HNB’s) or ‘‘home base stations’’, which are self-
installed by consumers and are remotely managed by operators. HNB’s transmit
with a range of tens of meters in licensed band (e.g., UMTS frequency bands), thus
avoiding the need for dual mode devices, and provide mobile handsets with high
data rate wireless access to the mobile operator network through broadband wired
connection, such as cable, xDSL or optical fiber. The need for femtocells derives
from the consideration that mobile terminals are predominantly used within closed
spaces [2]. Indeed, since most of the mobile radio traffic is spent in the home and in
workplaces, a better indoor coverage is wished in order to increase the available bit-
rate as well as to off-load macrocells [1, 3]. In such a way, femtocells allow indoor
mobile radio users to use advanced data services, such as high quality video and
audio streaming, downloads, on-line gaming and other multimedia applications,
with a higher efficiency in the use of spectrum resources.

However, in the next envisaged scenario where operators can assign dedicated,
common or partially common channels to femtocell with respect to the frequencies
allocated to the macrocell network, macro-to-femto (cross-tier) and/or femto-
to-femto (co-tier) interference can occur [4, 9]. In particular, even when cross-tier
interference is avoided by allocating separated channels, the self-installation
nature of femtocells can lead to harmful co-tier interference especially in highly
dense HNB’s environments. This can impact on the QoS performance, up to
compromise the opportunity of enjoying high data rate services.

For this reason, in [8] we proposed Dynamic Frequency Selection Algorithms
(DFSA) aimed to redistribute the available spectrum belonging to different net-
work operators among femtocells just based on local interference measurements.
Under the assumption that the regulatory framework permits the mutual exchange
of frequency bands among operators, HNB’s can dynamically select the best
operating frequency according to a Cognitive Radio (CR) concept. This solution
allows to obtain improved performance in terms of network capacity and
achievable throughput per femtocell with respect to the random frequency
assignment resulting from the not coordinated deployment of HNB’s.

In this paper we evaluate the performance of DFSA in terms of outage prob-
ability and average Signal-to-Interference Ratio (SIR) in different scenarios.
Furthermore, two cases are analyzed: an ideal situation in which all the femtocells
in the considered scenario adopt the proposed DFSA; a more realistic situation in
which only some HNB’s conform to DFSA.

The paper is organized as follows. In Sect. 9.2 we provide a brief overview of
the regulatory aspects concerning the possibility of performing mutual frequency
exchange among different femtocell operators. The description of the proposed
algorithms is reported in Sect. 9.3. In Sect. 9.4 we detail the interference scenarios
considered for the performance analysis. Simulation results are shown in Sect. 9.5.
Finally, conclusions are drawn in Sect. 9.6.
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9.2 Regulatory Aspects

The proposed solution to limit co-tier interference in femtocell networks is
based on the assumption that network operators make arrangements one with
each other (similar to roaming agreements) to allow the reciprocal exchange of
operating frequency channels. However, while the infrastructure sharing among
telecom service providers is a mandatory policy by the European Commission
(EC) [5], the simultaneous mutual interchange of spectrum bands among net-
work operators is not currently permitted. Nevertheless, the guidelines proposed
by some regulatory bodies open interesting perspectives in this regard. Indeed,
the policy programme for the use of the European Union’s radio spectrum
foresees an efficient and flexible spectrum management as well as the promotion
of collective use of spectrum [7]. Moreover, the Radio Spectrum Policy Pro-
gramme (RSPP) encourages the development of standards able to avoid harmful
interference or disturbance by other radio or non-radio devices by means of
efficient spectrum usage techniques, especially when high density of radio
devices occurs [6].

In this perspective, the demonstration of the benefits deriving from the sharing
of licensed frequency bands among operators can contribute to review the com-
munications regulatory framework

9.3 Dynamic Frequency Selection Algorithms

We propose two different approaches for femtocells that differ in the preference
or not to use the frequency band of their operators. In the first case, each
femtocell takes into account its subscription to the specific operator and attempts
to use its own band until the SIR is above the required threshold q0. In the
second case, the femtocells are absolutely greedy and aim to maximize their SIR
careless of which operator offers the less interfered channel. It means that also if
a femtocell measures a SIR enough to guarantee the desired QoS level on its
frequency, it searches for another band that can maximize the throughput.
We refer to the two algorithms as Greedy Dynamic Frequency Selection
Algorithms (GDFSA) and Operator-oriented Dynamic Frequency Selection
Algorithms (ODFSA), respectively.

For the sake of simplicity, here we describe the proposed DFSA in the case that
each operator provides its femtocells with a single dedicated shared channel.
However, the proposed algorithms can be easily extended to the case of more
channels per operator assigned to femtocells.

In a multi-operator scenario with N network operators, the flow chart for
modeling the ODFSA by femtocells transmitting at the maximum power level is
reported in Fig. 9.1. A more detailed description of both the DSFA including the
case of femtocells implementing power control mechanisms can be find in [8].
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Once the femtocells of the different operators are deployed by users in the area,
they perform the start-up procedure [11], after which they start transmitting on
their operating frequency. Since in the ODFSA each femtocell prefers to maintain
the channel of its operator until the SIR on that channel (i.e. SIRop) is above the
required threshold q0, if the measured SIRop verifies this QoS condition, the
femtocell uses the channel of its operator although other channels are less inter-
fered and it enables its transmission state if it was temporarily off. Otherwise, the
femtocell searches for the less interfered channel among those of the other oper-
ators. However, if also the SIR on the new selected channel does not match the
QoS requirements, the femtocell sets its status to OFF, i.e. it just continues to
perform spectrum sensing and interference measurements without accessing the
channels (sensing mode). This programmed standby feature can be envisaged in
order not to damage the other femtocells: since the interference conditions prevent
the femtocell from transmitting, it temporarily disables transmission and switches
into sensing mode. When the measured SIRop or the maximum SIR among those of
the other operators returns above the threshold, the femtocell can operate on the
corresponding selected channel and enables transmission if previously it was off.

Note that the GDFSA can be seen as a special case of the ODFSA, since the only
difference is that each femtocell immediately selects the channel that maximizes its
SIR regardless of which operator has license for that frequency band. It means that
the first conditional block is skipped in Fig. 9.1. This different strategy results in a
maximization of the femtocell throughput with respect to the ODFSA.

It is worthwhile to note that the described cognitive algorithms are very simple
and easy to implement.

Fig. 9.1 Flow chart of the
ODFS algorithm
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9.4 Scenarios Description

In Fig. 9.2 we show the reference scenarios considered for our analysis. Figure 9.2a
represents a typical residential area of 100� 100m2 where femtocells belonging to
different network operators are randomly positioned in accordance to an uniform
spatial distribution. User terminals are assumed to be located 10 m away from their
HNB’s. The other assumed scenario is depicted in Fig. 9.2b, where we consider
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femtocells installed in a six floor residential building. HNB’s are indicated with
circle and each colour represents the assignment to a different operator. As regards
the number of femtocells within the building, we consider two cases corresponding
to different levels of HNB’s density. By assuming one HNB for each apartment, in
the first case each floor has two apartments (low–medium density scenario),
whereas in the second case four apartments are considered for each floor (high
density scenario). According to the typical self-installation by users, HNB’s are
randomly located inside the apartments. We assume that the floor area is 200 m2

and each floor is 3 m height. Equal-area apartments are assumed in which user
terminals are located at a distance of 4 m from the HNB.

In both scenarios, a typical multi-operator environment is considered where each
femtocell is subscribed to one of the N network operators. In our analysis we
assume both N ¼ 2 and N ¼ 3 operators providing services in the considered area.
The initial assignment of each femtocell to an operator (and therefore to an oper-
ating frequency) is randomly performed in accordance to an uniform distribution.
We assume that each operator allocates one dedicated frequency band for femtocell
communications. Hence HNB’s subscribed to a same operator do not suffer from
cross-tier interference, whereas they interfere one with each other due to the sharing
of a single radio channel. We assume that all the femtocells transmit at the maxi-
mum power level allowed by the standard specification, i.e. Ptx ¼ Pmax ¼
20 dBm [10].

We used different propagation models depending on the type of link considered.
As regards the indoor path loss we assume the ITU-R P.1238 model [10],
expressed as:

LINðdÞ½dB� ¼ L50ðdÞ þ LFM þ LW ð9:1Þ

where LFM is the additional shadow fade margin and LW is the penetration loss
related to the wall between adjacent apartments (i.e. apartments on the same floor)
or the outer wall of the buildings. From [10], we assume LFM ¼ 9:9 dB and
LFM ¼ 7:7 dB for the residential building and the residential area scenarios,
respectively. L50ðdÞ is the median path loss at a distance d, i.e. the loss exceeded at
50% of positions at that distance, given by the following expression:

L50ðdÞ½dB� ¼ 20 � log10 fc þ 10 � c � log10 d þ LfðnfÞ � 28 ð9:2Þ

In Eq. 9.2 fc is the operating frequency, c is the indoor path loss exponent and
LfðnfÞ is the floor penetration loss, which varies with the number of penetrated
floors nf . As recommended by the ITU-R [10], both c and LfðnfÞ depend on the
operating frequency and the environment. We assume that femtocells operate in a
residential environment at frequencies fc around 1800 MHz, with a channel
spacing between different network operators Dfc ¼ 10 MHz. Based on this
assumption, from [10] we set c ¼ 2:8 and LfðnfÞ ¼ 15þ 4 � ðnf � 1Þ. In the
building scenario we assume nf ¼ 6, while in the residential area scenario we
consider ground level apartments (nf ¼ 0).
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Note that for the residential building scenario the indoor path loss model is used
for both useful signal and interfering signals by setting LW ¼ 0 dB and
LW ¼ 15 dB, respectively. Conversely, in the residential area scenario only the
attenuation of the useful signal is modeled with (9.1), thus assuming LW ¼ 0 dB.
As for the outdoor attenuation model needed for assessing the interfering signal
propagation in this latter scenario, we considered the following expression:

LOUTðdÞ½dB� ¼ MCLþ 10 � n � log10
d

d0

� �

þ 2 � LW ð9:3Þ

where d[ 10 m is the distance in metres from the considered femtocell, MCL is
the minimum coupling loss in decibel for d0 ¼ 1 m, n is the outdoor path loss
exponent assumed equal to 4. For the sake of simplicity we considered just two
external walls crossed by the interfering signal and we set LW ¼ 10 dB.

In our analysis we focus on the following two different situations:

1. On–off case, i.e. all the femtocells in the area can or can not implement the
proposed frequency selection algorithms.

2. Hybrid case, in which a certain variable percentage of HNB’s conforms to
DFSA, while the rest of the femtocells are unable to implement CR techniques.

The first case is merely aimed at evaluating the QoS improvement deriving
from the proposed DFSA, while the second situation is considered to assess the
impact on QoS of a percentage of HNB’s defecting from the DFSA. This can be
expected in a more realistic scenario where failures or a transient state towards the
complete adoption of DFSA can occur. According to these considerations, we
apply the first case to the residential area scenario, while in the building scenario
the hybrid situation is considered.

9.5 Performance Results

We run simulations to evaluate the impact of the proposed DFSA on the QoS
performance of femtocells in the considered scenarios. The outage probability and
the average SIR per active femtocell are assessed as a function of the number of
HNB’s in the area and the percentage of non DFSA-conformed HNB’s in the
on�off and hybrid cases, respectively. Since the outage performance with GDFSA
and ODFSA are very similar [8], in this work we report results obtained with
GDFSA, which allows to maximize the average SIR. Hence in the following of
this section we refer to the greedy version of the algorithm as DFSA. The required
QoS threshold q0 is assumed equal to 9:4 dB and 16:4 dB for the residential area
and residential building scenarios, respectively. As in [8], for both scenarios each
femtocell is randomly scheduled for the interference measurements and the status
update. Furthermore, the simulation time is appropriately set to guarantee the
convergence of the DFSA, i.e. at the end of the test each femtocell has selected the
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best operating frequency channel. Simulation results are obtained using a Monte
Carlo based approach.

As for the first considered scenario, in Fig. 9.3 we report the outage probability
obtained without the chance to exchange frequency channels among operators
compared with the curves related to DFSA for two and three available channels.
A marked improvement of network capacity is observed by applying the proposed
algorithms with respect to the initial random frequency assignment. Moreover,
note that an increase of the number of available frequency bands results in an
improvement in the number of active femtocells per frequency. As an example,
given an outage probability of 5%, in the case of two frequency channels, we
obtain about 34 served femtocells per frequency, while in the same scenario with
three network operators we have 47 active femtocells per channel. We also report
in Fig. 9.4 the average achievable SIR per active femtocell as a function of the
number of femtocell per frequency in the area. We can observe that the proposed
algorithms perform considerably better than the initial random frequency assign-
ment. The results show that similar values of SIR are obtained considering two and
three available frequency channels (e.g., a SIR of about 13.6 dB is obtained for
100 and 150 femtocells in the area, respectively). This is due to the sensing mode

feature of the proposed DFSA, which permits to preserve the throughput perfor-
mance for the active femtocells, i.e. those HNB’s which are not in outage (see
Fig. 9.3).

As regards the hybrid scenario, for low–medium density of HNB’s in the area
(i.e. two femtocells per floor), when two operators provide services in the con-
sidered residential area, the complete defection from the DFSA causes an increase
of the outage probability, which ranges from about 8.4% (which is equivalent on
average to 1 outage femtocell in the building) when all the femtocells adopt the
proposed algorithm up to about 50% in the all non DFSA-conformed HNB’s case.
This outstanding degradation is due to the impossibility to perform an efficient
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allocation of frequency channels by means of the proposed algorithms. The
obtained results show similar trends also when three operators are considered.
However, in this case the gap between an all DFSA-compliant scenario and the
case of 100% non DFSA-conformed HNB’s is larger than the two operators
scenario. Indeed, when three operating frequencies are available for femtocells, a
smart cognitive selection of the channel lead to a marked improvement of outage
probability with respect to the initial random assignment.

The performance related to the outage probability are reflected in the average
SIR experimented by femtocells which are not in outage, as shown in Fig. 9.4.
As expected, for two available frequency bands with respect to the all DFSA-
conformed HNB’s case a slight worsening of average SIR is observed when all the
femtocells do not implement the DFSA. This trend is reflected in Fig. 9.7, which
reports the cumulative distribution functions (CDFs) of the SIR for different
percentage of HNB’s defecting from the DFSA. This results are obtained con-
sidering the SIR of all the femtocells in the area. We can note that in general it is
better to adopt the DFSA, but with the increase of the percentage of non DFSA-
conformed femtocells the probability of obtaining higher values of SIR increases.
This is more evident when three operators provide services in the considered area,
resulting in an average SIR difference of more than 2 dB between the selfish
behaviour and the defection from DFSA. As shown in Fig. 9.4, when three
operators provide services in the considered area it’s much better for femtocells to
conform to the proposed DFSA since the average SIR per HNB’s increases of
more than 2 dB.

In the high HNB’s density case (i.e. four femtocells per floor), the implemen-
tation of DFSA always allows to maximize the network capacity and the achievable
average SIR. In particular, starting from higher values of outage probability due to
the increased number of femtocells per area, the consideration related to the trends
of the outage curves are the same of the low–medium density scenario.
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As for the average SIR of femtocells in quality, we can observe a very slight
performance decrease passing from the case of all DFSA-compliant HNB’s to the
situation of complete defection from the DFSA. This is due to the high density of
femtocells in the area, which on one side limits the capability of DFSA to increase
the throughput performance and on the other side statistically leads to a greater
value of the average SIR of a few femtocells that are not in outage in the random
frequency assignment (see Figs. 9.5 and 9.6). Indeed, in the random channel
distribution single femtocells of one operator neighbour to cluster of femtocells
belonging to the other operator can occur. This implies that a lot of femtocells
measures SIR\q0, while a few ‘‘lucky’’ femtocells can experiment high values of
SIR, as visible in the last curve of Fig. 9.7. Thus, by considering only the active
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femtocells we obtain a marginal SIR improvement with the implementation of
DFSA.

In general, we can argue that in the case of femtocells defecting from DFSA the
average SIR of femtocells which are not in outage shows a very slight decrease
with respect to the best performance (i.e. the all DFSA-conformed HNB’s case) to
the detriment of marked worse outage probability. Thus, the best situation is
verified when all the femtocells implement the proposed DFSA.

From the obtained results we can observe that the higher the density of fem-
tocells in the area, the greater the number of operating channels needed for
enjoying high data rate services and the more opportune is the implementation of
the DFSA.

9.6 Conclusions

Harmful co-tier interference can occur due to the self-installation nature of fem-
tocells especially in highly dense environments. We proposed distributed CR
algorithms to enable each femtocell to dynamically select the operating frequency
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among those available from every operator just based on local interference
measurements.

In this paper we proved by results the marked improvement of QoS perfor-
mance achievable with the implementation of DFSA. In particular, we evaluated
by simulations the outage probability and the average SIR per femtocell. We
assumed both cases of two and three operators providing services in different
scenarios, where each operator allocates one dedicated frequency channel for
femtocell communications. We can argue that in a multi-operator environments
the proposed solution offers advantages to all operators in terms of achievable
network capacity and average throughput provided to customers.

References

1. Calin, D., Clazaussen, H., Uzunalioglu, H.: On femto deployment architectures and macrocell
offloading benefits in joint macro-femto deployments. IEEE Commun. Mag. 48(1), 26–32
(2010)

2. Chandrasekhar, V., Andrews, J., Gatherer, A.: Femtocell networks: a survey. IEEE Commun.
Mag. 46(9), 59–67 (2008)

3. Claussen, H.: Performance of macro- and co-channel femtocells in a hierarchical cell
structure. In: IEEE 18th International Symposium on Personal, Indoor and Mobile Radio
Communications (2007)

4. de la Roche, G., Valcarce, A., Lopez-Perez, D., Zhang, J.: Access control mechanisms for
femtocells. IEEE Commun. Mag. 48(1), 33–39 (2010)

5. European Commission: Directive 2009/140/EC of the European parliament and of the
council. Off. J. Eur. Union L 337(52), 37–68 (2009)

6. European Commission: Radio spectrum policy: first programme. In: COM/2010/0471 final—
COD 2010/0252 (2010)

7. European Commission: Spectrum: commission proposes to ensure availability of radio
frequencies for new and faster wireless services. In: MEMO/10/425 (2010)

8. Mazzenga, F., Petracca, M., Pomposini, R., Vatalaro, F., Giuliano, R.: Algorithms for
dynamic frequency selection for femto-cells of different operators. In: 21st IEEE
International Symposium on Personal, Indoor and Mobile Radio Communications, Istanbul
(2010)

9. ping Yeh, S., Talwar, S., choon Lee, S., Kim, H.: WiMAX femtocells: a perspective on
network architecture, capacity, and coverage. IEEE Commun. Mag. 46(10), 5865 (2008)

10. Saunders, S., Carlaw, S., Giustina, A., Rai Bhat, R., Srinivasa Rao, V., Siegberg, R.:
Femtocells: opportunities and challenges for business and technology. Wiley, Hoboken
(2009)

11. Zhang, J., de la Roche, G.: Femtocells: technologies and deployment. Wiley, Hoboken (2010)

128 F. Mazzenga et al.



Chapter 10

Autonomic Network Configuration
in IEEE 802.15.4: A Standard-Compliant
Solution

Francesca Cuomo, Anna Abbagnale and Emanuele Cipollone

Abstract In the autonomic networking framework, particular attention deserves
the application of this paradigm to Wireless Personal Area Networks (WPANs). In
this context, network algorithms need to be adaptive, robust and scalable, with
fully distributed and self-organizing architectures. We study automation and self-
management of the IEEE 802.15.4 WPANs formation, with the aim of having
robust and energy efficient topologies that can be used for low-rate, low-cost and
low-power communications. Specific attention is given to the proposal of a stan-
dard-compliant procedure to reconfigure the network coordination. Beside the
description of the proposed implementation issues, we provide a performance
evaluation of the benefits, in terms of energy consumption, of our reconfiguration
procedure.

Keywords IEEE 802.15.4 � ZigBee � Coordinator election � Wireless personal
area networks

10.1 Introduction and Motivations

The evolution of Internet in the next years suggests that the development of self-
managing, self-configuring and self-regulating network and communication infra-
structures will be an area of considerable research and industrial interest [4]. In this
context, IEEE 802.15.4 Wireless Personal Area Networks (WPANs) will be used in
a large variety of applications, thanks to their pervasive and autonomic nature, and
will be a part of the FutureInternet as for instance in case of the Internet of Things.
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IEEE 802.15.4 WPANs are used to monitor an urban area, by collecting data that
has to be delivered, in a multi-hop fashion, to a specific node (called PAN coor-

dinator) controlling the network. As a consequence, the ultimate goal of autonomic
IEEE 802.15.4 networks is to create self-managing procedures to face the dyna-
mism of scenarios where these networks will be used, i.e., they should:

• Be able to reconfigure after topological changes (nodes join and leave a WPAN)
• Present efficient topologies in terms of network resources use.

While the first goal is pursued by the IEEE 802.15.4 standard which defines MAC
procedures to associate and de-associate nodes to a WPAN, the second one has not
been deeply addressed. For this reason in [1] we focused on the impact of the PAN
coordinator’s position on the network performance, showing that the choice of the
node acting as PAN coordinator highly affects energy consumption and delivery delay
during trafficmanagement. On the basis of this analysis, in [2] we presented a study on
the selection/election of the PAN coordinator: we first presented a centralized
mechanism to select the best node for PAN coordination, then we proposed a dis-
tributed procedure that aims at moving the PAN coordinator role to a target position,
in order to achieve energy saving during and delay reduction during data delivery.

In this paper, we define a protocol framework to implement through fully
standard-compliant solutions the distributed procedure for PAN coordinator
election proposed in [2]. The innovative contributions are:

• The definition of a fully IEEE 802.15.4 standard-compliant protocol framework
to implement the PAN coordinator election of [2]

• The analysis of the performance advantages that our distributed procedure
achieves in terms of topological characteristics compared with the IEEE
802.15.4.

As for the latter point we stress that we can achieve a prolongation of the
network lifetime, thanks to our topology reconfiguration, also by considering the
energy spent to implement our standard-compliant protocol framework.

The paper is structured as follows: Section 10.2 recalls the main characteristics
of the topology formation and the impact of PAN coordinator’s position on energy
consumption, as defined by the IEEE 802.15.4 standard. In Sect. 10.3 we describe
our protocol framework for topology reconfiguration. Section 10.4 shows the
performance analysis. The conclusions of the paper are provided in Sect. 10.5.

10.2 Network Set-Up in IEEE 802.15.4 and Impact of PAN

Coordinator Position on Energy Consumption

An IEEE 802.15.4 WPAN consists of one PAN coordinator and a set of nodes [5].
A typical network topology defined in the standard and adopted as basis for
ZigBee networking is the so called cluster-tree, where nodes associated to a single
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PAN coordinator are arranged in a tree with parent–child hierarchical relationships
[10]. In the rest of the paper, we refer to a tree-based topology. Nodes of an IEEE
802.15.4 network can be Full Function Devices (FFDs), which allow the associ-
ation of other nodes to the network and for this reason are also called coordinators,
and Reduced Function Devices (RFDs), which do not permit the association of
other nodes. The PAN coordinator is always a FFD, intermediate nodes allowing
data relay (i.e., routers) are FFDs too, whereas a RFD is always a leaf of the tree.

The standard defines a set of procedures implemented by the PAN coordinator
to initiate a new WPAN and by other nodes to join an existing WPAN. The PAN
coordinator starts by selecting a suitable channel. The procedure adopted by nodes
to join a WPAN is named association procedure. The operations performed by a
node to join a WPAN are: (1) the node searches for the available WPANs, (2) it
selects a coordinator belonging to the available WPANs and (3) it starts a message
exchange with the selected coordinator to associate with it. The discovery of
available WPANs is performed by scanning beacon frames broadcast by coordi-
nators. The time is divided into superframes, each bounded by beacon frames that
are transmitted periodically and that allow nodes to synchronize. Beacon frames
include a payload field, having maximum size equal to 52 bytes [5].

The association procedure results in a parent�child relationship between the
two nodes. The whole set of these hierarchical relationships defines univocally a
tree rooted at the PAN coordinator. After the network formation, each node in the
tree has a data structure, called Neighbor Table, which includes a description of
the children (number and type) and of the parent of that node.

The tree depth L is the maximum distance (in terms of number of hops) from
the PAN coordinator: it is affected by the position of the PAN coordinator and it
highly impacts the energy consumption during data delivery. In fact, the IEEE
802.15.4 WPANs typically employ hierarchical routing protocols, where data
generated by nodes and directed to the PAN coordinator are routed upward to the
root tree along the parent–child relationships. Therefore, the energy consumption
due to data transmission is proportional to the number of hops between the source
node and the PAN coordinator, since every node involved in the path spends
energy to receive data from its children and to send the same data to its parent. By
assuming that: (i) all nodes generate a data packet directed to the PAN coordinator;
(ii) nodes do not perform data aggregation; (iii) collisions at MAC layer are
negligible; (iv) ETX and ERX are, respectively, the energy spent by a node to
transmit and to receive a data packet at 1-hop distance, the overall energy con-
sumption of the network for one packet transmission by all nodes, can be com-
puted according to the following Equation:

Etot ¼ ðETX þ ERXÞ �
XL

l¼1

l� xl

where xl is the number of nodes at level l within the tree.
As a result, the reduction of the tree depth L can lead to a reduction of the

energy consumption for data transmission. Also the number of nodes at a given
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level has a weight on the energy consumption. This simple model suggests that,
if we are able to suitably select the position of the PAN coordinator, it is possible
to control both the number of nodes at different levels of the tree and the tree
depth. This motivates the proposed PAN coordinator election of [2]. For instance,
Fig. 10.1 shows a WPAN that monitors an urban area, via FFD nodes on cars and
FFD/RFD nodes on the roads: in this case, since each FFD can assume the role of
PAN coordinator, it could be more indicated a PAN coordinator in dense urban
area (left side of the figure) with respect to the initial one (right side), obtaining in
this way a reduction of the tree depth. Although the initial PAN coordinator is a
specific network node, the one that initiates the network set-up, in several sce-
narios this role can be changed during the network lifetime and assigned to dif-
ferent nodes [6, 8].

10.3 Framework for Topology Reconfiguration in IEEE 802.15.4

In this section, we describe the protocol framework for implementing in IEEE
802.15.4 networks our distributed procedure for PAN coordinator election. We
remind that our distributed procedure runs on nodes already interconnected in a
network topology formed according to IEEE 802.15.4 association rules.

10.3.1 Step 1: Initialization of Data Structures at FFDs

Our distributed protocol is based on the use of beacon frames sent by all FFDs in
the network and, in particular, we use the payload field of these frames. The first
two bits of this payload (called XY) are used as flag bits to discriminate the content
of the rest of the beacon payload used by our protocol. Table 10.1 summarizes the
meaning of these two bits, with reference to the nth iteration of our distributed
procedure as will be better illustrated in the following.

Let us consider an IEEE 802.15.4 network with NF FFDs and tree depth L. At
the end of the association procedure, each FFD i (with i = 1, 2, …, NF) is able to
compute a vector Vi whose jth element Vi½j� indicates the number of nodes that are

Fig. 10.1 Example of a
WPAN scenario
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j hops away from the node i in the subtree having i as root. Therefore, Vi is a
description of the subtree having i as root node.

The computation of this vector starts from the FFDs which are leaves of the
network tree (i.e., from the coordinators at level L): each FFD at level L sends its
vector (which is empty, since it does not have any children) to its parent by using
the payload field of the beacon frames, as shown in Fig. 10.2, with XY = 01. Nodes
at level L� 1 are aware of the number of FFDs and RFDs that they have as child
nodes, thanks to the Neighbor Tables, therefore they can build their vectors once
received the beacon frames from all FFDs that they have as children. At this stage,
nodes at level L� 1 can send their vectors towards their parents, by using the
payload field of the beacon frames and this process keeps going, until the PAN
coordinator is able to build its own vector V . Therefore, being L the tree depth, the
initialization process ends after L superframes.

In Fig. 10.3 it is shown an example of computation of Vi performed by each
FFD. After the IEEE 802.15.4 network formation each node has only a partial
view of the topology: in fact, by using its Neighbor Table, each node is able to
know only the number of its direct children (Fig. 10.3a). After the beacon frames
exchange, each FFD can merge the information received by its FFD children and
the one contained in its Neighbor Table, obtaining an updated description of the
subtree having itself as root (Fig. 10.3b).

10.3.2 Step 2: Choice of the PAN Coordinator

The distributed procedure presented in [2]. At each iteration, the PAN coordinator
role switches from the current PAN coordinator to one of its children (through the
information exchange specified in the following), if there exists one child of the
current PAN coordinator able to guarantee better network performance, once
elected as new PAN coordinator. This role exchange is triggered only if the
resulting network topology reshaped with the new PAN coordinator fulfils some
topological properties (summarized in terms of three parameters, g, L and f ,

Table 10.1 Values and meaning of the flag bits of beacon frames

Bit X Bit Y Content of the payload field

0 0 Empty space
0 1 Vector Vin of the generic FFD in

1 0 Vector Vpn of the PAN coordinator pn

1 1 Values of gin , Lin and fin computed by the generic child in of pn

Fig. 10.2 Beacon frame
including the vector Vi
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described in the following) that heavily affect network performance, otherwise the
procedure ends.

Without loss of generality, let pn the PAN coordinator at the beginning of
iteration n (with n = 1, 2, …) and Vpn its own vector computed at Step 1. The PAN
coordinator sends Vpn towards its children, by using the payload field of its beacon
frame, with XY = 10 (step A of the Fig. 10.4). Once received this vector from the
PAN coordinator, each child in of pn (with in ¼ k1n ; k2n ; hellip; ; kmn , where mn is
the number of FFDs children of pn) is able to compute the values of three
parameters [2]: the mean level of a node in the tree gin and the tree depth Lin if in

was elected as PAN coordinator, and the number of its descendants fin , that is the
number of nodes of the subtree having in as root. Then all the FFDs children of the
current PAN coordinator send to pn their values of these parameters, by using, also
in this case, the payload field of their beacon frames, with XY = 11 (step B of the
Fig. 10.4). After receiving the three parameters from all its FFD children, pn

computes the best (i.e., the minimum) values of g and L, taking into account also

Fig. 10.3 Computation of vectors Vi. a Partial view of the topology by using only the Neighbor
Table. b Topology update by using beacon frames exchange

Fig. 10.4 Example of a
generic iteration of PAN
coordinator election
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its own values (step C of the Fig. 10.4). If there is a node in, among the FFDs
children of pn, that guarantees the minimum values of these parameters, it is
elected as new PAN coordinator for the next iteration of the distributed procedure,
which goes on, otherwise the procedure ends. The exchange of roles between pn

and in is achieved by using the coordinator realignment command defined in [5].
In particular, at the end of the nth iteration of our procedure, pn sends to in the

coordinator realignment command, specifying the MAC address of in into the
coordinator address field, as shown in Fig. 10.5. When the node in receives this
message, it assumes to be the new PAN coordinator, therefore it immediately runs
a new iteration of this algorithm.

10.3.3 Step 3: Election of the Network’s PAN Coordinator

At the end of the distributed procedure, i.e., when the PAN coordinator does not
have any children able to achieve a more energy–efficient topology reconfigura-
tion, it has to communicate to all nodes that it is definitively the PAN coordinator
of the network. Therefore it sends, as in Step 2, a coordinator realignment com-

mand. The difference is that now the MAC address of the final PAN coordinator is
inserted into the coordinator address field and the value 0� ffff into the desti-

nation address field, to trigger a broadcast propagation of this message into the
network.

10.3.4 Topological Change Management

A significant requirement that should address our procedure is a prompt reaction to
changes in the topology. In fact, during the network lifetime, it may happen that
new nodes join the network or already associated nodes lose the network
connection.

In such cases, every FFD that reveals a topological change immediately updates
the vector V and sends it in its beacon frame with XY = 01. The information
associated to the topological change quickly propagates in the network via the
beacon frames, until it reaches the PAN coordinator. At this point, the PAN
coordinator is aware of the topological change and can run our distributed pro-
cedure. On the whole, the idea to periodically transmit the vector V within each
beacon frame, makes our protocol framework robust to topological changes and

Fig. 10.5 Message sent by
pn to switch the role of PAN
coordinator to in
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allows to easily manage them, independently from the number and the rate at
which they occur.

If topological changes happen during an execution of our distributed procedure,
they are considered by the new PAN coordinator of the network just after the
algorithm is completely ended, in order to avoid inconsistencies in the data
structures.

10.4 Performance Evaluation

The evaluation of our distributed procedure has been performed in two steps. In
the first one, we compared the topologies resulting from our distributed procedure
with the native IEEE 802.15.4 network trees and with topologies archived with a
centralized procedure proposed in [2], in terms of resulting tree depth and mean
level of nodes. In the second step, we compared the network lifetime of IEEE
802.15.4 trees and the same topologies reconfigured with the distributed proce-
dure, under specific traffic conditions in the network.

In both cases, we considered a network scenario consisting of N nodes (with NF

FFDs), randomly deployed in a square area of side a, having transmission range
TR, according to Table 10.2. For each value of N, we simulated the IEEE 802.15.4
network set-up, by using Network Simulator 2 (Ns-2 [9]) which implements the
IEEE 802.15.4 standard. In all scenarios, the PAN coordinator at the beginning of
the network formation process has been randomly chosen.

10.4.1 Comparison in Terms of Resulting Topology

Figure 10.6 shows a comparison in terms of tree depth and mean level of nodes
in the network tree of the three aforementioned procedures with
NF ¼ d0:33� Ne. As expected, the centralized procedure achieves the topology
with the minimum tree depth and mean level of nodes, since as explained in [2]
the parent–child relationships are optimized with a centralized algorithm. For
this reason it can be considered as the upper bound of the topological perfor-
mance even if it cannot be easily implemented in an autonomic IEEE 802.15.4

Table 10.2 Simulation
scenarios

Number of
nodes, N

Side of the
square area, a (m)

Transmission
range, TR ðmÞ

20 25 15
50 62.5 20
100 125 25
150 187 27
200 250 30
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network. On the other hand, the topology reconfiguration performed by the
distributed procedure achieves advantages compared with the IEEE 802.15.4
topologies, since, after this reconfiguration, there is a reduction of tree depth and
mean level of nodes.

10.4.2 Comparison in Terms of Energy Efficiency

The simulation scenarios described in Sect. 10.4 have been used also for a com-
parison in terms of energy consumption. After the network set-up performed with
Ns-2, we reconfigured the network trees by applying our procedure on IEEE
802.15.4 topologies. Then, we simulated a Constant Bit Rate traffic, with the
transmission of one packet by all nodes towards the PAN coordinator in each
superframe, and we evaluated the network’s energy consumption of IEEE 802.15.4
topologies and the same after the reconfiguration. We point out that for this
evaluation, we also considered the energy spent by nodes to run our procedure.
Table 10.3 summarizes the main simulation assumptions.

In Fig. 10.7 the percentage of network lifetime lengthening for the topologies
reconfigured with our procedure compared with the IEEE 802.15.4 topologies is
reported, for 2 different values of the number of FFDs. In all scenarios, after
topology reconfiguration, there is a consistent increase of the network lifetime,
which goes over 50% when N ¼ 200 and NF ¼ d0:50� Ne. This means that our
procedure achieves a topology reconfiguration that significantly reduces energy
consumption. The advantage in terms of network lifetime increases when NF ¼
d0:50� Ne (compared with the case when NF ¼ d0:33� Ne), since there are more
nodes in the network able to be PAN coordinator, therefore our procedure achieves
a more efficient reconfiguration.
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10.5 Conclusions

In this work we proposed a standard-compliant solution to implement in IEEE
802.15.4 a distributed procedure aiming at an energy–efficient topology recon-
figuration, through the election of a suitable PAN coordinator. We presented a
performance evaluation, which shows that topologies reconfigured according to
our procedure achieves a significant reduction of energy consumption, compared
with the same topologies after the native IEEE 802.15.4 network set-up.
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Chapter 11

On the Concept of Trust in Online Social
Networks

Henric Johnson, Niklas Lavesson, Haifeng Zhao

and Shyhtsun Felix Wu

Abstract Online Social Networks (OSNs), such as Facebook, Twitter, and
Myspace, provide new and interesting ways to communicate, share, and meet on
the Internet. On the one hand, these features have arguably made many of the
OSNs quite popular among the general population but the growth of these net-
works has raised issues and concerns related to trust, privacy and security. On the
other hand, some would argue that the true potential of OSNs has yet to be
unleashed. The mainstream media have uncovered a rising number of potential and
occurring problems, including: incomprehensible security settings, unlawful
spreading of private or copyrighted information, the occurrence of threats and so
on. We present a set of approaches designed to improve the trustworthiness of
OSNs. Each approach is described and related to ongoing research projects and to
views expressed about trust by surveyed OSN users. Finally, we present some
interesting pointers to future work.
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11.1 Introduction

Today the Internet has become an important world wide network that connects a
tremendous amount of groups and people. These users are further exploiting the
network in a way that its creators probably never imagined, with streaming
applications, e-commerce, cloud computing, mobile devices and Online Social
Networks (OSNs). Therefore, the Internet is feeling the strain and is struggling to
deal with the ever increasing demands placed on it. However, what is great about
the Internet is that anyone with an address on the network can contact anyone else
who has one. But that is also what is terrible about it. Global connectivity
(IP addresses and e-mail) means you have no way to prevent large-scale attacks,
citing as an example recent digital assaults that have temporarily shut down
popular sites such as Twitter. At the same time you are getting convenience, you
are actually giving people the power to do damage [1].

In recent years we have seen a dramatic increase and a growing popularity of
OSNs. An OSN consists of a virtual social graph where users (nodes) are con-
nected with each other through a relationship, which forms the edges of the social
graph. OSNs services for an individual are: (1) to create a public or semi public
profile where they share personal information such as name, contact, interests
(2) to establish a social circle of friends for information sharing and communi-
cation (3) to view and traverse friends’ profiles and private information (4) to carry
out real time and non-real time communication with friends in the form of com-
ments, private messaging, chatting, picture tagging etc, and (5) to use a lot of third
party applications that range from gaming to advanced communication, virtual
gifts, event management, and so on [2]. The Internet, keeps on the tradition of
providing different communication and information sharing services. OSNs rep-
resent a recent type of communication and socializing platform [3], which is
highly welcomed by the Internet users. Unlike the traditional web which revolves
around information, documents, and web items, the concept of OSNs revolve
around individuals, their connections and common interest-based communities.
Examples of popular OSNs are Facebook, Twitter and MySpace.

Although OSNs provide a lot of functionalities to their users, their enormous
growth has raised several issues such as scalability, manageability, controllability,
and privacy. OSNs give rise to trust and security threats over the Internet, more
severely than before. Trust has been on the research agenda in several disciplines
such as computer science, psychology, philosophy and sociology. The research
results show that trust is subjective and varies among people . We believe that this
subjectivity of trust has been overlooked in the design of OSNs. However, it is a
complex task to mimic real human communication and transfer the real world
relationships into the digital world. With the entrance of OSN, the Internet is
beginning to look like a virtual society that copy many of the common charac-
teristics of the physical societies in terms of forming and utilizing relationships.
This relationship is unfortunately in current OSNs assumed to be a symmetric and
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binary relationship of equal value between the connected users and friends. In
reality this assumption is wrong since a user has relationships of varying degrees.

The characteristics of trust can be defined as follows [4, 5]: Trust is Asym-

metric: the trust level is not identical between two users. A may trust B, however,
B may not necessarily trust A in the same way. Trust can be transitive: For
instance, A and B know and trust each other very well, B has a friend named C in
which A does not know. Since A knows B and trust B’s friends, A might trust C to
a certain extent. Then C has a friend named D whom either A or B knows. A could
then find it hard to trust D due to the fact that, as the link between friends grow
longer the trust level decreases. Trust is context dependent: Depending on the
context one may trust each other differently, i.e., trust is context specific [6]. Trust
is personalized: Trust is a subjective decision and two persons can have different
opinions about the trustworthiness of the same person.

The value of OSN is to form genuine relationships with people who are either
acquaintances or strangers in real life and to generate social informatics from
people’s interaction, which not only benefits the social network communicators or
cooperators, but also helps in finding business merits. However, to magnify the
value of OSN is not an easy task. It is important to understand how to create an
architecture for the social network itself such that its value can be protected and
how to leverage the value of OSN in communication with social informatics
techniques. Therefore, the research objectives should focus on establishing a
trustworthy OSN environment to handle cyber security and privacy issues. In the
long run, the use of social informatics can hopefully influence the future Internet or
system design.

11.2 Background

The Internet introduces a powerful way for people to communicate and share
information. However, in terms of security and trust there exist some serious
problems. One problem is the Internet’s anonymity, in which the network has no
social context for either the message or the sender. Compare that with ordinary
life; people generally know the individuals they are communicating with, or have
some sort of connection through a friend. If the network could somehow be made
aware of such social links, it might provide a new and powerful defense against
different cyber attacks and, perhaps more importantly, increase the level of trust
within OSNs. If a more fine-grained friendship level scale is introduced, some
issues will be resolved, since the user can then specify an appropriate level of
friendship depending on how much information he or she wants to share. How-
ever, this level could then be selected quite subjectively and perhaps even arbi-
trarily by the users, thereby reducing the potential for resolving the
aforementioned privacy and integrity issues. Moreover, it is difficult to establish a
meaningful scale for the level of friendship since it has to correspond to a variety
of subjective beliefs about trust, integrity, and privacy.
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In OSN, different friendship intensities have different levels of default trust,
which should be reflected in the privacy settings. The typical user does not change
their privacy settings that often. Therefore, the default setting should be appro-
priate in order to actually preserve privacy. Since users normally don’t do it
themselves, it would be nice to have an automated way of finding out about the
intensity of the friendship and derive the privacy settings from the intensity value.
Users do not only change the privacy settings often enough, but also the OSNs
have not provided a distinction between the types of friendships, as every relation
is a friend, regardless of how intense the relation is. It is, therefore, a need to
automatically identify the intensity of the friendship for the user. This way, the
users’ privacy settings could be reflective of the actual friendship intensity and
automatically determined and set within the OSN for the specific user. This has to
do with the relationship quality and an interesting approach to define the quality is
to look at the interaction habits between users since it indicates differences in the
strength of a relationship. This intuition is further discussed and supported in
sociology research [7].

In social networks, individuals are connected with relations and these ties form
the basis of their social network. These ties can in offline social networks (real life)
be very diverse and complex depending on how close or intimate a subject per-
ceives a relation to be. OSN, on the other hand, often reduces these connections to
simplistic relations, in which you are friend or not [8]. These connections can be
characterized by content, direction, and strength [9]. The intensity of a connection
is also termed as the strength of that relationship. This characteristic indicates the
closeness of two individuals or how powerfully two nodes are connected with each
other in their social graph. Some users are prepared to indicate anyone as friends,
while others stick to a more conservative plan. However most users tend to put
other users on their list who they know or at least not actively dislike [8], i.e. this
means that you can be friends in OSN even though the user does not even know or
trust that person. This phenomenon is also very common in online social games, in
which it is sometimes better to have as many friends as possible as a player. This
could be a potential problem for social computing since OSNs might lose its value.

In offline social networks, the friendship intensity is a crucial factor for indi-
viduals while deciding the boundaries of their privacy. Moreover, this subjective
feeling is quite efficiently utilized by human to decide various other privacy related
aspects such as what to reveal and who to reveal. Therefore, in addition to other
privacy and security threats, individuals can also face privacy threats from their
own social network members due to the lack of trust and acquaintance. OSN users
are unable to control these privacy vulnerabilities because: (1) Not enough privacy
control settings are provided by OSNs, (2) The users do not know they have these
settings, (3) The privacy controls are difficult to use, (4) Friendship is the only type
of relationship provided by most OSNs to establish a connection between indi-
viduals, and (4) Individuals are unable to identify potential privacy leakage con-
nections because their social networks consist of unreliable friends. Recently,
some OSNs started to provide facilities to control information access but they are
difficult to maneuver and normally overlooked by the users. Furthermore,
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the relationship status between individuals tends to grow or deteriorate with the
passage of time. Therefore, these privacy settings once set, may become mean-
ingless after sometime. The binary nature of a relationship makes privacy very
uncontrollable for OSN users. In these circumstances, the estimation of friendship
intensity is quite useful to identify internal privacy threats.

For OSN, we have seen an increment use and development of social computing
applications. Most, if not all, of these applications handle the issue of trust in a
very ad hoc way. OSNs such as Facebook provide a naive trust model for users and
application developers alike, e.g., by default all your Facebook friends have equal
rights to accessing the information such as profile, status update, wall post and
pictures related to a particular user. It is therefore of importance that application
developers consider the trust and security issues within the scope of the application
itself. Another interesting issue related to OSN is the ongoing data mining in
which most OSN providers allow anybody to crawl their online data. The social
computing paradigm has dramatically promoted the possibility to share social
information online. Therefore, trust and security become increasingly challenging
due to the speed and extent to which information is spread. On the other hand, how
can this type of information sharing promote, e.g., the detection of malicious
activity? The utilization of OSNs can further support authorities to handle crisis
risk management and crisis management in a more efficient way. i.e., both by
information dissemination and collection using OSNs.

While the popularity of OSN services, like Facebook and MySpace, are fast
growing, some concerns related to OSN architecture design, such as privacy and
usability, have emerged. For example:

• Friendships are not well differentiated. In reality, our friends can be classified
with different circles, like families, colleagues, high school classmates, and etc.
Furthermore, even in the same friend circle, we may stay closer to some people
than the others. Even though current OSN services provide basic mechanism
like friend list which provides more flexibility than before, it is still hard to
differentiate the tie strength and the friendship quality and intensity between
users.

• Personal information might be misused and privacy violation is also an issue of
concern. Facebook provides various third-party applications that get access to
personal information. Without surveillance and control on the applications they
have joined, users personal information can be disclosed by malicious activity
[10].

• All applications installed on Facebook use the same underlying social network,
which is not only unnecessary, but also may result in privacy violation. Even if
two users only want to cooperate or play together in just one application, they
have to build friendship in Facebook. This may lead to unnecessary personal
information disclosure.

• If a user posts something on his/her wall or someone else posts on the wall, all
his/her friends granted with permission can see the post simultaneously. How-
ever, in real world, personal updates are spread asynchronously, probably from
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intimates to general friends. A similar asynchronous information spreading
mechanism is also needed for OSN.

11.3 State-of-the-Art

In general, trust can be defined as ‘‘The willingness of a party to be vulnerable to
the actions of another part based on the expectation that the other will perform a
particular action important to the trustor, irrespective of the ability to monitor or
control that other party’’ [11]. In real life (face to face), trust is a critical deter-
minant of sharing information and developing new relationships [12, 13]. There-
fore, trust should be an integrated concept in any network. There are in general two
classes of trust systems [14]: a credit based system where the nodes are receiving
credits and each message consumes a defined amount of credits [15]. The other
part is reputation systems [16, 17]. The trustworthiness is then defined to be the
probability that the next interaction is wanted. The reputation can be used on either
a global scale with all other nodes or on a local scale for each neighbor.

An interesting project related to secured OSN is Safebook [18] that leverages
the trust relationships that are part of the social network application itself. Safe-
book is a decentralized privacy preserving OSN that is governed by the aim of
avoiding centralized control over the user data. The decentralization is provided by
the use of peer-to-peer technology. The work presented in [19] describes a new
application of threshold-based secret sharing in a distributed OSN. The developed
mechanism will select the most reliable delegates based on an effective trust
measure. Relationships between the involved friends are used to estimate the
trustworthiness of a delegate.

A number of improved encryption solutions have been presented in the liter-
ature that are based on improved encryption and overall privacy management
systems for OSN websites [20, 21]. Moreover, in a study conducted by Xi et al.
[22], two different forms of private information leaks in social networks are dis-
cussed and several protection methods are reviewed. However, most of the current
privacy improvement solutions add substantial amounts of user interface com-
plexity or violate social manner. A good interface should not restrict or block users
from contributing, sharing or expressing. Thus, a privacy preserving method
within social norms is a difficult yet important research aim.

Gilbert and Karahalios [23] reflect upon the fact that social media treats all
users the same: trusted friend or total stranger. In reality, Gilbert and Karahalios
argue, relationships fall everywhere along this spectrum and in social science this
topic has been investigated for a long time using the concept of tie strength.
A quantitative experiment conducted in [23] shows that a predictive model that
maps social media data to tie strength using a dataset of over 2,000 social media
ties manages to distinguish between strong and weak ties with over 85% accuracy.

From a psychological or developmental point of view, a large amount of work
has been conducted on establishing friendship measures, both for the real world

148 H. Johnson et al.



and for the social media. For example, Punamaki et al. [24] study the relationship
between information and communication technology and peer and parent relations
while Selfhout et al. [25] focus on differentiating between the perceived, actual,
and peer-rated similarity in personality, communication, and friendship intensity
when two people get acquainted. Whereas Steinfield et al. [26] and Vaculik and
Hudecek [27] investigate aspects, such as the building of self-esteem and the
development of close relationships in a social network setting, Rybak et al. [28] try
to establish a measure for friendship intensity in a real world setting. We believe
that the OSN friendship concept could, and should, be more thoroughly investi-
gated in order to improve the privacy and integrity of OSN users. Additionally, we
argue that refined friendship level indicators, along with the content and interac-
tion analysis required to develop these indicators, would enable the improvement
of trust in OSNs.

As far as calculation of friendship intensity is concerned, an interesting study
conducted by Banks et al is presented in [29]. They have introduced an interaction
count method. In this method, they suggested to count selected interaction types
between individuals in order to calculate the friendship strength. In addition to
provide a novel intensity calculation method, they also suggested a framework that
utilizes calculated friendship intensity for better privacy control in OSNs. In [30]
the authors also utilized the number of interactions between individuals for the
improvement of a recommendation process in OSNs.

To improve the current infrastructure defects of OSN, the Davis Social Link
(DSL) research group1 has developed an infrastructure: FAITH (Facebook
Applications: Identifications Transformation & Hypervisor) to provide more
trustworthy and flexible services to users. FAITH itself is a Facebook application,
but works as a proxy between users and Facebook. It can hook other applications
and provide services to the applications. Figure 11.1 describes the architecture of
FAITH, in which FAITH provides three major functions:

1. Each application hooked under FAITH is monitored by FAITH. All Facebook
Application Programming Interfaces (APIs) that the application called are
logged and available for the user to review. The log information helps the users
to keep track of their personal information executed by an application and also
for the system to perform anomaly/intrusion detection.

2. Users can customize the API related to their personal information that an
application can call. If a user feels an API is not necessary for an application,
he/she can block the API so that the application can not access the user’s
relevant information. API customization prevents applications from mali-
ciously impersonating the user.

3. Virtual social networks are generated and maintained for each application.
FAITH initializes a friendship network for each application from Facebook.
Users can then add or remove their friendships in an application hooked under
Faith without affecting their friendships in Facebook. Similarly, they can also

1 http://dsl.cs.ucdavis.edu/
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disconnect the friendships with others just within an application but not affect
their friendships in Facebook. Virtual social networks provide users with
flexibility to find new friendships and differentiate friend circles while pro-
tecting their privacy.

The DSL research group has developed several applications in FAITH to
improve OSN user experience, boost communication and cooperation with social
informatics techniques. There are two developed applications that we would like to
highlight:

• SoEmail [31]: SoEmail stands for Social E-mail. Traditional email systems
provide too little control to the recipient, so the recipient can not prevent from
receiving spam. SoEmail incorporates social context to messages using an
OSN’s underlying social graph. If a sender wants to email a receiver, he/she
should find a path on the social graph leading to the receiver. It mimics the real
work social network. If two people are not friends and one wants to know the
other, he/she need to find intermediate people with his/her social relationships to
recommend him/her. If the receiver dislikes the email content, he/she can punish
the social path from the sender, which decreases the trust value [32] from him/
her to the sender.

• SocialWiki [33]: SocialWiki stands for social wiki systems. In current large wiki
systems, a huge amount of administrative efforts are required to produce and
maintain high quality pages with existing naive access control policies. So-
cialWiki leverages the power of social networks to automatically manage rep-
utation and trust for wiki users based on the content they contribute and the

Fig. 11.1 The architecture of
FAITH
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ratings they receive. Although a SocialWiki page is visible to everyone, it can
only be edited by a group of users who share similar interests and have a certain
level of trust with each other. The editing privilege is then circulated among
these users in an intelligent way to prevent spam. For a snapshot of SoEmail and
SocialWiki see Fig. 11.2.

11.4 Security Perception and Use of OSNs

It is quite evident that today’s OSNs, such as Twitter, Facebook, Myspace, and
Spotify, together represent a useful and exciting portfolio of ways to communicate
and share information whether it be music, videos, news, or facts and fiction about
everyday life. Intuitively, the different OSN services emulate different parts of our
lives and of the traditional ways we communicate and share information.

However, as can be observed in both scholarly literature and mainstream media,
important concepts such as privacy, integrity, and trust, need to be redefined or at
least considered using different approaches in OSNs compared to what is the norm
in traditional social networks. Strong criticism has been raised against how pri-
vacy, trust, and security are implemented in the aforementioned OSNs. Perhaps
most notably, there are countless cases in which the general population have
published personal information in an OSN without really considering the conse-
quences of making such content available on the Internet. For example, last year,

Fig. 11.2 SoEmail &
SocialWiki
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the wife of the then new head of the British MI6 managed to cause a security
breach and left his family exposed after publishing photographs and personal
details on Facebook.2 In the aftermath of this and other similar events, the privacy
concerns and online security awareness of OSN users have been frequently
discussed.

Recently, an anonymous survey regarding OSN usage, addressing the problems
of online privacy and trust, was conducted at Blekinge Institute of Technology
[34]. The group of survey respondents consisted of 212 individuals from 20
nationalities. Out of the 212 respondents, 86% were male (n ¼ 182) and 14% were
female (n ¼ 30). The skewed male to female ratio is primarily due to the low
number of female students at the School of Computing at which the survey was
conducted. The participants were furthermore divided into three age groups;
younger than 20, between 20 and 40, and older than 40. Quite intuitively, 96% of
the participants belonged to the middle group (aged 20–40).

The aim of the survey was to gather information about the perception and use of
OSNs, especially related to trust, privacy concerns, and integrity issues. In this
particular survey, the scope was limited to Facebook users for several reasons:
Facebook is one of largest and most well-known OSNs and, additionally, it has
arguably been criticized heavily in both the mainstream media and in scientific
work on the subject of lacking or too complex security and privacy settings.

A web-based survey questionnaire was created, which featured 21 closed
questions. The questionnaire is logically divided into two parts: part one covers
privacy-related aspects of Facebook usage and part two addresses the OSN
interaction habits between the respondent and those users he or she considers as
good friends. We will get back to the concept of good friends and its applicability
to the enhancement of trust and privacy later.

As a basis for performing the analysis of the survey questions related to privacy
and trust, the questionnaire featured a number of questions regarding the level of
Internet experience as well as the frequency of Facebook usage. The results show
that a majority of the respondents are active to very active Facebook users and
most respondents regard themselves as being either expert or above average level
Internet users. Thus, the survey results should be interpreted with this experience
level of the respondents in mind. In other words, the results are hardly general-
izable to the general population but should give an indication of what the thoughts
and motivations of a large group of OSN users on the concepts of privacy and
trust.

It is evident from the results of the survey that most users are connected to
between 100 and 200 friends in the OSN. Almost 80% of the respondents have
more than 50 friends in their network. A minority of the respondents have more
than 1,000 friends in the OSN network. Naturally, if respondents were asked to
estimate how many friends they have in their real world social network, it is
plausible to assume that the number of friends would generally be much lower than

2 The Times, http://www.timesonline.co.uk/tol/news/uk/article6639521.ece
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what is observed in the OSN survey. However, in the real world social network,
friends can usually be organized into groups of different levels of friendship
(e.g., in terms of how long ago the friendship started or how active friends are in
meeting and communicating with each other).

It is interesting to note that approximately 77% of the respondents are con-
cerned about the privacy issues of Facebook and about 70% are actively avoiding
to publish private data on Facebook due to privacy concerns. Judging by the
frequency of alarms about OSN privacy breaches and issues, these figures either do
not reflect the views and actions of the general population or it can be suspected
that the media blows OSN privacy issue stories out of proportion for some reason.

A majority of the respondents (58%) are of the opinion that Facebook third
party applications represent the biggest threat to privacy. The remaining respon-
dents believe that their friends (16%) and friends of their friends (26%) pose a
greater threat to privacy. A quite staggering 66% of individuals suspect that at least
one friend in their online network could have a malicious intent towards their
privacy. Its also curious to observe that, 28% of those respondents who stated that
their online friends could represent a privacy threat, report that they still add
unknown people (e.g., people they do not know in the real-world) to their network.
The willingness of individuals to expose private data to the friends they have in an
OSN is arguably a factor that could reflect the confidence level the individuals
attribute their friend network in the OSN. Close to 90% respondents only want to
share their private data with selected friends in their network. In terms of general
opinions regarding the security of the OSN, 56% of the respondents state that the
Facebook privacy settings are too difficult to use. One interpretation of this results
is that these users of Facebook are unsure whether the security settings they select
really reflect their personal opinion on privacy and integrity.

11.5 User Interactions and Their Implications

As have been previously discussed, the largest OSNs today, e.g., Facebook,
employ a binary type of Friendship Intensity. That is, either two individuals have
an established link as friends, e.g., a social link, or no direct link between them
exists. From a privacy and integrity point of view, the binary friendship type poses
several potential problems. For example, since users can only reject or accept a
friend request (as no intermediate levels of friendship exist), there is a risk of
unintentional sharing of personal information. The level of sharing is dictated by
the OSN privacy settings, which many users neglect to get informed about or find
it too time consuming and cognitively demanding to manually adjust. From the
point of view of trust, we constantly assign different levels of trust toward our
friends, relatives, business contacts, and so forth. The OSN binary level of
friendship is not sufficient as a means to implement this real world concept of trust.

An important and open research question is whether (and how) the level of trust
within OSNs can be increased by the use of social link content and friendship
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intensity determination. The average user seems to find it cumbersome to manually
adjust privacy and security settings in the OSN. It would probably be even more
difficult for users to manually establish the intensity of their relationship to other
users. Thus, formulated more specifically, the question is how to reliably deter-
mine friendship intensity by automatic analysis of OSN user information and
interaction data and how this can be used to better identify and determine social
groups.

It is evident that technological advances have resulted in a general change of
lifestyle and expanded the focus of the global economy from production of
physical goods to manipulation of information [35]. As a consequence, we rely
more and more on storing and retrieving information in/from databases. The
number and size of the databases grow swiftly. It is even argued that stored data is
doubling every nine months. It is therefore becoming increasingly hard to extract
useful information. It can be noted that data mining technologies have been shown
to perform well at this task in a wide variety of science, business, and technology
areas.

Data mining, or knowledge discovery, draws on work conducted in a variety of
areas such as: machine learning, statistics, high performance computing, and
artificial intelligence. The main problem studied is how to find useful information
in large quantities, or otherwise complex types, of data. Although the nature of this
problem can be very different across applications, one of the most common tasks is
that of identifying structural patterns in data that can then be used to categorize the
data into a distinct set of categories [35]. If these patterns can actually distinguish
between different categories of data this implies that they have captured some
generalized characteristics of each category. As it turns out, the area of machine
learning provides a number of approaches to automatically learn this kind of
concepts by generalizing from categorized data [35]. Moreover, regression prob-
lems, which have previously been studied in the statistics area of research, have
also been revised and automated within the machine learning field. The question is
whether data mining technologies, powered by machine learning theory, can be
employed as a means to migrate the real world concept of trust to the OSN
community.

A plausible approach for automatically determining friendship intensity would
be that of establishing an appropriate friendship intensity model, based on Inter-
action Intensity [29], but with additional friendship aspects and by drawing on
relevant work from both social science and information systems, e.g., [23–28].
Such a friendship intensity model could be used as a basis for determining which
user and interaction data to extract from the OSN, and for learning how to organize
and preprocess these data, so that data mining algorithms can be applied to
automatically predict friendship intensity. Thus, based on the friendship intensity
model and the knowledge discovered through data mining, it would be possible to
establish a new friendship intensity measure. This measure would of course have
to be empirically compared to the state of the art using experimental evaluations
on simulated and real-world data. A practical issue related to obtaining real-world
data is that most OSNs (for example, Facebook) restricts the number of access
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attempts of user designed OSN applications. Thus, a quite elaborate batch-pro-
cessing algorithm needs to be designed with deliberate restrictions concerning the
number of accesses per some suitable time unit. Additionally, OSN friendship
intensity may be defined as either a discrete or continuous metric, and the choice
of metric type implies that either classification or regression learning algorithms
are to be used for building the prediction model using the gathered data [35].

The data collection is believed to encompass a variety of data types such as text
(e.g., personal descriptions, interests, observations, activities, and messages),
numbers (e.g., years, months, and statistics like the number of sent and received
messages), and categories (e.g., religious belief/political standpoint, events, loca-
tions). Thus, the learning algorithms selected for inclusion are required to handle
these data types [35]. In the case where natural language is to be analyzed, the text
needs to be transformed to an appropriate representation, such as the Bag-of-words
model, which has been proven to work well for many text classification tasks, cf.
[35].

11.6 Conclusions and Future Work

Although OSNs provide new and interesting functionalities that are very popular,
the growth of these networks has raised issues related to trust and security.
Examples of security concerns are that friendships are not well differentiated and
personal information is unnecessarily disclosed and might be misused. If these
issues are not prioritized the value of OSN might decrease. Therefore, the aim of
our research is to establish a trustworthy OSN environment, in which the DSL
research group has developed several novel applications that provide OSN users
with flexible and secure services.

The results from a web-based survey questionary was presented that addressed
the problem of online privacy and trust for OSNs. A majority (77%) of the
respondent are concerned about the privacy issues and also of the opinion that third
party applications are the biggest concern related to privacy. Most of the
respondents also stated that the privacy settings on an OSN are normally too
difficult to use.

The level of trust within a social network can in our opinion be increased by
determine the friendship intensity. This is further discussed by the use of data
mining to identify structural patterns in the interaction and non-interaction based
data. One possible approach would be to establish an intensity model to determine
different levels of friendship between your friends. In the future, we plan to
develop a data mining framework and will utilize various classification and
numerical predictation algorithms. Later on, we will validate the performance of
this model on Facebook.

As part of future work, the DSL research group is continuously developing both
FAITH and other applications. One feature in FAITH that is under development is
Asynchronous Information Dissemination (AID). AID will be designed to increase

11 On the Concept of Trust in Online Social Networks 155



users’ flexibility to control the updates they want their friends to view. With AID,
each user will be able to assign a rule to a message before publishing.
The rule defines who will see the message, at what time they can see the message
and what operations (e.g., like/comment/share) they can do with the message. AID
allows users to define rules of how to publish updates on their friends’ walls
asynchronously. It brings multiple benefits to OSN users. First, it can provide a fair
OSN game environment to cope with controversial browser plug-ins (e.g., Snag
Bar of Gamers Unite3). AID can also be applied to protect personal privacy if users
do not want to disseminate personal news immediately. By employing semantic
methods to extract message topics, we will further be able to automatically predict
users’ preference based on historical events. Besides providing flexibility to OSN
users, AID also reduces network traffic and server load by delaying updates,
canceling invalid or removed updates and preventing plug-ins from continuously
scanning walls. In the near future, we further see a need for more applications
leveraging social informatics in order to create and maintain a trustworthy Internet.
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Chapter 12

Participatory Sensing: The Tension
Between Social Translucence and Privacy

Ioannis Krontiris and Nicolas Maisonneuve

Abstract Participatory sensing is a new research area that emerged from the need to
complement our previous efforts in wireless sensor networks. It takes advantage of
the emergence of rich-sensor mobile phones and their wide adoption, in order to turn
people to producers of sensed data and enable new classes of collective applications.
Unavoidably, this raises a lot of privacy concerns, as people are becoming sensors
and give out a lot of personal information, like their location. If we choose to protect
their privacy by anonymizing the data and completely hiding any identifying
information, then the visibility of their contributions to others is lost. However, it is
important to maintain this property, in order to support accountability on one hand
and allow people gain reputation for their efforts on the other hand. In this book
chapter we investigate which of the available technical solutions we need, in order to
resolve this conflict and what are the research directions that emerge.

Keywords Privacy � Trust � Anonymity � Social networking

12.1 Introduction

Over the several past years, there has been a great amount of research on wireless
sensor networks, using dedicated embedded devices for data collection, e.g., from
the environment or an infrastructure. The deployments of sensor networks have
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been treated as peripheral networks attached to the mainstream domain of the
Internet through a gateway, delivering in this way data to the end-users. However,
the initial vision of connecting thousands of sensors that have been randomly
disseminated into the environment (‘‘smart dust’’) seems to be still far out of reach.

At the same time, the wide adoption of mobile phones in combination with the
spread of the Web 2.0 paradigm on theWeb recently created the right conditions for
a new scope of research, often referred to as participatory sensing [1], which comes
to complement our previous efforts in wireless sensor networks. Thanks to sensor-
rich devices, geo-localised user-generated content can now be created any time,
anywhere. Other sensors, besides geo-location chips, such as camera, gyroscope,
light sensor or accelerometer started becoming more and more prevalent in mobile
devices carried by billions of people, enabling new large-scale practices. So, the
vision of a sensor data-sharing infrastructure emerged, where people and their
mobile phone devices could provide sensor data streams in accessible ways to third
parties interested in integrating and remixing data, enabling new citizen science
campaigns [2, 3] and empowering local communities to manage their commons.

Participatory sensing regards end-users not only as consumers, but also as
active producers of data and uses the sensors attached to the user as natural source
of information.This new direction changes several underlying assumptions of
typical sensor networks, as for example urban deployment, no pre-defined sink
nodes, more powerful rechargeable nodes, mobility (humans, cars, etc.) and a new
variety of sensors, attached closer to human beings and the context around them.
With participatory sensing, the research area of sensor networks is moving into a
direction, in which sensing networks will be several orders of magnitudes larger
than the average existing classical sensor networks and where the short-term real-
world impact may be much higher.

In the wireless network research community, participatory sensing is sometimes
referred to as people-centric sensing [4], urban sensing [5] or mobile sensing [6].
But while all these terms are close, they emphasize different aspects. People-
centric sensing focuses on the nature of the data collected, e.g. health data, food
consumption or personal noise exposure, and it does not necessary refer to loca-
tion-related data. Urban sensing emphasizes on the environment where the sensing
process takes place, i.e., the urban space. Mobile sensing emphasizes on the
mobility and the nature of the sensor device, i.e. the mobile phone. Finally, par-
ticipatory sensing emphasizes on the participatory nature of some projects, which
is the focus of this article.

Indeed, a lot of participatory sensing-related projects target only the individual
level. An increasing number of mobile applications deliver self-monitoring services,
for instance sensing their daily exposure to pollution, keeping track of their exercise
activities, dietary habits, etc. While some of these services, like CenceMe [7], allow
to share such information within social networks, they are mainly individual centric.
However, in this chapter we focus on sensing projects that also target the community
level and in which users sharing commons do not necessary get an individual and
direct benefit from offering their sensing capabilities. They are rather motivated by a
common cause or interest, similar to the participative paradigm of Web 2.0. Both
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levels are compatible. For example the NoiseTube [8] project enables citizens to
measure their daily exposure to noise in their environment on one hand and report
such information to produce a noise map representing the collective exposure
experienced by the local people, on the other hand (see Fig. 12.1).

12.1.1 Problem Statement and Chapter Organization

In the first part of this chapter, we focus on participatory and accountability-
related aspects. Currently, many projects call people to participate with the goal to
collect sensor data. But these calls have been only moderately successful. The
focus of research should be extended to investigate how we can make people
involve more actively in participatory sensing projects. Secondly, like any par-
ticipatory system, such as Wikipedia, participatory sensing is vulnerable to gaming
and spamming. A major challenge is thus enabling broad user participation by
making the system accountable for all data.

To tackle these two issues in the general context of online communities,
Erickson and Kellogg [9] proposed to integrate Social Translucence features. Social
Translucence is a term to refer to ‘‘digital systems that support coherent behavior by
making participants and their activities visible to one another’’. The goal of such
feature is to faciliate participation, self-organisation and accountability. Such social
feature, present in current communities platforms (e.g. Facebook), could provide
many benefits to the design of future participatory sensing projects.

At the same time, several research work is focusing on privacy issues of par-
ticipatory sensing (see [10] for a survey). Indeed, with the mobile devices gath-
ering sensor data from user’s immediate environment and deriving user context,
privacy concerns are rightfully raised. In this chapter we focus only on location-
related data as they are commonly sensitive. So the goal is to prevent access to
location information at all costs, making it tamper-proof against both (i) malicious

Fig. 12.1 The NoiseTube project [8]. A sensing project mixing mobile sensing applications with
participatory and community building aspects to create a collective exposure map of noise
pollution
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hackers with the desire to intrude on other people’s privacy, and (ii) against
companies profiling and accumulating users’ location information for profit
maximization.

Then the question that we raise in this chapter is: how can we maintain social
translucence features to preserve participation and accountability, while preserving
privacy at the same time? Indeed, protecting privacy will unavoidably limit the
visibility and accountability of user contributions to the minimum.

In the second part of the chapter, to answer this question we explore the use of
an anonymity-based approach: all data sent to the service provider do not include
any identifying information of the sender. In the context of a social translucence
design, we then investigate two related problems:

• In Sect. 12.4.2, we discuss about accountability. How to revoke the access
credentials of users, who covered behind their anonymity, misbehave against the
system?

• In Sect. 12.4.3, we discuss about maintening reputation and social recognition.
How to enable users to accumulate reputation points and receive recognition for
their contributions, even though these contributions were made anonymously?

12.2 Social Factors for Participation and Accountability

As in many community-based services, a key factor in participatory sensing lies in
the leverage of participation in data gathering. Even though the ubiquity of mobile
phones makes mass participation feasible, as attempted in [11], it remains ques-
tionable how the general public can be motivated to voluntary participate. In most
cases, participatory sensing projects call users to volunteer and offer the sensing
capabilities of their mobile devices without getting any immediate social benefits.
What benefits would they gain that might compensate them for their efforts?

Furthermore like any participatory system, such as Wikipedia, participatory
sensing is vulnerable to gaming and spamming. A major challenge is thus enabling
broad user participation by making the system accountable for all data.

Well known Web 2.0 success stories such as Flickr, YouTube or Wikipedia
prove that it is possible to actively involve people in community projects with no
self-reflective benefits. The question is then, can we transfer online social practices
from the digital world to the real world via mobile technology?

12.3 Social Translucence Design for Participatory Sensing

In the context of online communities, Kollock outlines three motivations that do
not just rely on altruistic behavior on the part of the contributor: anticipated
reciprocity, increased recognition and sense of efficacy [12]. Indeed, as pointed out
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in [13], the Web 2.0 phenomenon contradicts many predictions regarding the form
of cooperation and community building that were encouraged by the founders of
the Web. As shown in studies of bloggers or Wikipedia [14], the motivations of
contributors do not fit into a single category. They are not either utilitarian, tar-
geting to maximise personal interest or just altruistic, motivated by a desire to
volunteer and be part of a community. Users generally first have individualistic
motivations when they begin to make visible personal production (e.g. blog posts).
Such tendency to get social recognition and attract attention by making their
contributions public appears to develop a greater number of interpersonal relations
than expected, although the links between individuals are weak. From such dense
interaction emerge opportunities of cooperation, transforming user goals from
individual interest to more collective.

A social translucence design has been proposed by Erickson and Kellogg [9] to
make participant’s contributions and activity visible to the community. Social
Translucence is a term to refer to ‘‘digital systems that support coherent behavior
by making participants and their activities visible to one another’’. Designing
social infrastructure aims at supporting mutual awareness and accountability and
thus facilitating participation and collaboration. Interpretation and understanding
of those actions can influence the direction of public decision making [15],
influence reputations [16], notions of expertise [17], as well as other aspects of
collaboration.

12.4 The Tension Between Privacy and Social Translucence

In the previous section we saw that visibility is a crucial requirement to sustain
participation and accountability. However, we speak of socially translucent sys-
tems rather than socially transparent systems, because there is a vital tension
between privacy and visibility [9]. Indeed, sensing from a cellphone for collecting
information from the environment and tagging them with time and GPS data,
could be used to infer a lot of personal information, including the user’s identity.
This problem is often termed location privacy. Knowing when a particular person
was at a particular point in time can be used to infer the personal activities,
political views, health status, and launch unsolicited advertising, physical attacks
or harassment. Location information is therefore in many cases a particularly
sensitive piece of personal data and people have now started to realize more and
more the need for location privacy [10].

In our pessimistic scenario users have strong concerns about privacy, while at
the same time we would like to preserve social features as much as possible. What
kind of social translucence design can we offer in this context? Is it possible to
offer anonymity to the user, who submits sensing data from the physical envi-
ronment, while at the same time we maintain properties connected to the trans-
lucence of his online identity, like reputation and accountability? So, in a way,
while at the previous section we were looking to bring the users from the physical
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environment closer to the online communities, now we seek ways to maintain
these benefits, but also separate their physical identity from their online identity.

In the following sections, we try to answer these questions by showing that
indeed, (i) it is possible to revoke access credentials of anonymous misbehaving
users and also (ii) award reputation points to anonymous users submitting data. In
the latter case reputation values would be public, appearing on the user public
profile in the community to express the degree of his/her contribution and receive
attention.

12.4.1 System Architecture

As it turns out, it is not a trivial task to provide anonymity for pervasive contri-
butions of sensor data, as many actors are involved in the process, who could
potential harm the privacy of the users. Let us assume that any identifying
information has been removed from the data, so it includes only the sensing
information, the GPS value and the time of measurement. This is not enough to
provide anonymity to the user, if we do not first of all protect identifying infor-
mation at the network layer. Network identifiers can be used, either to reveal the
identity of the user directly or link several reports back to the same user and
therefore build a location profile of that user.

Figure 12.2 depicts the communication paths between the two communication
ends in a generic participatory sensing architecture: the mobile users and the
application provider. There are (at least) two network access possibilities for the
user: through a data telecommunications service, like GSM or UMTS and through
a (possibly open) WLAN access point. Providing anonymity at the first hop of
communication, i.e. between the user and the mobile operator or the Wi-Fi hot-
spot, is a problem that falls outside the scope of this chapter. Here we consider
attackers, who are able to observe the traffic over the Internet between the access
point and the service provider. At this level the goal is to provide communication
anonymity, which means hiding the network identifiers in the network layer (i.e.,
IP addresses).

Since mixes were proposed in 1981 [18] as a solution for achieving anonymous
communication, multiple other protocols appeared in the literature in order to
provide anonymity over the Internet. In particular, low-latency anonymous overlay
networks seek to provide, from the user’s point of view, a reasonable trade-off
between anonymity and performance. Some of the most prominent low-latency
approaches include Crowds, Tor, Jap, and Onion Routing. Still, only a few of these
anonymizing networks have been tested for the mobile Internet scenario and it is
an area that only lately attracted research interest [19]. Even though it is not hard
to adapt protocols like Tor to conform to the mobile internet constraints, other
more lightweight solutions remain to be investigated [20]. Nevertheless, in the rest
of this book chapter, we will assume that a suitable anonymous overlay network is
applied to offer the desirable protection at the communication level.
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Let us note however that the interconnection of users through online commu-
nities creates a different setting for the evaluation of the performance by anony-
mous communication networks in our scenario. Here, an attacker, besides her
observations at the network layer, has also knowledge from the application layer,
i.e., the identities of the users that participate in the system and how they are
related, through their profiles in the social group. Users organize themselves into a
community with a common goal, and these users are expected to send measure-
ments for the corresponding campaign. There is an a priori knowledge of user
profiles and associations that can be combined with data gathered by traffic
analysis of the mix-based network.

Diaz et al. studied the problem of measuring anonymity based on profile
information [21] and social networks [22] and showed that user profile
information does not necessarily lead to a reduction of the attacker’s uncer-
tainty. The assumptions in this work include a 1-to-1 communication para-
digm, where individuals communicate with each other directly, as well as a
global passive adversary model, where the attacker can observe all the inputs
and outputs of the anonymous communication network. Generalizing the first
and relaxing the second assumption certainly creates an interesting but also
challenging problem.

Fig. 12.2 A generic system model for a participatory sensing system, where users preserve their
location privacy by submitting de-identified data. However, the network layer contains many
identifiers that can be used to identify the users. Also the knowledge of the social group that an
anonymous user belongs to, could reduce the offered anonymity
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12.4.2 Revocation of Misbehaving Users

For most participatory sensing applications it is essential to enforce access control
in order to prevent service abuse and to protect against malicious attacks. Access
to services for users offering the data should be granted only based on pre-
established trust between users and the service provider. Given that we also want
to preserve anonymity, this leads to a chicken-and-egg conundrum. On one hand, a
user has to be authenticated before accessing a service; on the other hand the users
ID can serve as a unique identifier that can be used to track the users whereabouts
and actions.

In response to this problem, a lot of research work has focused on anonymous
user authentication that targets user privacy while maintaining access security. The
basic idea has been to verify the users right to access a service, while at the same
time the users identifying information remains secured. This immediately creates
an important requirement: the support of user revocation. The anonymous access
to a service offers users a high degree of privacy and along with it the license to
misbehave without the fear of punishment. Therefore we want to be able to de-
anonymize misbehaving users and limit their access to the system.

An approach for enhancing anonymous authentication is to use group signa-

tures [23], where a vast amount of research is being carried out worldwide. These
technologies can be used to verify whether or not a user is allowed access, without
actually identifying the user. This is achieved by allowing a member of a group to
sign a message on behalf of the group, without revealing which member produced
the signature. Group signature systems can support revocation, where group
membership can be selectively disabled without affecting unrevoked members.

In order to apply group signatures for mobile phones and users belonging to
highly dynamic communities, we need to address a number of problems that come
with this solution. For example, in online communities members continuously come
and go and a solution to change and re-distribute fresh certificates to all members
each time is not a viable solution. This problem has been addressed by anonymous
credential systems that support dynamic membership revocation [24, 25].

Existing group signature solutions are based on a trusted third party (TTP),
which has the ability to revoke a user’s privacy at any time. This becomes
problematic, since users can never be assured that their privacy will be maintained
by that TTP. To eliminate the reliance on TTPs, certain ‘‘threshold-based’’
approaches such as e-cash [26, 27] and k-Times Anonymous Authentication
(k-TAA) [28] have been proposed. In these schemes, no one, not even an authority,
can identify a user who has not exceeded the allowed number of k authentications
or spent an e-coin twice.

However, misbehavior in participatory sensing applications is not defined as
overusing a service. In our case, we are interested in revoking users who upload
data, which after a specific process are judged as ‘‘inappropriate’’. When they have
been judged to have repeatedly misbehaved at least d times, they should be
revoked by the system. This problem has been addressed recently by Tsang et al.
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[29], who proposed a d-strikes-out revocation scheme for blacklisting misbehaving
users, without relying on a TTP. Unfortunately the computational and communi-
cation overhead of the protocol is not attractive for power-limited devices such as
mobile phones, especially as the size of the blacklist grows.

12.4.3 Anonymous Reputation

As we discussed above, offering reputation points to people submitting data can
form a sort of recognition to their efforts. These reputation points are collected
when submitting data to the service provider and then they are publicly displayed
in the profile that the user maintains in the community. The challenge to comply
with the privacy properties that we also described above should now be obvious.
A direct process of acquiring reputation points for a given report and display them
on a public profile would clearly compromise the anonymity of the submitter. So,
we need to provide a protocol that satisfies the following two properties:

• The process of acquiring reputation points is independent from the process of
updating the reputation value on someone’s public profile.

• The process of acquiring reputation points for two successive reports should be
unlinkable with each other, in order to maintain the unlinkability of reports.

One way is to base the solution on Chaum’s eCash [18]. An electronic cash
system aims at emulating regular cash and offers anonymity properties: an
adversary cannot link a spending to a withdrawal. In our system, the whole process
takes place in two independent phases: First a user U communicates with the
service provider under a randomly chosen one-time pseudonym PU to submit the
data. The user obtains an e-coin from the bank for each report submission, each
one corresponding to a reputation point. In the second phase, the user logs-in using
his regular public profile and redeems the e-coin to get a reputation point and
increase his total reputation. E-coins can be spend only once, and cannot be
transferred to other users.

However, we cannot solve the problem of a secure reputation system just by
using an eCash scheme. E-coins are anonymous, but linkable, which in turn leads to
the linkability of the reports submitted in order to acquire these e-coins. The use of
other cryptographic tools are required as well, such as blind signatures [30]. For an
example of how these cryptographic tools can be combined to build a reputation
system for anonymous networks, we refer the reader to the recent work of An-
droulaki et al. [31]. One of the drawbacks of this protocol is that negative reputation
is not supported. That is, users can only increase their reputation and eventually the
system will reach a final state, where all users have the maximum reputation. After
this point, no user has the incentive to collect new reputation points.

To address this problem, Schiffner et al. [32] proposed a solution that supports
non-monotonic reputation. By allowing negative ratings, the problem that emerges
is that ratees cannot be forced to deposit received reputation coins, i.e., the ratee
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can decide on his own whether he wants to deposit the received rating and of
course he would not deposit a negative coin. To overcome this, the authors force
the rating of every interaction. That is, the reputation provider keeps account not
only of the reputation, but also of the interactions, guaranteeing that each inter-
action is actual rated, possibly also in a negative way.

12.5 Conclusions

In this book chapter we introduced the emerging research area of participatory
sensing and concentrated on the location privacy challenges. We took the approach
of protecting user’s privacy by anonymizing their data before submission to the
service provider. On the other hand, we argued that offering social translucence to
the users is important for the success of future participatory sensing campaigns. As
these two goals are contradictory with each other, we looked for social translu-
cence properties that are still possible, even under user anonymity like account-
ability and reputation.

For the first, we saw that indeed revoking anonymous misbehaving users is
possible, even without relying on a trusted third party (TTP), but more work would
be needed to improve the performance of such protocols in the pervasive scenario.
For the latter, some protocols exist that allow anonymous users to collect repu-
tation points using a combination of e-cash systems and blind signatures. How-
ever, they currently do not support more complicated reputation systems that will
be needed to support incentive and community building mechanisms of partici-
patory sensing. Finally, it remains an interesting problem to see what other tools
we can develop in the future to provide even more social translucence for anon-
ymous users in participatory sensing systems.
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Chapter 13

A Summary of Two Practical Attacks
Against Social Networks

Leyla Bilge, Marco Balduzzi, Davide Balzarotti and Engin Kirda

Abstract Social networking sites have been increasingly gaining popularity, and
they have already changed the communication habits of hundred of millions of
users. Unfortunately, this new technology can easily be misused to collect private
information and violate the users’ privacy. In this chapter, we summarize two
practical attacks we have presented in the past: an impersonation attack in which
we automatically clone a user profile, and an attack that abuses the information
provided by social networks to automatically correlate information extracted from
different social networks. Our results show that these attacks are very successful in
practice and that they can significantly impact the users’ privacy. Therefore, these
attacks represent a first important step to raise awareness among users about the
privacy and security risks involved in sharing information in one or more social
networks.
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13.1 Introduction

A social network is a social structure that is made up of nodes representing
individuals or organizations. These nodes may be tied to each other by properties
such as friendship, common values, visions, ideas, business relationships and
general interests. Although the idea of social networks has been around for a long
time (e.g., see [1]), social networking web sites and services are a relatively new
phenomenon on the Internet. Business relationship-focused social networking sites
such as XING [2] (previously known as OpenBC) and LinkedIn [3], as well as
friendship-focused social networking sites such as Facebook [4], MySpace [5],
StudiVZ [6] and MeinVZ [7] have been gaining popularity among Internet users.
In fact, LinkedIn boasts on its web site that it has 30 million registered users.
XING, a business networking site that is very popular in Switzerland, Germany
and Austria, claims to have 6 million registered users. Although it has only been
created four years ago, Facebook now has more than 400 million active users and
is reporting growth rates of 3% per week. According to Facebook, it registers 30
billion page views per month and is the largest photo storage site on the web with
over 1 billion uploaded photos [8].

With the introduction of social networks, the Internet community experienced a
revolution in its communication habits. What initially began as a simple frame for
social contacts quickly evolved into massively-used platforms where networking
and messaging is only one of the multiple possibilities the users can call upon.While
basic messaging is still one of the key features, it is clear that the participants see the
main advantage in the well-organized representation of friends and acquaintances.

Unfortunately, as the interest for a new technology grows on the Internet,
miscreants are attracted as well. For example, spam was not a major problem until
the end of the 1990s. However, as more and more people started using e-mail,
unsolicited (i.e, spam) e-mails started increasing in numbers. In fact, spam has
reached such high proportions that the Spamhouse Project [9] now estimates that
about 90% of the incoming e-mail traffic in North America, Europa and Australasia
is spam. Also, the increase in the popularity of e-mail also resulted in an increase in
the number of malicious e-mails (e.g., e-mails with worm attachments, phishing
e-mails, scam e-mails, etc.). Today, e-mail is a popular way of spreading infections.

As the popularity of social networking sites increase, so does their attractive-
ness for criminals. For example, worms have recently emerged that specifically
target MySpace and Facebook users [10]. These worms make use of old ideas that
are applied to a new technology. Analogous to classic worms such as LoveLetter
[11] that used the contacts in a victim’s Outlook address book to spread, these new
social networking worms use the friend lists of a victim to send a copy of
themselves to other social networking users. Although such e-mail attachments
may raise more suspicion now as such tricks have already been seen by many
e-mail users, they are not as well-known on social networking sites. Furthermore,
note that incoming e-mails with attachments are often scanned for malicious
content and Bayesian filters are applied to sort out unsolicited mails. In
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comparison, social networking sites do not usually provide filtering mechanisms or
warnings for dangerous content, hence, making it easier, in principle, for a
potential attacker to send malicious applications and URLs to victims.

Social networking sites are an attractive target for attackers because of the nature
of the sensitive information that they contain on registered users. Typically, users
enter their real e-mail addresses and provide information on their education, friends,
professional background, activities they are involved in, their current relationship
status and sometimes even list their previous relationships (e.g., on Facebook, one
may read that Mr X. was together with Ms Y until they broke up in 2006). Hence,
from the attacker’s point of view, access to this type of detailed, personal infor-
mation would be ideal for launching targeted, social engineering attacks, now often
referred to as spear phishing [12, 13]. Furthermore, the collected e-mail addresses
and personal information would be invaluable for spammers as they would (1) have
access to e-mail addresses that belong to real people (i.e., one problem spammers
face is that they often do not know if the e-mail addresses that they collect are indeed
being used by real people or they are just secondary addresses that are not regularly
read) and (2) have information about the people using these e-mail addresses
allowing them to efficiently personalize their marketing activities, tailored accord-
ing to the knowledge from the target’s profile. Also, note that the ability to associate
personal information with an e-mail address is important to be able to successfully
by-pass spam filters [14]. Such filters usually generate a list of ‘‘spammy’’ tokens
versus ‘‘good’’ tokens after training with a large set of previously received e-mails.
As a result, e-mails that contain the name of the user receiving the e-mail, or names
of people that he is acquainted with tend to receive lower spam ratings than e-mails
that are less personal. As a result, if the spammer is able to include some personal
information in the spam that he is sending, he would be able to improve his chances
of reaching the targeted user.

For a social networking site to work properly, it is imperative to have certain
knowledge about the participants. Suggesting users from the same area with the
same age, for instance, can lead to a renewed childhood friendship, while a detailed
work history might open unexpected business opportunities. On the other hand, this
kind of information is also of great value to entities with potentially malicious
intentions. Hence, it is the responsibility of the service provider to ensure that
unauthorized access to sensitive profile information is properly restricted. In fact,
various researchers (e.g., [15–17]) have shown that social networks can pose a
significant threat to users’ privacy as well. The main problem is twofold:

• Many users tend to be overly revealing when publishing personal information.
Although it lies in the responsibility of each individual to assess the risk of
publishing sensitive information, the provider can help by setting defaults that
restrict the access to this information to a limited number of individuals. A good
example is Facebook, where detailed information is only exchanged between
already connected users.

• Information exists in social networks that a user cannot directly control, and
may not even be aware of. The best example is the use of the information
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provided during the registration phase (e.g., name, contact e-mail address, and
birthday). Even though this data may never be shown in the public user profile,
what most users do not realize is the fact that this information is still often used
to provide other functionality within the social network (e.g., such as deter-
mining which users might know each other).

In this chapter, we give a summary of a number of practical attacks that were
studied in the past [18, 19]. First, two impersonation attacks that consist of the
automated identity theft of real user profiles are explained. Then, a type of attack
that abuses the information provided by social networks for automated user pro-
filing is described.

In the first impersonation attack, an already existing profile in a social network
is cloned and friend requests are sent to the contacts of the victim. Hence, the
contacts of a user can be ‘‘stolen’’ by forging his identity and creating a second,
identical profile in the same social network. Having access to the contacts of a
victim, therefore, means that the sensitive personal information provided by these
contacts can be accessed. The experimental results show that a typical user tends to
accept a friend request from a forged identity who is actually already a confirmed
contact in their friend list.

In the other one, we perform a cross-site profile cloning attack where we clone
a profile that exist in one social network, but not in the other. In this attack, users
who are registered in one social network, but who are not registered in another are
automatically identified. This makes it possible to clone the identity of a victim in
the site where he is registered, and forge it in a social networking site where he is
not registered yet. After the forged identity is successfully created, then the social
network of the victim is rebuilt by contacting his friends that were identified to be
registered on both social networking sites. The experimental results suggest that
this attack is especially effective because profiles in this case only exist once on the
social networking site that is being targeted. As a result, the friend requests that are
sent look perfectly legitimate and do not raise suspicion with the users who have
been contacted.

The attack that performs automated user profiling exploits a common weakness
shared by eight most popular social networks: Facebook, MySpace, Twitter,
LinkedIn, Friendster, Badoo, Netlog, and XING. The weakness is inherent in a
feature that is particularly useful for newly-registered users: Finding friends. With
the functionality to search for friends, social networks need to walk the thin line
between revealing only limited information about their users, and simplifying the
process of finding existing friends by disclosing the personal details of registered
users. A common functionality among these popular social networks is to let users
search for friends by providing their e-mail addresses. For example, by entering
‘‘gerhard@gmail.com’’, a user can check if her friend Gerhard has an account on
the social network so that she can contact and add him to her friend list. Note that
an e-mail address, by default, is considered to be private information, and social
networks take measures not to reveal this information. That is, one cannot typi-
cally access a user’s profile and simply gain access to his personal e-mail address.
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One of the main purposes of protecting e-mail addresses is to prevent spammers
from crawling the network and collecting e-mail to user mappings. With these
mappings at hand, the attacker could easily construct targeted spam and phishing
e-mails (e.g., using real names, names of friends, and other personal information
[20]). This kind of profiling is also interesting for an attacker to perform a
reconnaissance prior to attacking a company. By correlating mappings from dif-
ferent social networks, it is even possible to identify contradictions and untruth-
fully entered information among profiles.

13.2 Cloning Attacks Against Social Networking Sites

13.2.1 Profile Cloning

Our premise for the profile cloning attack is that social networking users are
generally not cautious when accepting friend requests. Our assumption, as an
attacker, is that many users will not get suspicious if a friend request comes from
someone they know, even if this person is already on their contact list. In fact,
some users may have hundreds of confirmed contacts in their friend lists and they
may have varying levels of communication with these people. For example, one
might exchange messages with a primary school friend once a year, but have daily
contact with a friend who is in the same city. Because of the lower degree of
contact, the chance that the primary school friend will get suspicious for the new
duplicate contact request is less than someone the victim is in regular contact with.

Typically, whenever a user receives a friend request, she needs to confirm the
relationship and accept the new connection. Either a standard friendship message
can be sent, or a personal message can be added to it. For example, to make the
new friend request more convincing, the attacker may add a social engineering
message such as ‘‘Dear friends, my computer broke down, I am reconstructing my
friend list. Please add me again!’’. A real attacker likely prefers to use a personal
message to increase her success rate.

Of course, it is likely that after a while the victims will notice the abnormality in
their friend list and will remove the fake friend. Even though this seems to be unde-
sirable, from the attacker’s point of view it is enough for a contact to accept a friend
request. Even if the contact decides to remove the friend connection later on, the
attacker already had a chance to access and copy the victim’s personal information.

The profile cloning attack consists of identifying a victim and creating a new
account with his real name and photograph inside the same social network. The
profile photographs can be simply copied and used when registering a new, cloned
account. Furthermore, note that names are not unique on social networks, and
people may exist who have identical names.

Once the cloned account has been created, our system can automatically contact
the friends of the victim and send friend requests. Whenever a user receives a
friend request, she typically sees the photograph and the name of the person who
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has sent the request. Our expectation, as the attacker, is that the user will accept
this request as it is from someone they recognize and know.

In our experiments, we measured the feasibility of the cloning attack on
Facebook [18]. The results show that average friendship acceptance rate for forged
profiles is over 75%. We believe that an attacker that performs such an attack is
able to gain the trust of the friends of the forged profile.

13.2.2 Cross-site Profile Cloning

In the cross-site profile cloning attack, our aim is to identify victims who are
registered in one social network, but not in another. Our first aim, from the
attacker’s point of view, is to steal their identities and create accounts for them in
the network where they are not registered. Note that this attack is more difficult to
detect by the social network service provider or the legitimate owner of the copied
profile. As far as the service provider is concerned, a new user is registering to the
network.

When creating an identical account in another social network, we attempt to
retrieve as much information as possible from the victim’s original account in the
other network. Clearly, the type of the social network is relevant when forging
accounts. That is, it is much easier for an attacker to create forged accounts in
social networks of the same nature.

Our second aim, after the stolen identity has been created, is to identify the
friends of the victim in the original network and check which of them are regis-
tered in the target network. To determine with certainty if a friend of the cloned
contact is already registered on a different social network is not as straight-forward
as it may seem. In order to determine with a high probability if a certain user
already exists on a social network, we need to look at more information associated
with that specific user. In our comparison, the information that we take into
account consists of the name, the educational background, the professional
background of the profile, and finally, the location where the user lives.

Once the contacts of a victim have been identified, our system can then start
sending automated friend requests to these identified users. As far as the contacted
users are concerned, a friend request is coming from someone they know and who
is not on their friend list yet. As a result, our expectation is that most users will
accept this request without becoming suspicious. After all, it is the nature of social
networks that people get connected by receiving friend requests from time to time
from people that they know.

We applied cross-site profile cloning attacks to XING and LinkedIn since they
both focus on business connections. Our experiments suggest that the cross-site
profile cloning attack is more effective in practice than the profile cloning attack.
This is because profiles exist only once on the social networking site that is being
targeted. As a result, the friend requests that we send look perfectly legitimate and
do not raise suspicion with the users who have been contacted.
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13.3 Abusing Social Networks for Automated User Profiling

Many social network providers such as Facebook, MySpace, XING, or LinkedIn
offer a feature that allows a user to search for her friends by providing a list of
e-mail addresses. In return, the user receives a list of accounts that are registered
with these e-mail addresses. From a user’s point of view, this feature is valuable:
A user can simply upload her address book, and the social network tells her which
of her friends are already registered on the site. The feature enables a user to
quickly identify other users she knows, and with which she might be interested in
establishing a connection.

While the e-mail search functionality commonly available in social networks is
convenient, a closer examination reveals that it also has some security-relevant
drawbacks. An attacker can misuse this feature by repeatedly querying a large
number of e-mail addresses using the search interface as an oracle to validate users
on the social network. This information can then be abused in many ways, for
example:

• A spammer can automatically validate his list of e-mail addresses (e.g., find out
which addresses are most probably real and active) by querying a social net-
work, and only send spam e-mails to those users [21].

• The previous attack can be combined with social phishing, i.e., the spammer
crawls the profile of a user and uses this information to send targeted phishing
e-mails (if the user has a public profile and a public friend list) [20].

• An attacker can generate detailed profiles of the employees of a company and
use this information during the reconnaissance phase prior to the actual attack.

Note that it has been recently reported that spammers have started to shift
their attention to social networking sites to collect information about users that
they can then use for targeted e-mails [22]. The report states that spammers have
been using bots to spy information from social networks that they can then use
for launching attacks such as guessing passwords (i.e., using reminder hints such
as ‘‘What is my favorite pet?’’). The prerequisite for these current attacks,
however, is that a bot is installed on the victim’s machine. In comparison, we
describe the exploitation of a common weakness in a social network function-
ality that allows us to retrieve information about users even if they are not
infected by a bot.

In each of these cases, the attack is only feasible since the social network
provider enables a large-scale query of e-mail addresses. Before going into details
on how this feature can be abused in practice, we provide an overview of the
context of this type of attacks and previous instances of similar problems.

Once the attacker is able to abuse the e-mail search functionality to validate
users on the social network (see Fig. 13.1a), in the second step, the attacker
retrieves the user’s profile from the different networks in an automated way (see
Fig. 13.1b). From each profile, she extracts the information she is interested in, for
example, age, location, job/company, list of friends, education, or any other
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information that is publicly available. This information can then be aggregated and
correlated to build a rich user profile.

This attack can be realized even with very limited resources. In fact, by using a
single machine over a few weeks only, it is possible to collect hundreds of
thousands of user profiles, and queries for millions of e-mail addresses (i.e., each
social network was successfully queried for 10.4 million addresses, adding up to a
total of about 82.3 million queries). This emphasizes the magnitude and the sig-
nificance of the attack since a more powerful, sophisticated, and determined
attacker could potentially extract even more information (e.g., by using a large
botnet).

An attacker can also abuse the search feature in a completely different way,
extending the attack. During the profiling step, an attacker can learn the names of a
user’s friends. This information is often available publicly, including social net-
working sites such as Facebook and Twitter. An attacker can thus obtain the tuple
(first name, last name) for each friend of a given user, but not the e-mail addresses
for these friends: The e-mail address itself is considered private information and
not directly revealed by the social networking sites. However, an attacker can
automatically try to guess the e-mail addresses of the friends of a user by abusing
the search feature. We implemented two different, straight-forward techniques for
generating new e-mail addresses, based on user names.

For the first technique, for each friend, we build 24 addresses. Given a name in
the form ‘‘claudio bianchi’’, we generate six prefixes as ‘‘claudio.bianchi’’,
‘‘claudiobianchi’’, ‘‘claudio_bianchi’’, ‘‘c.bianchi c_bianchi’’ and ‘‘cbianchi’’.
Then, we append the four most popular free e-mail domains ‘‘gmail.com’’,
‘‘yahoo.com’’, ‘‘aol.com’’, and ‘‘hotmail.com’’.

For the second technique, we use context information for generating e-mail
addresses: If a user has an e-mail address with a certain structure (e.g., automati-
cally generated e-mail accounts often include the last name of the user and a static
prefix), we try to detect this structure by searching the user’s first and last name
within the e-mail address. If we identify a pattern in the address, we use this match

Fig. 13.1 Automated user profiling based on information collected on social networks.
a Querying social networks for registered e-mail addresses on a scale. b Crawling every profile
found in the first step to collect personal information
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and generate two additional e-mail addresses that follow the same pattern
(including both the first and last name) for each friend. If we do not detect a pattern,
we generate e-mail addresses similar to the first algorithm. However, instead of
appending common prefixes, we use the prefix of the user on the assumption that the
friends of a user might be a member of the same e-mail provider.

Finally with this approach, an attacker can generate new e-mail addresses based
on profile information, and brute-force the social networking sites to validate them.

13.3.1 Implementation of the Attack

Our prototype system [19] has been implemented as a collection of several
components. One component queries the social networks, one extracts and stores
the identified information from user profiles, and one automatically correlates the
information to discover as much information as possible about a user. An overview
of the system and the relationship of the components is shown in Fig. 13.2.

We designed our system to be efficient and stealthy at the same time. Therefore,
we had to find a compromise between normal user behavior, which is stealthy, and
brute-force crawling, which is efficient but bears the danger of frequently-sus-
pended accounts. Our solution was tweaked for each social network, to find the
right combination of timeouts and number of requests. Furthermore, our solutions
was carefully designed not to overwhelm the tested networks.

Our architecture contains three main components: the Address Prober, the
Profile Crawler, and the Correlator.

The Address Prober is an HTTP client that is responsible for uploading the list
of e-mail addresses to be queried to the social network. The social network, in
return, sends back the list of accounts that are registered with those addresses. The
Address Prober also supports external e-mail providers such as, for example,
Google’s webmail service Gmail, and permits to upload lists of e-mail addresses to
such accounts. The motivation behind this feature is that some social networks

Fig. 13.2 Overview of system architecture
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only support e-mail queries if the source is an external e-mail account with an
attached address book.

The Profile Crawler is responsible for a deeper investigation of the user profiles
discovered in the previous step. The goal is to gather as much information about a
single user as possible.

After the crawling phase, the Correlator component combines and correlates
the profiles that have been collected from the different social networks. The email
address is used as a unique identifier to combine together different profiles and
identify the ones that belong to the same person. When it finds two profiles
associated with the same e-mail address, the Correlator compares all the infor-
mation in the two profiles to identify possible inconsistencies.

In particular, it compares all the fields that can assume a small set of values,
e.g., sex (either male or female), age (a positive integer number), and current
relationship (married, single, or in a relationship). The correlation phase has two
main goals: first, if a person provides his full name in social network A, but
registers a profile in the network B using a pseudonym, by cross-correlating the
two profiles, we can automatically associate the real user’s name also to the
account B. Second, we can detect inconsistent values across multiple networks.
For example, Bob can provide his real age on his profile on social network A,
while pretending to be 10 years younger on social network B.

In our experiments, we used about 10.4 million real-world e-mail addresses
that were left by attackers on a dropzone on a compromised machine. We built a
system to automatically query eight social networking sites with these addresses,
just as an adversary would, and we were able to identify about 1.2 million
profiles that were linked to one of the e-mail addresses we probe. Most profiles
were found on Facebook (4.96%), LinkedIn (2.36%), and MySpace (2.01%). Our
experiments demonstrated that we were able to automatically extract information
about users that they might actually wish to hide certain online behavior. For
example, we could identify users who were potentially using a different name on
a dating web site, and were pretending to be younger than they really were. The
correlation that we were able to do automatically has a significant privacy
impact.

13.4 Related Work

Social networks comprise of nodes that are connected to each other via strong
trusted links. That is, they rely on the assumption that a significant fraction of the
users in the system are honest. The most well-known attack to compromise the
trust relationship in a social network that employs a reputation system is the sybil
attack [23]. In this attack, the attacker creates multiple fake identities and pretends
to be distinct users in the network, using them to gain a disproportionately large
influence on the reputation system.
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To date, in order to defend social networks against sybil attacks, two systems
were proposed: SybilGuard [24] and SybilLimit [25]. The key insight used in both
approaches is that real-world social networks are fast mixing [26, 27] that aids to
distinguish the sybil nodes from normal nodes. Fast mixing means that subsets of
honest nodes have good connectivity to the rest of the social network.

Both SybilGuard and SybilLimit are good solutions for detecting Sybil nodes.
However, in our profile cloning attacks the established friendship connections are
legitimate and the system is establishing contact to a high number of existing
‘‘honest’’ nodes. Therefore, our fake accounts would not be detected by the pre-
vious approaches.

A study that is very related to the experiments we presented for profile cloning
attacks was conducted by Sophos [28]. The authors created a profile on Facebook
[4] and manually sent friend requests to 200 random users. The study reports that
41% of the users accepted the request. Furthermore, most of the users did not
restrict the access to the personal information in their profile. Note that the results of
our experiments are consistent with the study conducted by Sophos and demon-
strate that many users are not cautious in social networks. However, one of the main
differences between our work and the experiment performed by Sophos is that we
are able to automatically identify target users and send friend requests and we show
how the attack success rate can be greatly improved by cloning real user accounts.

In [20], the authors present experiments that they have performed on ‘‘social
phishing’’. They have crawled a number of social networking sites and have
downloaded publicly available information on users. Then, they manually con-
structed phishing e-mails that contained some personal information on the victims
that they were able to retrieve from the social networking sites. The results of the
study show that victims are more likely to fall for phishing attempts if some
information about their friends or about themselves is included in the phishing
mail. Our results, without relying on email messages, confirm that there is a high
degree of trust in social networks. However, our focus is different as we aim at
accessing the personal information of users that have not necessarily made their
profile public.

The large popularity of social networks and the availability of large amounts of
personal information has been unprecedented on the Internet. As a result, this
increasing popularity has lead to many recent studies that examine the security and
privacy aspects of these networks (e.g., [17, 18, 20, 21, 29–32]). As more and more
Internet users are registering on social networking sites and are sharing private
information, it is important to understand the significance of the risks that are
involved.

The structure and topology of different social networks was examined by dif-
ferent research groups (e.g., [33–36]). The main focus of previous work was either
on efficient crawling or on understanding the different aspects of the graph
structure of social networks. We extend previous work by contributing a novel way
to enumerate users on social networks with the help of e-mail lookups.

The automated user profile is facilitated by the fact that an attacker can use an
e-mail address to link profiles on different social networks to a single user.
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The idea of correlating data from different sources to build a user profile has
been studied in different contexts before. For example, Griffith and Jakobsson
showed that it is possible to correlate information from public records to better
guess the mother’s maiden name for a person [37]. Heatherly et al. [38], and
Zheleva and Getoor [36] recently showed that hidden information on a user’s
profile can also be inferred with the help of contextual information (e.g., the
political affiliation of a user can be predicted by examining political affiliation
of friends).

Concurrently and independently of the work on automated user profiling, Irani
et al. [39] performed a similar study of social networks. They showed that it is
straightforward to reconstruct the identify (what they call the social footprint) of a
person by correlating social network profiles of different networks. The correlation
is done either by using the user’s pseudonym or by inferring it from the user’s real
name. In contrast, our work focuses on automated techniques to find profiles of the
same person on different networks. In fact, due to the friend-finder weakness that
we discovered on all tested networks, we are able to associate profiles by e-mail
addresses. As a result, we produce a more precise correlation: On one hand, we can
make sure that different profiles belong to the same individual (Irani et al. have a
positive score of only 40% for the pseudonym match and 10–30% for the real
name match). On the other hand, we can reveal the ‘‘‘hidden profiles’’ of users that
they may actually wish to hide. Indeed, this is a major advantage of our approach;
we can link profiles that are registered using different pseudonyms or information,
but based on the same e-mail address.

Also, note that our work is also related to the area of de-anonymization, where
an attacker tries to correlate information obtained in different contexts to learn
more about the identity of a victim. Narayanan and Shmatikov showed that by
combining data with background knowledge, an attacker is capable of identifying
a user [40]. They applied their technique to the Internet movie database (IMDb) as
background knowledge and the Netflix prize dataset as an anonymized dataset, and
were indeed able to recognizes users. Furthermore, the two researchers applied a
similar technique to social networks and showed that the network topology in these
networks can be used to re-identify users [41]. Recently, Wondracek et al. [42]
introduced a novel technique based on social network groups as well as some
traditional browser history-stealing tactics to reveal the actual identity of users.
They based their empirical measurements on the XING network, and their analysis
suggested that about 42% of the users that use groups can be uniquely identified.

One of the prerequisites for being able to launch the automated attacks is the
ability to break CAPTCHAs used by a site. Several projects in the area of computer
vision exist that provide libraries to break real-world CAPTCHAs (e.g., [43, 44]).
Note that our main focus is not to advance the field of CAPTCHA breaking, but to
be able to break the CAPTCHAs efficiently enough to be able to automate the
attacks that we describe. Obviously, some CAPTCHAs are easier to break than
others (e.g., StudiVZ and XING are simpler than the reCAPTCHAs employed by
Facebook).
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13.5 Conclusions

Social networking sites have been increasingly gaining popularity. Many social
networking sites have millions of registered users now. Unfortunately, when a new
technology starts to attract a large number of Internet users, criminals are attracted
as well. Today, it is not uncommon for Internet users to be participants in more
than one social networking site (e.g., LinkedIn for business, and Facebook for
private networks).

In this chapter, we gave a summary of two types of attacks we have presented in
the past [18, 19]. The reader is referred to these papers for more details. The first
attack involves the profile cloning of existing user accounts either to the same or to
another social networking site. The second attack automatically exploits a com-
mon weakness that is present in many popular social networking sites. We are able
to correlate collected user information across many different social networks. That
is, users that are registered on multiple social networking web sites with the same
e-mail address are vulnerable. For example, it is possible to identify users who are
potentially using a different name on a dating website, and are pretending to be
younger than they really are. The correlation that we are able to do automatically
has a significant privacy impact.
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Chapter 14

Decentralized Social Networking Services

Thomas Paul, Sonja Buchegger and Thorsten Strufe

Abstract Online Social Networks (OSN) of today represent centralized reposi-
tories of personally identifiable information (PII) of their users. Considering their
impressive growth they arguably are the most popular service on the Internet, both
by technology savvy but even more by comparably inexpert audiences, today.
Being voluntarily maintained and automatically exploitable, they are a promising
and challenging target for commercial exploitation and abuse by miscreants.
Several approaches have been proposed to mitigate this threat by design.
Removing the centralized storage, they distribute the service and data storage, to
protect their users from a provider that has access to all the information users put
into the system. This chapter gives an overview of currently proposed approaches,
and classifies them according to their core design decisions.

Keywords Online Social Networks � Security � Peer-to-Peer � Decentralization

14.1 Introduction

Online Social Networks (OSN) are currently revolutionizing the way people
interact, and are becoming de facto a predominant1 service on the web. The impact
of this paradigm change on socio-economic and technical aspects of collaboration
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and interaction is comparable to that caused by the deployment of the World Wide
Web in the 1990s.

Catering to a broad range of users of all ages and a vast difference in social,
educational and national background, OSN allow even users with limited technical
skills to publish Personally Identifiable Information (PII) and to communicate with
ease, sharing interests and activities with their friends or indeed anybody on the
web. Online Social Networks contain digital representations of a subset of the
relations that their users, both registered persons and institutions, cultivate in
the physical world. Centralized Social Network Services (SNS) manage, and offer
online access to these OSN.

Adapted from the original definition in [4], an online social network can be
defined as an online platform that (1) provides services for a user to build a public
profile and to explicitly declare the connection between his or her profile with those
of the other users; (2) enables a user to share information and content with the chosen
users or public; and (3) supports the development and usage of social applications
with which the user can interact and collaborate with both friends and strangers.

In centralized OSN all personal content is stored, at least logically, at a single
location. This data store contains a very valuable collection of private information.
Centralized OSN need an operator to provide for the resources and to maintain this
service. Their primary way of financing is based on advertising, and since the
detailed personal information about clients and potential new customers is very
useful for the advertising industry, this property is vital. The idea to utilize this
data treasure to gain money for the Social Network Provider is not far. The value
of this exposed, private data is underlined by the market capitalization of OSN
providers, which ranges from 580 million US$ (acquisition of myspace through the
news corp. in 2005) to 23 billion US$ (Facebook Inc, according to the investment
of Elevation Partners in 2010).2 Even when one considers the commercial bodies
that provide SNS to be trusted entities, hackers may be able to compromise their
systems to gain access. Unsatisfied employees may abuse their access to the data,3

or even imprudent publication of seemingly anonymized data may lead to the
disclosure of PII, as it has happened in the past.4 In consequence, the protection of
the data published in OSN is an emerging, important topic. It is currently not
satisfyingly addressed by the providers in an appropriate way, a deficit that is not
very likely to change.

Responding to these undesirable properties, several different solutions have
been proposed to provide SNS features while preserving the users’ privacy. These
range from the application of simple dictionaries [11], more sophisticated cryp-
tographic methods [2], to the distribution of the data store [6, 8, 17] to avoid a
single, omniscient provider. Decentralizing the social networking services

2 http://www.reuters.com/article/idUSTRE65S0CZ20100629
3 http://www.techcrunch.com/2010/09/14/google-engineer-spying-fired/
4 http://www.nytimes.com/2006/08/09/technology/09aol.html
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promises a comprehensive privacy preservation of the users’ data and shall be
analyzed further in the remainder of this chapter.

14.2 Functional Overview of Online Social Networks

Social networking sites developed from early, simple online tools to manage
personal and professional contacts to effective services for sharing various infor-
mation and content. Popular OSN, such as, e.g., Facebook, offer users even more
functionality and applications, as third-parties are allowed to develop and plug
their applications into the site. Online Social Networks in this course have come
closer to being full-fledged development and management platforms for social
applications.

Even though each OSN is usually tailored to some specific use, like, e.g., Xing5

or LinkedIn6 for professional contacts and MySpace7 or MeinVZ8 for private
friends, the functional range of these platforms is essentially quite similar.
Generally speaking, OSN functionality can be classified into two main types,
networking and data functions. The networking functions serve the actual purpose
of the OSN to foster social relationships amongst users within the virtual platform.
In particular, they provide functionality for building and maintaining the social
network graph. The data functions are responsible for the management of user-
provided content and communication amongst the users. Their variety contributes
to the enhancement of users’ interaction and makes the platform more attractive.

14.2.1 Networking Functions

Online Social Networks users may build their profiles and establish relationships
with each other. The set of networking functions includes all functions that update
the vertices and the edges of the social network graph. In particular, the OSN user
invokes the profile creation function upon his or her registration on the OSN
platform. This function adds a new vertex representing that user to the social
network graph. Thereafter, with profile lookup the user can find other users, who
are also represented via vertices. Through the call to the relationship link estab-
lishment function the user can set up a new relationship with some other user. This
function sends notification to that user, who in turn can accept or ignore the
request. If the user accepts the request then users are added to the contact lists of

5 http://www.xing.com/de/
6 http://www.linkedin.com/
7 http://www.myspace.com/
8 http://www.meinvz.net/
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each other and a new edge representing their relationship is added to the social
network graph. The OSN users can also encounter profiles for possible relation-
ships by browsing through the contact list function, which is realized through the
traversal along the edges of the graph. Additional networking functions can be
used to remove vertices and edges from the graph, for example upon the deletion
of a user’s profile.

14.2.2 Data Functions

Online Social Network users can typically advertise themselves via their own
profiles and communicate with each other using various applications like blogs,
forums, polls, chats, e-mails, and online galleries. Here we point out the profile
update function, which allows the OSN users to maintain details on their own
profiles and provide fresh information to other users, who may call the profile
retrieval function, and hence visit the profile. Communication amongst users via
blogs and forums is typically implemented through a posting function, which
inserts a block of information as an element into the main thread (sometimes called
the ‘‘wall’’). This block of information is not limited to plain text and can also
contain videos, pictures, or hyperlinks. Updates to the profile or main thread, or a
subset thereof, often are shown as a news feed on the main OSN page of connected
users.

An OSN user willing to set up multimedia galleries typically calls the upload
function, which transfers digital data from the user’s device to the OSN database.
In case of content depicting other users, the tag function can be used to create a
link pointing to their respective profile. Online Social Networks users can typically
evaluate content published by other users through the like or dislike functions.
Using the comment function OSN users can articulate their point of view in a more
explicit way. Online Social Networks users can also exchange personal messages.
Here, in particular, basic asynchronous offline communication (comparable to
email) is implemented, and synchronous real-time communication between online
users is offered in the form of chats. Online Social Network users can send
messages to individuals or to subgroups of users from their contact list. Addi-
tionally, users may create interest groups.

14.3 Decentralized Online Social Networks

All users of centralized OSN, who request the service, cause traffic at the social
networking service provider. Growing to several millions of users, these central
services naturally become bottlenecks. This problem has become increasingly
apparent with the frequent down times and service break downs that users of
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highly popular OSN have experienced in the recent past.9 Decentralized OSN
avoid this disadvantage by distributing and making the stored data available from
multiple locations. This inherently leads to a protection of the data from unin-
tended centralized access and exploitation.

Decentralizing the service provision, however, add some new challenges [5]
and requirements. The distribution of OSN, which are catering for a broad range
of users that frequently include large inexpert audiences, needs to be entirely
transparent. Access to the data and functions needs to be provided through a single
integrating interface which has to allow for easy publication, search, and retrieval
of profiles and attributes. All data related functions of centralized OSN have to be
provided in addition. The possibility to reconstruct the social graph of relations
between the users finally has to be provided as well, in order to allow for sim-
plified, often publish-subscribe-like communication, ease of access control, and
publicly announcing real world friend- and other relationships. The distribution
additionally must not lead to an interrupted availability of data and services, not
even of parts thereof, even in face of the transition from dedicated servers to
distributed resources. Confidentiality has to be met and access to each attribute
controlled, even considering the lack of centralized management and control.
Preserving the privacy of users and their data, even to an extent at which they are
able to hide their participation inside the OSN completely, needs to be supported.

Online Social Networks in general may be decentralized at a different granu-
larity. Integrating multiple commercial OSN [3, 12] and keeping chosen, partial
data within the bounds of different SNS represents a simple step towards decen-
tralization. This approach removes the omniscient, commercial service provider
with access to the overall set of PII of the users. It however introduces the role of
the aggregator, which, even though only catering for a subset of all participants in
the integrated OSN, again can collect complete knowledge about its users.
To achieve better decentralization, the service provision can further be distributed,
up to a granularity of a single service provider for each user. We can distinguish
two groups of decentralization: web-based and peer-to-peer.

14.3.1 Web-based Decentralized Online Social Networks

Systems in this first group (mainly comprising of diaspora10,11 and ‘‘Friend-of-
a-Friend’’ (FoaF) [17]) leverage on a distributed web server infrastructure. They
require the acquisition of webspace or the deployment of additional web servers

9 http://www.allfacebook.com/2009/08/facebook-downtime-issues/
http://www.pcworld.com/article/173550/facebook_outage_silences_150000_users.
http://www.pingdom.com/reports/vb1395a6sww3/check_overview/?name=twitter.com%2Fhome
10 http://www.joindiaspora.com
11 diaspora still is in the course of development and subject to rather rapid design changes. It is
considered as it has been proposed during the time of this writing.
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through their participants. Users then can publish their profiles much alike web
pages in their own web space and locally manage access control rules to specif-
ically allow retrieval of restricted attributes and resources to selected users. Web-
like links to the profiles of other users are employed to represent the contacts list,
and hence recreate the social graph.

The main challenge for these systems is their need for access to reliable web
space, without which the profiles of the respective users are unavailable. Many,
especially less tech savvy users experience major difficulties when being con-
fronted with the task of setting up a web server themselves. Especially the task of
reliably providing this service from home, including the configuration of home
gateways, NAT, and firewalls, represents a serious obstacle. Renting web space, on
the other hand either comes with the lack of being able to implement fine grained
access control, and is quite costly in comparison to the existing free OSN, or does
not help decreasing the complexity—and difficulties—of administrating them.
This challenge of course generates a new business model, the provision of reliable,
pre-taylored web space, including massive data aggregation at the provider and the
resulting adverse consequences for the privacy of its users. A systematic challenge
to these systems is the possibility to search for profiles of other users, like the
proverbial long-lost-friend, since this is difficult to be implemented inside the
systems. It rather has to be implemented in search engines, which again can gather
knowledge about the users at a large extent.

14.3.2 P2P Online Social Networks

The second group of systems [1, 6, 8, 10] harnesses the advantages of the well-
known Peer-to-Peer principle [16] in order to allow for the publication, search, and
retrieval of profiles and their attributes, much alike the sharing, searching, and
downloading in conventional P2P filesharing systems.

Challenges for P2P OSN are mainly caused by the different properties of file
sharing vs. social networking. P2P file sharing systems have been designed for the
purpose of reliably distributing comparably few, large, popular data objects (music
files, movies). The automatic replication of these files during download led to an
inherent load balancing, since more popular resources are downloaded, and hence
replicated, more often. File sharing systems, however, only offer best-effort ser-
vices, and the availability of less popular resources is all but guaranteed. Con-
sidering profiles in OSN exhibits a drastically different situation. Data in OSN
consist of a profile for each user, each of which comprising a plethora of personal
attributes. All these attributes of the large majority of users enjoy a very low
popularity, but even though requested only very occasionally have to be kept
available at all times. Owner replication, the provision of data at downloading
parties, requires some registration of each resource (for the purpose of finding a
replica), which becomes a difficult task considering the sheer numbers of single
attributes. Another adverse property along the same lines is the fact that while the
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data in file sharing generally is accessible by anyone, access to private attributes of
the profiles is restricted and they hence may not be replicated at arbitrary peers.
Timing constraints are difficult to meet in P2P OSN: While users of file sharing
systems are willing to wait even comparably long intervals to download a com-
plete movie or song, the user of an online social network expects the requested
profile to be represented with very low delays. Even the user behavior poses a
significant challenge for P2P OSN: the users of file sharing systems are willing to
stay online as long as it takes to download rather large files, whereas the users in
P2P OSN will usually login, browse a few profiles, send a few messages, and log
out after having been online for a couple of minutes, only; providing a reliable
peer-to-peer data service in this scenario causes serious obstacles for the system
designers.

Peer-to-Peer OSN in conclusion also face serious challenges when striving at
providing reliable social networking services.

14.4 Classifying Decentralized Social Networking Services

Analysing decentralized social networking services described in 14.3.1 and 14.3.2,
they can be classified according to a few distinguishing characteristics. Their main
target being the publication of profile information, while preserving the privacy of
their users, they follow central design choices according to the four following
properties:

1. The type of storage
2. The granularity of storage
3. The level of integration
4. Resource sharing incentives.

The properties and classified groups are further explained in the following
sections. Table 14.1 gives an overview of the analyzed systems and their
classification.

Table 14.1 Classification and properties of the analyzed systems

Approaches Type of storage Storage granularity Level of Integration Resource Sharing

diaspora Web-based Complete External services Premium services
FoaF Web-based Complete External services
LifeSocial Hybrid Split Stand alone Premium services
Likir P2P Split Stand alone
PeerSoN P2P Split External services
Safebook P2P Complete Stand alone Cooperation
Vis-a-Vis Dedicated Complete External services
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14.4.1 Type of Storage

Depending on the type of storage, the approaches can be classified into two groups.
The first group, mainly consisting of the web-based approaches (diaspora and FoaF
[17]) as well as Vis-a-Vis [15] leverage on dedicated servers. FoaF and diaspora on
the one hand assume access to dedicated web space at which the profiles of users
can be stored and retrieved. Vis-a-Vis on the other hand proposes to replicate the
complete P2P software to a virtualized server in the cloud. Dedicated services, of
course, come at an explicit, additional cost.

Likir [1], PeerSoN [6] and Safebook [8] propose to use local and shared
resources of the P2P overlay. Leveraging on the rather unreliable storage services
of other peers, who are subject to churn themselves, requires more sophisticated
means of keeping the data available, which in turn causes a higher overhead and
implicit cost, shared between the participants of the system.

LifeSocial [10] represents a hybrid approach. It implements a PAST [9] reliable
P2P storage between the participating nodes, and additionally allows to acquire
storage space at a dedicated server as premium services, for the purpose of
guaranteeing the availability of data.

14.4.2 Granularity of Storage

The granularity of remote storage ranges from replicating the complete service at
the same place to storing each attribute at different places in the system.

The web-based approaches (diaspora, FoaF [17]), as well as Vis-a-Vis [15] and
Safebook [8], bundle the complete service of delivering profiles. While the web-
based approaches place the whole profile remotely in a single web space, Vis-a-Vis
migrates the P2P software to a virtual server entirely. Safebook creates multiple
replicas of the complete profile, one at each of the profile owner’s direct friends.

The remaining approaches (Likir [1], LifeSocial [10], and PeerSoN [6]) split
the profile, which might be quite large in volume, into its attributes and also allow
to replicate each attribute at different places. The load of storing data for others
consequently may be balanced more evenly, which in turn may lead to a reduced
need for incentives for cooperation. This can, however, cause increased messaging
overhead for the location and retrieval of each of the attributes, and eventually the
complete profile.

14.4.3 Level of Integration

Implementations of SNS may either be self-contained, or integrating other
services.
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One group of approaches can be considered fully-fledged, stand-alone SNS,
completely integrating the functionality and providing means to keeping data
available anytime. These especially comprise of Likir [1], LifeSocial [10], and
Safebook [8].

The other group of systems leverages external services for the replication and
availability guarantees. Vis-a-vis [15] envisions to replicate the complete service
to the cloud, which is expected to offer reliable availability, when the user is
offline.

The first prototype implementation of PeerSoN [6] uses a third party DHT
(openDHT [14]) as a lookup service to find content, and the SNS peers for storage.
OpenDHT can be replaced by any DHT offering similar service (put, get, remove
of entries) or by a self-contained peer implementation, combining the function-
alities of storage and information administration in one system. PeerSoN also
envisions the option of using dedicated services that have high online probabilities,
such as home routers or individual cloud storage, for users whose mobile or
desktop resources are limited in extent and availability. Leveraging on external
services, while potentially increasing the availability of data, comes at the cost of
depending on them. Break downs and performance deficiencies have a direct
impact on the operation of the SNS. Integration of commercial services, like cloud
storage or computing most certainly cause additional cost.

These classes do not identify web-based decentralized SNS (diaspora, FoaF
[17]) very well, since they are integrated into the web, rather than being stand-
alone systems. They hence mainly comprise of a web page description scheme,
and possibly an interface for their usage.

14.4.4 Resource Sharing Incentives

Implementing an integrated SNS with replication that cannot rely on external
storage systems results in the need to incentivize service providers to actually store
the replicas, to keep them available, and to eventually deliver them to requesting
users.

Different incentive schemes have been proposed in literature that could
potentially be integrated and simply utilized. However, none of the existing
approaches follows this strategy. While not all of the proposed approaches actually
consider this need, the chosen solutions can be generalized to two different types:
financial and social incentives.

Some solutions, like, e.g., diaspora, or LifeSocial [10], consider the possibility
of offering payed premium services through the system provider, which hence
enjoys financal incentives. These premium services would comprise a centralized
replication of the premium profiles for a fee, in order to keep them available at all
times.

Safebook [8] takes another approach of considering social incentives: since
friends of a user generally are trusted and believed to cooperate, the main profile

14 Decentralized Social Networking Services 195



information of each user is replicated to all their friends’ devices. Complex,
additional networked structures, the ‘‘matryoshkas’’, are created for the purpose of
hiding the friend relationship from other participants, and they are optimized to
increase the chance of locating the profile replicas. However, the availability of
profiles may not be guaranteed, if the number of friends of a user is too low, or in
case that all of a user’s friends concurrently are offline.

14.5 Alternatives to Decentralization

The benefit of decentralization of social networks is, as shown before, the potential
for increased privacy and reliability. But decentralization is not the sole approach
targeting these goals. ‘‘None of your business’’ (NOYB) [11] proposes to share
dictionaries between trusted users. Profile owners substitute their true attributes
according to the shared attributes and participants with knowledge of these dic-
tionaries can replace the seemingly useless data with the initial, proper informa-
tion. Persona [2] employs more sophisticated cryptographic methods and uses
attribute-based encryption which allows users to build fine-grained access control.
Users of a social network with central infrastructure, based on Persona, do not
need to trust their provider as much as it is necessary in unencrypted environments.
However, some information about the using habits, the contact list and the simple
fact that a user is a member of this social network remains accessible. This concept
does also not address the issue of the bottleneck and the single point of failure in
the infrastructure as well as economical interest of a service provider to gain
money for managing the maintenace costs.

An important functionality of social networks is the ability to communicate
with people in the network, be it synchronous or asynchronus. The eXtensible
Messaging and Presence Protocol12 (XMPP) is a communications protocol, based
on XML, which supports Instant Messaging (IM) and the management of contact
lists. Everybody in possession of a DNS domain may deploy their own server, and
leveraging the Domain Name System these distributed servers are enabled to
locate and establish connections between each other. Using the distributed XMPP
servers and user IDs assigned to their hosting domain names, XMPP allows for
decentralized communication. Considering those similarities and the issue of
decentralized communication infrastructure in using XMPP, several approaches
have been proposed to enrich XMPP for building decentralized OSN. Numerous
projects, like, e.g., Jappix13 and onesocialweb,14 exist. However, since they do not
offer the full functional range of OSN, frequently lacking the possibility to search

12 http://xmpp.org/
13 http://www.jappix.com/
14 http://onesocialweb.org/
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for other users and to easily browse their social network, they have been omitted in
this analysis.

A different, yet closely related group of systems are darknets. Approaches like
freenet [7], turtle [13], or WASTE15 aim at providing comprehensive anonymity
between the users of file sharing systems. They leverage on social trust and each
participant’s device only connects to the devices of real-life acquaintances, much
alike the approach of Safebook. However, their focus is the anonymous publica-
tion of data rather than allowing a low-delay access to it, and they hence are not
applicable to provide general purpose OSN.

14.6 Conclusions

The information we reveal about ourselves online has changed both in quantity
and, as it is becoming increasingly personal, in quality, over the last decade.
In parallel, web services based on an advertising business model have gained
market share. Both trends are well exemplified by online social networks. The
model of an attention economy that such business models (based on advertising)
are building on, is by necessity one of scarcity. Our attention as humans is limited
by the hours in a day. Given this rather hard limit on how many effective
advertisement-based services can co-exist, advertisement has to be targeted to user
interests in order to get enough click-through and impressions to support the
service. The more targeted the advertising, the more personal and demographical
information about prospective customers is needed. This model thus renders
information about users more valuable, resulting in an incentive for service pro-
viders to gather even more personal information.

We therefore increasingly observe that service providers, especially those of
SNS, are pushing the boundaries of extracting personal information from users.
Online social network providers have been attracting users to share an increasing
range of personal data that is shared along the lines of friends, friends of friends,
other users, and, finally, anybody on the Internet. Despite outcries about privacy
violations and difficulties of configuring privacy setting preferences, this trend
continues. Following pressure from users, Facebook, for example, recently chan-
ged the way privacy settings are made in an effort to make it easier for users. Their
default settings, though, are quite far from what one would expect as privacy
preserving. The typical user who relies on default settings thus gets privacy set-
tings that share vital personal information with everyone on the Internet.

In an effort to preserve user privacy while keeping useful features offered by
online services, such as social networks, there is increasing research activity
proposing to go from centralized provider-based models toward a community-
driven decentralized approach, usually based on the well understood peer-to-peer

15 http://slackerbitch.free.fr/waste/
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principle. In this chapter, we discussed several of these approaches and classified
them according to design decisions such as whether they are web- or P2P based,
whether they integrate third-party services, how storage is provided, and others.
This is a current snapshot of research projects for decentralized SNS and we
anticipate more and different approaches in the near future. Our survey and
classification serves as a first step toward distilling best practices from different
approaches to decentralizing SNS. Over time, given lessons learnt from imple-
mentations, experiments, and hopefully even user adoption, such classifications
and evaluations enable designers of decentralized SNS to leverage results from
others and build privacy-preserving SNS that exhibit desirable features such as low
overhead, high availability, and reliability.
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Chapter 15

Access Control, Privacy and Trust in
On-line Social Networks: Issues
and Solutions

Elena Ferrari

Abstract On-line Social Networks (OSNs) are today the hugest repository of
personal information available on the Web. Such great amount of personal
information gives us a unique opportunity in that the possibility to trace and
analyze complex dynamic networks describing the evolution of relationships
(among individuals or organizations) could change the way we understand com-
plex phenomena such as economic/financial ones, social trends, fashions, opinions,
interests, or the generation and dissemination of consensus and trustworthiness.
For instance, we can understand how individual behaviours, i.e., small choices at a
local level, can cause global effects. On the other hand, the availability of this huge
amount of information poses new challenges in terms of access control and privacy
protection. The aim of this chapter is to briefly review the state of the art with
respect to the protection of resources shared in an OSN and to highlight some of
the most promising research trends in the area.

Keywords On-line social networks � Access control � Privacy � Trust

15.1 Introduction

On-line Social Networks (OSNs) represent one of the most relevant phenomena
related to Web 2.0. OSNs are on-line communities that allow users to publish
resources and record and/or establish relationships with other users, possibly of
different type (‘‘friend of’’, ‘‘colleague of’’, etc.), for purposes that may concern
business, entertainment, religion, dating, etc. To have an idea of the relevance of
the social networking phenomenom, just think that today the most widely used
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OSN (i.e., Facebook—www.facebook.com) claims to have more than 500 million
active users. These rapid widespread of social network facilities has resulted in the
fact that today OSNs are becoming the hugest repository of available personal
information. This poses both interesting opportunities and challenges in particu-
larly in the field of privacy and access control [4].

Up to now the research in the field of access control and privacy in OSNs has
mainly focused on off-line privacy, that is, privacy-preserving analysis or pub-
lishing of social network data [3]. However, privacy is not a primary concern only
when social network data are analyzed off-line, but also during the normal
activities of users within an OSN, as also witnessed by the increasing attention to
this issue from media, privacy advocates, and citizens (see for instance [11]).
However, there are also people that have a completely different view with respect
to privacy/confidentiality protection in OSNs. Recently, Facebook founder Mark
Zuckerberg in an interview with the weblog TechCrunch argued that ‘‘Privacy is
no longer a social norm, because people have really gotten comfortable not only
sharing more information, but more openly and with more people. That social
norm is just something that has evolved over time’’. Clearly, many people do not
agree with Zuckerberg’s view, but it should be recognized that concepts such as
privacy and confidentiality have evolved over time and that accessible social
networking technologies have greatly contributed to this evolution. Therefore, we
need new methods and a completely different view in addressing privacy/confi-
dentiality issues in OSNs, able to go beyond traditional mechanisms. Indeed, in a
traditional Data Management System the user population is known in advance
(e.g., the employees working in an organization). This is not true for OSNs.
Therefore, we believe that central to the challenge of protecting data in an OSN is
the concept of trust. Trust [10] is a relationship between a pair of users. Generally
speaking, the propagation of information, especially when it involves private data,
should be driven by the confidence residing between two persons, namely the
existence of different level of trust or distrust. The key question is therefore how
trust can be measured in an open and dynamic environment like an OSN.

This chapter will try to shed light into the research challenges in the area of
access control, privacy and trust in OSNs, by briefly reviewing the state of the art
and discussing some of the main new issues related to the protection of OSN user
personal data and resources. More precisely, the remainder of this chapter is
organized as follows. Next section briefly review the state of the art, whereas
Sect. 15.3 discusses some of the most promising research directions in the field,
that is, those related to privacy-aware access control, trust modelling and com-
putation, and risk analysis. Finally, Sect. 15.4 concludes the chapter.

15.2 State of the Art

In what follows, we briefly review the state of the art by focusing on the
enforcement of privacy and confidentiality requirements during the normal
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activities of OSN users. We refer the reader to [3, 19] for privacy-preserving data
publishing and mining of OSN data.

In the field of a controlled information sharing in OSNs, recently some research
proposals have appeared, aiming to overcome the restrictions of the protection
mechanisms provided by current OSNs. The majority of these proposals enforce
topology-based access control, according to which confidentiality/privacy require-
ments are expressed by stating conditions on the social graph of OSN users. Such
constraints are expressed in terms of relationship types, their depths and possibly
their trust levels, depending on the considered model. One of the first proposal of a
topology-based access control model is the one by Carminati et al. [9], where
resource owner access control requirements are expressed in terms of a set of access
rules associated with the resource to be protected. Access rules denote authorized
members in terms of the type, depth and trust level of the relationships they must
have with other network nodes in order to be authorized for the access. Access
control is requestor-based in that the burden of access control is mainly on the
requestor side that must provide the resource owner with a proof of being authorized
to access the requested resource. Since access control is topology-based, the proof
shows the existence of a path in the OSN with the characteristics (in terms of
relationship type, depth and trust) required by the access rules associated with the
requested resource. Relationship information are coded into certificates, signed by
both the parties involved in the relationship. Certificates are managed by a certificate
server which is in charge of path discovery upon request.

In contrast, the model in [15] represents authorizations by means of access
control lists (ACLs) associated with the shared resources. Also in [15] access
control is topology-based in that the ACLs may contain the identifiers of autho-
rized users as well as the relationships a user must have in order to gain access to
the corresponding resource. Then, similar to [9], relationship certificates are
exploited to enforce access control.

The use of mandatory access control in OSNs has been explored by [1].
According to mandatory access control, both resources and subjects are assigned a
security level. The security level associated with a resource is a measure of its
sensitivity, whereas in the case of subjects is a measure of their trustworthiness.
Therefore, in the model presented in [1] each user u has an associated reputation
value r(u), which is computed as the average of the trust ratings specified for u by
other users in the OSNs. This is associated as security level to the user. Resources
created by a user u are assigned a security level equal to s, where s is a reputation
value in the range [0, r(u)] that the user has selected as his/her security level when
he/she logged in the social network. Users are then authorized to access only
resources with a security level equal to or less than s. In [24] the same authors
propose a topology-based access control model, according to which access control
rights are determined based on the distance between the owner and the requestor.
More precisely, users can be classified into three adjacent zones on the basis of
their distance from a resource owner. The size of the zones is set by the user.
Users falling in the ‘‘acceptance’’ zone are those whose access requests will be
immediately accepted; users falling in the ‘‘attestation’’ zone are those whose
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access requests require a further evaluation to eventually gain access, whereas
users falling in the ‘‘rejection’’ zone are those whose access requests will be
immediately rejected since they are too far away from the resource owner.
Therefore, confidentiality/privacy requirements are specified in terms of two dis-
tances, called trusted distances, delimiting the three zones.

In contrast, the work reported in [14] adopts a different point of view since it
considers Facebook as the target scenario. More precisely, [14] starts with an
analysis of the Facebook access control mechanism, with the aim of extending
and enriching it. Besides access control policies, [14] identifies other three
policy types, that is, search, traversal and communication policies. Search and
traversal policies have been identified since Facebook allows one to look for
new users in the social network by accessing some parts of users’ profiles as
well as the users’ friend lists (this allows a search by traversing the social
graph). As Facebook makes users able to state privacy settings regulating the
access to this information, these are also supported by the model proposed in [14].
The last policy type, called communication policy, aims to make users able
to state who is authorized to initiate a given type of communication with
him/her.

Other work in the field of access control for OSNs are those exploiting
semantic Web technologies [21] to provide much richer modelling of social
network data (e.g., representing relationships among users, resources and
actions in details), on which more flexible and expressive protection mecha-
nisms can be devised. For instance, besides ownership there are other rela-
tionships among users and resources that can be exploited for access control,
e.g., a user can own a photo but can also be tagged in a photo and, because of
this, he/she may take part in the related access control decisions. Along this
line is the proposal in [13] where a semantic framework based on OWL—Web
Ontology Language—has been presented for defining different access rights
exploiting the relationships between the individuals and the community.
In contrast, [7] proposes an extension of the topology-based access control
model in [9], based on Semantic Web Rule Language (SWRL) [18]. In par-
ticular, social network related information (that is, user’s profiles, relationships
among users, relationships between users and resources, and actions) are
encoded by means of an ontology. Access control policies are then specified as
SWRL rules based on this ontology and therefore any reasoner that supports
SWRL can be used to enforce access control. More details on the prototype
implementation can be found in [7].

15.3 Research Challenges

In what follows, we discuss some of the most relevant research challenges in the
field of access control, privacy and trust in OSNs.
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15.3.1 Privacy-Aware Topology-Based Access Control

The main purpose of an OSN is to establish relationships with other users and
exploit such relationships for sharing resources. Therefore, the most natural way of
expressing access control/privacy requirements is to pose constraints on the users
social graph. In that case, the releasing of a resource is conditioned to the fact that
the resource requestor has a relationship (either direct or indirect) of a specific type
with other OSN member(s). However, relationships convey sensitive information
in that a user may not want to reveal to other users that he/she holds a relationship
of a given type with another user, or even if the relationship is public a user would
like to keep the trust level confidential.

Therefore, an important issue is to preserve relationship privacy while per-
forming access control. We call this privacy-aware access control. According to
topology-based access control this means developing a technique for privacy-
preserving discovery of paths in an OSN. Related to this issue is the problem of
how access control is enforced and by what entities of the OSN. Traditionally,
access control is enforced by a trusted reference monitor hosted by the data
management server. The reference monitor intercepts each access request and, on
the basis of the specified access control/privacy policies, determines whether the
access can be partially or totally authorized, or it must be denied. Adopting this
solution in an OSN implies to delegate to the OSN manager the role of reference
monitor. We do not believe that this solution fits very well the OSN scenario, since
it implies to totally delegate to the OSN manager the administration and
enforcement of access control policies. This means that users should trust the
manager with respect to the correct enforcement of their policies. However, some
recent events (see for instance [11]) have increased the concerns of OSN users
with respect to the centralized management of their data. Additionally, under this
model, the OSN manager knows all the relationships in the network and their trust
levels and, therefore, the privacy of OSN users is not preserved. Therefore, we
believe that a decentralized access control solution [26] is the best option with
respect to the privacy and confidentiality guarantees of OSN users. However, each
access control solution to be effectively applied must consider also another
important dimension, that is, the efficiency of access control. Since, access control
in an OSN is topology-based, answering an access request may require to verify
the existence of specific paths within an OSN. This task may be very difficult and
time consuming in a fully decentralized solution. Additionally, relationship pri-
vacy should be preserved during access control. An essential requirement of access
control enforcement is therefore to devise implementation strategies able to trade-
off between security/privacy and efficiency/scalability.

To this purpose, a variety of solutions for privacy-preserving path discovery have
been so far proposed, ranging from cryptographic ones [8] to the enforcement of
collaborative protocols [6, 12, 20]; however, none of them addresses all the
requirements related to privacy-preserving path discovery in OSNs. For instance, the
solution presented in [8] suffers from the high overhead implied by keymanagement.
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The solution in [6] enforces path discovery through a collaboration driven by the
privacy preferences associated with OSN relationships. Such preferences specify
who is authorized to be aware of a relationship by stating which kind of relationships
should link him/her to the user who has established the relationship. A collaboration
request is sent to a user only if he/she satisfies the privacy preferences associatedwith
the relationships in the path built so far. The drawback of this solution is that all the
nodes taking part in the collaboration are aware of the characteristics of the path
being discovered. Moreover, the protocol is not able to avoid that a malicious user
sends the collaboration request, and the related path information, to a user which
does not satisfy the associated privacy preferences. A collaborative protocol to path
discovery inOSNs has been also proposed in [12], where homomorphic encryption is
used to make the resource owner able to see only the aggregated trust value but not
the trust values of each relationship in the path. However, the access control policy
language in [12] does not support the maximum depth of a relationship as a
parameter to perform access control. Therefore, policies such as ‘‘Only my friends
and the friends ofmy friends’’ cannot be specified.Moreover, the solution is not fully
decentralized since a trusted entity is introduced in the framework to be contacted
only in case of conflicts among the users in the network (for instance, when a user
suspects that another one contributed with a fake trust level to path discovery or
has modified the trust value inserted by another user during the collaboration pro-
cess). Additionally, one of the main drawbacks of the above-mentioned collabora-
tive protocols is that they assume that nodes are always online to collaborate in
the path discovery process, an assumption which is unrealistic in the context of
OSNs.

A proposal addressing the issue of off-line nodes management is the one
reported in [20], where two nodes not connected by a direct relationship can
compute the depth of all the paths between them without referring to other nodes,
by exchanging information (i.e., tokens) which is pre-computed at an earlier stage.
Path discovery is performed by applying secure multi-party computation tech-
niques to the set of tokens held by two nodes. However, the protocol is only able to
deal with discovery of paths with a specific length, whereas relationship type and
trust are not considered. In addition, the protocol could be inefficient for real
OSNs, especially in the case of nodes with high connectivity (which is often the
case of OSN nodes) or when path to be discovered have a large depth.

15.3.2 Trust-Based Information Sharing

Trust is a relationship between a pair of users that may impact on the actions
performed in an OSN in many ways. In general, as it happens in real life, trust
should be the key parameter according to which access to OSN resources should
be regulated. However, it is well known that there does not exist a unique defi-
nition of trust, whose definition may vary depending on the context and for which
purposes it is used [16]. For instance, in peer-to-peer systems the trustworthiness
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of a given peer mainly depends on its reliability in providing a given service.
When trust is used to enforce controlled information sharing in OSNs, a first
fundamental issue is to define suitable models for representing trust. In this sce-
nario, the semantics of trust should be mainly related to the compliance with the
specified access control policies and privacy preferences. A user is trusted if he/she
does not enact unauthorized flow of information in the OSN.

Another key point is how to compute trust. Indeed, it is quite evident that
assigning a wrong trust value to a potential malicious user could imply unautho-
rized releasing of information or unauthorized disclosure of personal data.
A possible solution is to apply the same rational adopted in the real world, where the
trust value assigned to a person is estimated on the basis of his/her reputation, which
can be assessed taking into account the person behavior with regards to all the other
users in the OSN. This implies, first, to identify which kind of actions in an OSN are
meaningful at determining user behaviors, when trust is used to enforce a controlled
and privacy preserving information sharing. Such actions are mainly related to the
release of resources/personal data to other users in the network. The second issue is
how such actions can be monitored and used for trust computation. In this respect, a
possible solution is the use of mechanisms based on audit files [22]. Audit files are
then processed to verify the compliance of the actions they record to the specified
access control/privacy policies. Audit files should be processed in a privacy-
preserving manner, in such a way that an accurate measure of trust is obtained
without leaking user personal information. However, alternative methods can be
devised for trust computation which avoid to rely on a log file tracking user
activities. For instance, a possibility that it is worth to be explored is to measure
trust as a consequence of information propagation and/or the existence of specific
trust patterns in the network. Pattern mining algorithms (e.g., [17]) can be adapted
to this purpose. Another complementary option that can be investigated is to borrow
some techniques from the field of trust negotiations [25]. According to the trust
negotiation paradigm, trust between two initially untrusting parties is built as the
result of an exchange of credentials between them. Since credentials may contain
sensitive information, they are protected by (local to the parties) disclosure policies.
Such approach has been successfully deployed in peer-to-peer architectures by
managing trust relationships among different groups of peers [23]. In the context of
OSNs, trust relationships between two users may be dynamically adjusted based on
the outcome of negotiations involving the two users or some of their contacts.
A preliminary work in this direction is the one reported in [5].

15.3.3 Risk Analysis Tools on Support of Access Control Policy

and Privacy Preference Specification and Monitoring

One of the main advantages of topology-based access control is its flexibility in
terms of policy specification, as authorized OSN users can be simply specified by
stating conditions on relationships, their depth, and trust level. This flexibility,
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should be, however, may potentially lead users to lose control of their data. Since
access control policies/privacy preferences specify authorized users at an inten-
sional level, i.e., as constraints on relationships in the OSN, the user specifying the
rules might not be able to precisely identify who is authorized to access his/her
resources or personal data. Even in small social networks, one can hardly
understand which users are actually authorized even by simple access control
policies such as ‘‘friends of friends of my friends’’, due to the many relationships
that users can establish. This possible loss of control generates serious potential
risks of unauthorized information flow. Users do not directly know the set of users
authorized by their access control policies/privacy preferences, so they actually
cannot be aware of their potentially malicious behaviors in releasing accessed data
to unauthorized users. Therefore, an interesting issue is to develop techniques and
methods to quantify the potential risks that may result from the access control
policies/privacy preferences specified by OSN users, or from establishing a new
relation, so that users are fully aware of the possible effects of their decisions wrt
the disclosure of confidential information. The risk measure can also be dependent
on the shared resources. For instance, the risk of disclosing different portions of a
user OSN profile to another user may be different, dependent on the sensitivity of
the information it contains. To the best of our knowledge this is an open issue and
no work addressing it has been so far proposed. To cope with this problem, many
different strategies can be devised, such as for instance probability-based
approaches, where the risk can be estimated based on the probability of propa-
gation of the information associated with each direct relationship in the OSN.
Alternatively, methods for information flow prediction can be used to estimate
how the risk of unwanted information flow dynamically changes in an OSN.
A work which is somehow related to the problem of risk estimation is the one in
[2], where a privacy-preserving tool is proposed to enable a user to visualize the
view that other users have of his/her Facebook profile, on the basis of the specified
privacy settings. However, the user should explicitly select one of his/her neigh-
bours n in the OSN to see what n can see of his/her profile. Due to the huge number
of users in an OSN, it may be almost impossible by using this tool to understand
the effect of a policy in terms of unauthorized information disclosure.

15.4 Conclusions

OSNs are today one of the most relevant phenomena related to Web 2.0 and
therefore the protection of the information shared through them is a primary need.
In this chapter, we have first briefly reviewed the state of the art in the field of OSN
access control and then we have discussed some of the most challenging research
directions for what concern privacy and access control. One of the fundamental
question considered in this chapter is related to the modelling and use of trust.
Indeed, one of the key parameter on which information sharing in an OSN should
be based is the trust the resource owner has in the recipient users. Open questions
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so far not deeply explored are therefore, which is the semantics of trust when trust
is used to enforce a controlled information sharing? And how trust can be mea-
sured and monitored in a dynamic and complex environment like OSNs?
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Chapter 16

Dynamic Resiliency to Changes

Fabio Massacci, Federica Paci and Olga Gadyatskaya

Abstract Nowadays IT systems are undergoing an irreversible evolution: we face
a socio-technical system where humans are not just ‘‘users’’ but decision makers

whose decisions determine the behavior of the system as a whole. These decisions
will not necessarily be system supported, nor planned in advance and sometimes
not even informed, but they will nonetheless be taken. Thus, the inclusion of
humans as decision makers requires the provision of technical means so that
organizations can balance the need of getting the work done in presence of
changes to the original course of action without incurring each and every time the
risk of unforeseen toxic over-entitlements. In this paper, we consider a particular
case of change to the course of action that is when the users availability or the
assignment of privileges to users changes. When such changes occur the satis-
faction of organizational business goals can no longer be guaranteed: in fact
business goals are achieved through the execution of organizational business
process activities and if there are no user that can execute the activities or users
with the right privileges and responsibilities, business goals cannot be satisfied.
We refer to this problem as dynamic resiliency to changes in the assignment of
users to roles.
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16.1 Introduction

Nowadays IT systems are undergoing an irreversible evolution: we no longer have
a purely technical system whose design and behavior can be predicted with purely
technical methods. We face a socio-technical system (STS for short) where
humans are not just ‘‘users’’. They are decision makers whose decisions determine
the behavior of the system as a whole. These decisions will not necessarily be
system supported, nor planned in advance and sometimes not even informed, but
they will nonetheless be taken.

The parallel technical development of service-oriented architectures, remote
privilege management infrastructures, remote maintenance and service outsourcing
has distributed and multiplied the points in which humans interact with the STS and
decide its behavior. The rationale and the possibility itself of the decisions by the
staff in the radiology ward are likely unknown to the people in the IT department.

This is a major challenge for security research as not all actions are authorized
and not all infringements are done for the achievement of the organizational
objectives. The known mechanisms of escalating requests for authorization to
more powerful entities in the system is not usable even for personal users (the Yes/
No pop-up windows), and do not scale to the full complexity of STS. Sinclar et al.
(FinanceCom’2007) in a field study on information security risks in finance noted
that most corporations no longer have direct managers but figures such as group
manager, engagement manager, etc.

For example, in the spring of 2009 a professor of computing and a father was
complaining at a radiology ward. A CD with X-rays of his son’s chest had garbled
images. Unfortunately, the CD burning process has been outsourced and, in
compliance with e-health security policies, technicians could not see the images on
the system. Only doctors could. Thus the staff had a decision to make: sidestep the
father (send him away with empty hands to the pneumology ward) or sidestep the
system (give the technician the doctor’s password and thus the ability to access all
images and not just this one)? Who should have granted the authorization? The
head of radiology? the head of pneumology? The head of IT department? The head
of personnel?

The key word here is ‘‘change’’. The context for which the STS was designed
has changed and we need to cope with it. We cannot collect all possible trade-off
between security and functionality, nor spell out all possible ways to resolve
conflicts. The S-side of STS can manage changes: we know that we might need to
do other things than originally stipulated (i.e. infringements) because things
change but goals stay the same.

The scientific challenge is that security research and technology on the T-side is
significantly less adaptive. While significant research exists on enforcement formal
models and techniques (e.g., Polymer, PSLAng, and Security-by-Contract, Kirin,
UCON, OrBAC, etc.), and significant implementation and technology transfer
effort (e.g., the EU IST-projects POSITIF, PRIME, S3MS, MASTER, MOBIUS,
PRIME[LIFE] SECURECHANGE) access control models and mechanisms of
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enforcement are permeated by the idea that infringements are violations and as

such should not be permitted. Whenever infringements are permitted, this per-
mission is totally assigned to the human components without supporting her
judgments.

We must provide technical means so that organizations can balance the need of
getting the work done (send a patient to the pneumology ward with the correct
diagnosis) in presence of changes to the original course of action (the garbled
X-rays) without incurring each and every time the risk of unforeseen toxic over-
entitlements (the give away of the doctor’s password). The practical problem is
evident, and we shall see that its solution is really a problem with a ground
breaking impact on science and society.

In this paper, we consider a particular case of change to the course of action that
is when the users availability or the assignment of privileges to users changes.
When such changes occur the satisfaction of organizational business goals can no
longer be guaranteed: in fact business goals are achieved through the execution of
organizational business process activities and if there are no user that can execute
such activities, goals cannot be achieved. We refer to this problem as dynamic

resiliency. When users’ assignment to roles changes during the execution of a
business process, we want to find the ‘‘right’’ user to perform the activities whose
execution is still pending. This means finding a user who is assigned to a role that
is entitled to execute the pending activity and is responsible for the achievement of
the goal fulfilled by the execution of the activity.

To check whether a business process instance is dynamically resilient, we
model an organization as an hypergraph where the vertexes represent the orga-
nizational business goals, the activities that implement such goals, the organiza-
tional roles and the users assigned to these roles. Then, for each activity we
traverse the graph to find those paths that have the activity as initial vertex and go
back to the activity by traversing the node representing a goal fulfilled by the
execution of the activity, and the nodes representing a user, and a role which is
both responsible for fulfilling the goal and it is authorized to execute the activity.

The reminder of the paper is organized as follows. Section 16.2 discusses the
state of the art. Section 16.3 introduces the running example. Section 16.4 gives an
overview of our approach to verify that a business process instance is dynamically
resilient. Section 16.5 concludes the paper and outlines future research directions.

16.2 State of the Art

The problem of how to include humans as additional participants of a SOA-based
business process and how to verify the authorizations users have on the execution
of business process activities is gaining attention.

BPEL4People [1] is a recent proposal to handle person-to-person WS-BPEL
business process. With respect to our proposal, in BPEL4People users that have to
perform the activities of a WS-BPEL business process are directly specified in the
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process by user identifier(s) or by groups of people’s names. No assumption is
made on how the assignment is done or on how it is possible to enforce constraints
like separation of duty.

Koshutanski et al. [2] have proposed an RBAC model for business processes
based on Web services. The model of Koshutanski et al. supports also the speci-
fication of authorizations constraints on the set of users and roles. They consider
the problem of how to enforce authorizations on the execution of business pro-
cess’s activities. An authorization decision is taken by orchestrating the authori-
zation processes of each Web service, the activities of which are orchestrated in
the business process.

Xiangpeng et al. [5] propose an RBAC access control model for WS-BPEL
business process. Roles correspond to partnerRole elements in the WS-BPEL
specification and are organized in a hierarchy. Permissions correspond to the
execution of the basic activities in the process specification. In addition, separation
of duty constraints can be specified.

The proposals of Wang et al. [4] and Paci et al. [3] are the one more closely
related to our work. Wang et al. investigate the resiliency problem in workflow
systems, and propose three different notions of resiliency and investigate the com-
putational complexity of checking resiliency. In static resiliency, a number of users
are absent before the execution of a workflow instance, while remaining users will
not be absent during the execution; in decremental resiliency, users may be absent
before or during the execution of a workflow instance, and absent users will not
become available again; in dynamic resiliency, users may be absent before or during
the execution of a workflow instance and absent users may become available again.

Paci et al. have investigated the static resiliency problem in the context of
RBAC–WS-BPEL, an authorization model for WS-BPEL that supports the spec-
ification of authorizations for the execution of WS-BPEL process activities by
roles and users, authorization constraints, such as separation and binding of duty,
and resiliency constraints that specify the minimum number of users that have to
be available for the execution of an activity. They propose an algorithm to
determine if a WS-BPEL process is statically resilient to user unavailability.

With respect to Wang et al. and Paci et al. proposals, in this paper we have
proposed an approach to investigate that a business process instance is dynami-
cally resilient not only to users unavailability but also to users changing their role.

16.3 The Drug Reimbursement Process

In this paper we use as illustrative example a business process adapted from the
MASTER project http://www.master-fp7.eu/ for drug reimbursement called File F
process shown in Fig. 16.1. It consists of four macro-phases executed by different
actors. The first phase is the drug prescription done by a doctor to a patient to care
patient’s disease, while the second phase is the drug dispensation to the patients.
During the third phase a number of reports are generated and audited. The last
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phase is about cost reimbursement by local health authorities. Here we focus on
the third phase which involves multiple actors, under different trust domains: the
Hospital Ward, the Pharmacy, the Accounting Office, the Medical Direction, and
the Regional Authority. The Hospital Ward sends drug requests and notifies the
pharmacy about the drug availability in the ward stock; it is also responsible to
send the dispensation documents to the Accounting Office. The Pharmacy is
responsible for the update of all drug data (price, codes, etc.). The Accounting
Office performs the File F data extraction and generates File F records that are later
sent to the Regional Authority. The Medical Direction has to send the File F
records to the Regional Health Care Authority.

In this process, people can change role. For example doctors can be promoted to
the medical direction or can leave the hospital to work for their own practice or
another hospital. Administrative staff can be re-assigned to the planning or
accounting. No matter what happens, at the end of the month the hospital must be
able to complete the process for drug reimbursement. At the same time the
presence of significant privacy, security and medical regulations the hospital as
whole cannot just assign the first available user to a task in order to conclude a
subprocess. The user must have enough the privileges to do so.

16.4 An Approach to Dynamic Resiliency

The assignment of users to roles dynamically changes over time in an organiza-
tion. Users can permanently be assigned to a new role as effect of a promotion or
temporary assigned because of an emergency situation. Users can also become

Fig. 16.1 File F business process
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unavailable because they get sick, they are overwhelmed by work or they go on
holiday.

When the assignment changes during the execution of a business process
instance, there might not be assignments of users for the activities not executed
yet. As a consequence, the business process instance does not terminate and some
of the organizational business goals are not satisfied causing a damage to the
organization.

Informally a business process instance is dynamically resilient to changes in the
assignment of users to roles, if for each activity Ak that has not been executed yet,
there is at least a potential owner. A potential owner is a user who is assigned to a
role that (a) is authorized to execute the pending activity without violating
authorization constraints, and (b) is responsible for the achievement of the goal
fulfilled by the execution of the activity.

Our approach consists in computing for each activity Ak in a business process
instance BPi, all the possible potential owners that can execute Ak.

To find all the possible potential owners, we, model an organization as an
acyclic hypergraph. The vertexes represent the organizational business goals, the
activities that implement such goals, the organizational roles, and the users
assigned to these roles. The hyperarcs represent different type of relations between
the vertexes:

• Decompose, the Decomposition relation which associates with a goal G its
subgoals G1;G2; . . .Gn.

• Impl, Implementation relation. It associates goals with the business process
activities that implement them.

• PA, the Roles to Activities Assignment relation, and its symmetric relation PA�.
PA relation associates with roles the business process activities that roles are
authorized to execute.

• UA, the Users to Roles Assignment relation. This relation associates with roles
the users who take on the roles.

• Resp, the Goals to Roles Assignment relation. This relations assigns to roles the
goals they are responsible to achieve.

Formally, finding all the possible potential owners for an activity Ak means
traverse the organizational model and find the hyperpaths Ak ! G ! R0 ! U0 !
R0 ! Ak such that Ak is the initial and final node and traverses the nodes G;R0;U0

and R0 where G is a goal fulfilled by the execution of Ak;R
0 is a role who has to

achieve goal G and is authorized to execute Ak, and U0 is a user assigned to the role
R0. For each path we store the tuple hU0;R0;Aki that corresponds to a potential
owner for the activity Ak.

During the execution of business process instance, the set of potential owners
for each activity is dynamically updated every time an activity is executed or when
the assignment of users to roles changes. If for some of the activities not performed
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yet, there is no potential owner such that any authorization constraint is violated,
the business process instance is not resilient.

Let’s now illustrate our approach with an example.

Example 1 Figure 16.2 illustrates the organizational model of an hospital in
the North of Italy where the File F business process is deployed. The top goal of
the hospital is ‘‘Patient Drug Reimbursement’’ that is decomposed in two subgo-
als ‘‘Send File F’’ and ‘‘Create File F’’ which on its turn is decomposed in the goals
‘‘Send Invoice’’, and ‘‘Send Drug Prescription’’. The goals ‘‘Send File F’’,
‘‘Create File F’’, ‘‘Send Invoice’’, and ‘‘Send Drug Prescription’’ are satisfied when
the corresponding activities are executed. The set of roles inside the hospital
consists of the roles ‘‘Pharmacist’’, ‘‘Doctor’’, and ‘‘Account Clerk’’: ‘‘Pharma-
cist’’ is responsible for the fulfillment of the goal ‘‘Send Invoice’’ and it is
authorized to execute the activity ‘‘Send Invoice’’; ‘‘Doctor’’ has to satisfy the
goal ‘‘Send Drug Prescription’’ and it is granted the execution of activity ‘‘Send
Drug Prescription’’; ‘‘Account Clerk’’ has to fulfill the goals ‘‘Send File F’’ and
‘‘Create File F’’ and is authorized to perform the activities ‘‘Send File F’’, and
‘‘Create File F’’. Assume that there is a separation of duty constraint
SoDuðCreateFileF; SendFileFÞ between the activities ‘‘Create File F’’ and ‘‘Send
File F’’. Moreover, assume that the execution of an instance of the File F business
process has started and that the activities ‘‘Send Invoice’’, ‘‘Send Drug Prescrip-
tion’’, and ‘‘Create File F’’ have been executed by the users Masha, John and
Michele respectively. Thus, the set of potential owners for the activities Send Drug
Prescription, Send Invoice, Create File F, and Send File F are updated as follows:
fJohn, Pharmacistg, fMasha, Doctorg, fMichele, Account Clerkg, fMitch,
Account Clerkg.

During the execution of the activity ‘‘Create File F’’, the user Mitch becomes
unavailable. Thus, since Mitch is the only user who can perform the activity ‘‘Send
File F’’ because of the separation of duty constraint between activities ‘‘Create File
F’’ and ‘‘Send File F’’, but he is not available the instance of the File F business
process is not resilient to the changes in UA relation

Fig. 16.2 Hospital
organizational model
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16.5 Conclusions

In this paper, we have investigated the problem of dynamic resiliency to changes in
the assignment of users to roles. We have proposed an approach to verify that
when there are changes in the assignment of users to roles, the execution of a
business process instance can still terminate. The approach is based on finding a
potential owner for those activities the execution of which is still pending. The
potential owner is a user who is assigned to a role that is entitled to execute the
pending activity and is responsible for the achievement of the goal fulfilled by
the execution of the activity.

To check whether a business process instance is dynamically resilient, we have
modeled an organization as an hypergraph where the vertexes represent the
organizational business goals, the activities that implement such goals, the orga-
nizational roles, and the users assigned to these roles. Then, for each activity we
have traversed the graph to find those paths that correspond the activity’s potential
owners.

We are planning to extend this work in several directions. First, we would like
to consider the problem of escalation. Escalation takes place if an activity does not
meet its modeled time constraints. If this occurs, a notification is sent to the users
responsible for the fulfillment of the goal the achievement of which depends on the
execution of the activity. We also want to represent the changes in the users to
roles assignment relation as graph patterns and apply graph transformation tech-
niques to automatically update the organizational model on the basis of which we
evaluate whether a business process instance is dynamically resilient.
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Chapter 17

Certifying Security and Privacy
Properties in the Internet of Services

Marco Anisetti, Claudio A. Ardagna and Ernesto Damiani

Abstract Certification is a well-established approach for the provision of asser-
tions on security and privacy properties of entities (products, systems, services).
People using (or other entities interacting with) certified entities can rely on the
asserted properties, provided that the process of certification is known to produce
sufficient evidence for the validity of the property for the certified entity. Today,
business processes are increasingly implemented via run-time selection and
composition of remote components provided by service suppliers. On the future
Internet of Services, service purchasers will like (i) to have certified evidence that
the remote services possess some desired non-functional properties, including
service security, reliability, and quality, (ii) to be able to infer process-level
properties across certified services’ composition. In this chapter, we provide a first
analysis of the challenges to be faced toward security certification in the Internet of
services, outlining possible solutions and future research directions.

Keywords Service composition � Security � Remote services

M. Anisetti, C. A. Ardagna (&) � E. Damiani
Dipartimento di Tecnologie dell’Informazione, Università degli Studi di Milano,
Via Bramante 65, 26013 Crema, Italy
e-mail: claudio.ardagna@unimi.it

M. Anisetti
e-mail: marco.anisetti@unimi.it

E. Damiani
e-mail: ernesto.damiani@unimi.it

N. Blefari-Melazzi et al. (eds.), Trustworthy Internet,
DOI: 10.1007/978-88-470-1818-1_17, � Springer-Verlag Italia Srl 2011

221



17.1 Introduction

In this chapter, we shall explore the role of certification in tackling the challenges
of the Future Internet environment from a security and trust perspective.
Besides infrastructure components and protocols, the Future Internet will be com-
posed of active content (e.g., scripted resources) and integration means (e.g., mash-
ups and service composition environments). Current research trends [8, 27] show
that functionality in the Future Internet will be provided by means of services. It is
widely acknowledged that such a complex environment will have much stronger
requirements on providing advanced techniques for assurance1 and trustworthiness.

In this chapter, the notion of service will be used in a broad sense, to refer both
to an interoperability paradigm, as for instance Web Services do provide, and to a
business meaning, as service offerings that can be leveraged towards a new
dimension of Digital Ecosystem (i.e., The Internet of Services). It is assumed that
the typical functions of Service-Oriented Architectures, like orchestration, cho-
reography and instrumentation [25], will be provided on top of the Future Internet.

Today, there is a very broad consensus that transparency of service suppliers’
assurance practices and accountability for lack thereof are essential to ensure
collective trust in the Future Internet’s services. Trust establishment cannot be left
to autonomous bilateral negotiation mainly due to a problem of scale: while today
trust is to a large extent a relation between a small number of parties, the Future
Internet requires schemes supporting a high number of service suppliers and users.
This change of scale is due to the fact that trusted interactions will occur at multiple
levels: at the level of protocol channels, of individual services, and of communities
of individual users. On the Future Internet the dynamics of trust will also be
important. For instance, if changes in a service composition occur at runtime, how
will they affect the user’s trust in the composed service? What if these changes are
not immediately visible to the composite service’s user? We argue that there is a
need for developing (and agreeing upon) new trust models for ensuring confidence
in participation to the Future Internet, by setting up a (trusted) process to produce
and check certificates showing that offered services have a given level of assurance.
Both testing and formal verification techniques are relevant to these models, that
also need to identify the responsibilities of all participating parties, formalizing the
services’ assurance processes and the related accountability chains. Related chal-
lenges involve the architecture (e.g., a selection interface for services taking into
account their assurance) and security challenges on how to prevent attackers (e.g.,
insiders) from tampering with assurance-related metadata.

In the remainder of this chapter, we first present a trust model for a certification-
aware Internet of services. We then discuss the problem of certifying security
properties of service-based systems [12], presenting some preliminary ideas on

1 Note that software assurance involves different activities carried out throughout the software
development process. The outcome of these activities is made known to the user via written
documentation that, in some cases, may be certified by an accredited, trusted third party.
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certification of services and analyzing the problem of certifying dynamically
composed services, starting from the composition of the certificates of their basic
components.

17.2 A Trust Model for Certification

Currently available certification schemes aim to provide trustworthy evidence that
a particular software system has some features, conforms to specified require-
ments, and behaves as expected [10]. In this chapter, we start by providing the
simple trust model underlying current certification schemes [9]. In the simplest
case, software purchase involves two parties, a supplier s and a purchaser p

(see Fig. 17.1a). Suppliers make claims, i.e., publish assertions about their soft-
ware systems’ functionalities, as well as on their non-functional properties. Here
we distinguish two types of such assertions: assertions on functionalities of a
systems S, in the form S has functionality F (e.g., ‘‘the system supports CHAP

challenge-based password exchange’’), and assertions linking functionalities and
some desired abstract properties, in the form Functionalities F1; . . .;Fn imply

property P (e.g., ‘‘CHAP challenge-based password exchange implies password

security-in-transit’’). Let us focus on assertions of the first type, as these are the
ones that are usually certified. In the following, we will denote with Ae assertions
made by an entity e and with Ee evidences produced by an entity e. In our simple
trust model, the purchaser p’s trust in an assertion As made by the supplier s is
denoted Tðp;AsÞ, where T takes discrete values on an ordinal scale, say form 1 to
7.2 The value of T depends on many factors, including the market standing of s and
the evidence that s can provide supporting her assertion, e.g., via shared testing,
beta releases, and the like. The purchaser p can also trust the way in which the
evidence supporting the assertion has been generated. This is denoted as Tðp;EsÞ.
Certification modifies p’s trust in assertions of the form ‘‘S has functionality F’’ by
introducing trusted external entities in charge of collecting, validating and pub-
lishing them and the related evidence (see Fig. 17.1b). By doing so, a certification
process also introduces new types of assertions that p can trust, describing the
collection and validation process. In particular, assertions produced by the security
certification process answer the following questions:

• What security functionalities does the system have? Certification enables other
entities besides the supplier s to make assertions about a software system.
Security certifications usually provide assertions Ae of the form ‘‘S has func-

tionality F’’, listing the security functionalities F of certified systems. The
purchasers’ trust in a product will depend on it having all functionalities

2 Alternatively, T codomain could be the interval [0; 1]. For the sake of simplicity, we consider
a discrete codomain.
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required to achieve some abstract security property P, e.g., one belonging to the
well-known confidentiality, integrity, or availability classification.

• Who has validated the system’s security functionalities? The value of Tðp;AeÞ
will depend on the entity e signing the assertion, as well as on the evidence
(e.g., a test result or a model based proof) backing it. Certification schemes need to
clearly define how each entity e is accredited, e.g., by national authorities that in
turn are set up by laws or international treaties, and the signature schemes used to
sign assertions. Usually, certifications provide a set of criteria for entities called
security evaluation facilities, to ensure that these entities are capable and com-
petent of performing security evaluations under a clearly defined quality system.

• How have the security functionalities been validated? Assuming that an assertion
Ae is signed by a source e that is accredited by an universally trusted authority, the
value of Tðp;AeÞ will only depend on the nature of the available evidence (pos-
sibly, signed by e) supporting the assertion. A security functionality F can be
tested using different test suites; alternatively, its properties can be proved based
on a formal model, which in turn can be part of the design documentation or
extracted from the system itself, e.g., by means of code analysis. The focus of the
validation can be on security functionality alone, or, the development process may
also have been taken into account. Certification schemes clearly define how
evidence is to be collected and stored, how the product has been validated.

Fig. 17.1b shows a trust model for certification. The model considers a supplier
s, a purchaser p, an entity e producing assertions on s, and a National Authority
(NA) that accredits an Evaluation Body (EB) to be trusted to carry out evaluations.
An entity e different from s may provide an assertion Ae;s on s, on which p has a
given level of trust Tðp;Ae;sÞ. Moreover, p specifies a level of trust Tðp;EEBÞ on
the evidence produced by EB (which implicitly endorses the assertion) taking into
account several parameters, as for instance EB’s reputation and the mechanisms
used to provide the evidence. It is also important to remark that certifications are
intended for different target groups. Certificates can be used as a selling argument,
compared to a competitor’s product with no certificate; in this case, the supplier
assumes that Tðp;Ae;sÞ� Tðp;AsÞ, and that the increase in revenue due to

(a) (b)

Fig. 17.1 An overview of traditional trust model (a) and modified trust model with certification
(b) of software purchase
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increased trust will be greater than the cost of certification.3 This is indeed the case
when certificates are recognized internationally and the credibility of the supplier
cannot be expected to match the certificate’s one. More frequently, and perhaps
more importantly, governments set up an accreditation scheme for security
products, and mandate purchasers belonging to special categories of customers to
buy certified products only. In this case, certificates are used as templates to
express compulsory technical security requirements. As a consequence, customers
only authorize purchases of certified products, in order to make sure that no
purchased system will lack the mandatory security functionalities and above all, to
escape liability for the consequences of known security attacks that such func-
tionalities are meant to prevent.

When a business process is enacted by run-time selection and composition of
different services, certified evidence of assurance regarding individual services can
be used to select the appropriate ones. More ambitiously, a (certifiably correct)
inference process can be used to check that the process obtained by composition has
some (possibly different) properties. This scenario of compositional, machine-
readable certificates to be used at run time is clearly not matched by current soft-
ware certification schemes, that consider monolithic software and provide human-
readable, system-wide certificates to be used at deployment and installation time to
support users in the selection of software systems that best fit their requirements.

17.3 Common Criteria

To fix our ideas, we will refer to an existing certification scheme, the Common
Criteria (CC) [18]. CC typically includes a thorough examination by experts
following pre-defined and publicly accepted criteria, and produce documents and
explanations intended for a human user supporting him in the decision on whether
to use/buy a system or not. Thus, security certificates are formulated in natural
language and address a high abstraction level. Also, the asserted properties are
often not even mentioned in the certificate. They are either part of the certification
scheme or expressed in a separate document (called Security Target in Common
Criteria). CC is a way to define, assess, and validate the security aspects of ICT
products. Organizations using security products can define their technical security
requirements for a type of product in a Protection Profile (PP). Developers can
show compliance of their product to a PP described in the developer’s Security
Target (ST). CC supports understanding of ‘‘what the product does security-wise’’
and ‘‘how sure you are of that’’. In the CC standard [18], security requirements are
expressed in natural language, and their structure is dictated by the corresponding
methodology. Furthermore, a certificate refers to a particular version of the product
or system. In general, changes in the system structure require re-certification.

3 The same is valid for the evidence, that is, Tðp;EEBÞ�Tðp;EsÞ.
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Though CC contains an assurance class on flaw remediation, it is rarely used and
does not provide methodological support for analyzing the security impact of
system changes. Today, the software system in the scope of a certification is nearly
always considered to be monolithic. In CC, for instance, the system borders are
explicitly defined, and security assumptions on the environment can be expressed.
The most recent version of Common Criteria, CC v3.1, allows to deal with
composite systems (i.e., derive a system certification from certificates of its
components), but requires a perfect match between assumptions and component
guarantees. The schemes do not provide support for dynamic changes of com-
ponents (i.e., at run-time). Even with CC v3.1, changing components would
require evaluator/expert interaction and a repetition of (parts of) the evaluation and
certification. In addition, the evidence itself is typically not part of the certificate
awarded, so that the relying party needs to trust the certificate, the experts, and the
certification scheme. This trust is established by the scheme being run by
accredited authorities, the accreditation of the experts themselves, and the certif-
icate being officially approved. Here, we claim that the definition of a certification
scheme for services is crucial in order to make trusted assurance information
available in service-based business process enactment [12].

17.4 A Closer Look to Service Security Certification

Traditionally, research on security properties of services and processes has focused
on the protection of communication confidentiality and integrity [17]. Security
solutions exist at different protocol levels, including transport layer protection
(e.g., HTTPS), application-level authentication (e.g., HTTP digest), message layer
protection (e.g., SAML, XML signature and encryption), application layer pro-
tection (e.g., XACML, WS-Policy) [4]. However, security properties of interest for
individual services are known to have a much wider scope than the above solutions
can address [17, 19]. Proceeding bottom-up in the service protocol stack,
(i) prevention of malformed or otherwise critical XML answers is important to
ensure successful service authentication [7, 26, 29]; (ii) point-to-point non-repu-
diation is essential for many types of business transactions [24]; (iii) knowing how
(and how long) information supplied to a service will be managed is crucial for
preventing information leaks [33].

Here we argue that all stating these security properties in a machine-readable
form and having them signed by a suitable authority can boost user confidence in
using a service. The process owner can define different selection policies used by
the process orchestrator during the composition, each one posing restrictions on
the security properties a single service should have, and on the way such properties
should have been evaluated and certified. The certification of security properties of
service-based infrastructures is a fundamental requirement for the definition of
processes implemented via runtime selection and composition of individual
components. Service composition in fact can be driven by the analysis of certified
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properties of services at selection time. Certification of security properties must
provide appropriate evidence that the service really supports the properties stated
in the certificate and behaves as expected. Two main types of certification pro-
cesses (and related evidences) are of interest in the considered scenario: (i) test-
based certification providing test-based proofs that a test carried out on the soft-
ware has given a certain result, which in turn shows (perhaps with a certain level of
uncertainty) that a given property holds for that software; or (ii) model-based

certification providing model-based proofs that a given service holds some
properties and meets formal specifications in terms of security requirements.

A more ambitious goal is then to provide a mechanism that, starting from the
properties of the individual services composing a process (and taking into account
the orchestration), automatically computes the properties of the process. Indeed,
intuition suggests that some properties of individual services could be used to infer
properties of processes, at least when the process plan and coordination schema are
known. Of course, here we are not arguing that arbitrary properties can be inferred
this way from process orchestrations, because of the well-known problems of
computational complexity and even decidability that affect run-time verification
and validation [23]. Rather, we propose a ‘‘properties come first’’ strategy, where
the desired security properties the process owner wants to achieve can sometimes
dictate a ‘‘safe’’ service coordination schema that supports their run-time verifi-
cation or validation, taking into account the available certified properties of
individual services and the process timing constraints. When this safe coordination
schema cannot be found, supplementary individual properties and/or timing con-
straints can be suggested to make its computation possible.

17.5 Service-Aware Certification Architecture

A service-aware certification architecture is an infrastructure aimed to support, on
one side, security and privacy certification of services and, on the other side,
mechanisms that allow process owners to select the services that best fit their
requirements. This selection is performed by matching owner preferences with
service certificates. The proposed architecture is composed by the following main
parties. (i) Purchaser (p), the process owner that needs to access or integrate a
remote service based on the specified preferences. (ii) Supplier (s), the entity
implementing remote services accessed by p. (iii) Evaluation Body (EB), an
independent, trusted tester or accredited lab carrying out evaluations. EB is trusted
by both p and s to run ad-hoc test suites (or generate new ones if needed) and
formal checks to evaluate the conformance of the selected services with security
preferences expressed in terms of security properties. The evaluation outcome
(artifacts) is a pre-requisite for issuing a certificate on the part of the certification
authority. (iv) Certification Authority (CA), an entity trusted by one or more users
to create and assign certificates based on the artifacts provided by EB. Process
artifacts enable CA to generate an evidence-based certificate guaranteeing that
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some tests and/or formal checks have been performed on a method, a service, or an
entire business process in a given context and with a certain result. Also, evidence-
based certificates specify which property the tests and/or formal checks are meant
to support, and if (and how) the property was used to generate the test-cases and/or
formal proofs. (v) Service Discovery, a registry of services (e.g., UDDI [32])
enhanced with the support for certificates and preferences.

Figure 17.2 shows a service-aware certification architecture and its two main
flows. In the first flow (Steps 1–3), a traditional certification process is presented
[18]. The supplier s starts the certification process for one of its services by
generating and sending evidences, possibly including service code, interfaces,
documentation, tests, to EB (Step 1). EB evaluates the service and generates a set
of artifacts based on the received evidences (Step 2), which are then used by CA to
issue a certificate that proves some properties of the service (Step 3). In the second
flow (Steps 4–7), s first registers each certified service at Service Discovery

(Step 4) by sending the description of the service (e.g., a WSDL description)
together with its certificate. After the registration, the service is available and can
be accessed by p as follows: (i) p issues a request including a set of preferences on
the security properties that must be satisfied and certified by the services (Step 5),
(ii) Service Discovery returns a set of descriptors of services that match the stated
preferences (Step 6), and (iii) p accesses/integrates the best service (Step 7).

The next step in supporting the (semi-) automatic matching of certificates and
preferences is the definition of machine-readable certificates. The format of the
certificates should be such that they can be simply integrated within current ser-
vice-based infrastructures and their standard protocols. As a consequence, we put
forward the idea of defining an XML-based syntax to define both certificates and
preferences. In this way, the certificate can be associated to the WSDL description
of the service interfaces, and simply matched with the preferences of p.

The certificate should include three fundamental parts: ðiÞ an URI that links
the certificate to the file describing the service (note that also the file may refer

Fig. 17.2 Service-aware
certification architecture
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the certificate associated with the service); (ii) tests and models section that
contains artifacts and information about the test-cases and formal checks used in
the certification of the service; (iii) the list of certified properties with a link to
the relevant test-cases and/or formal proofs. Part (ii) of the certificate is the most
critical and complex, and needs to be defined to preserve the flexibility of the
solution and to manage the heterogeneity of the certification processes. The
certificate may also contain a reference to the code of the test-cases and to
the formal specifications applied to the service, in order to permit an a-posteriori
re-evaluation of the service.

17.6 Certifying Composite Services

Traditionally, research on service composition has focused on two major aspects:
(i) ensuring proper interoperability among components and (ii) proving that the
composed service will functionally behave as intended. Less attention has been
devoted to predicting the non-functional properties of services obtained by com-
position. Here, we adopt the definition of composition put forward by Milanovic
et al. in [22]. Namely,

Service composition is the process of binding execution of two or more services, such that

functional and non-functional properties can be determined and guaranteed.

This definition goes well beyond the conventional notion of orchestration, i.e.,
the specification in terms of message exchange of the coordinated execution of
multiple services. Indeed, the notion of service composition requires that non-
functional properties (e.g., quality of service, security, privacy, dependability) of a
composed service can be predicted or estimated based on the ones of its compo-
nents. Several model-based techniques have been proposed to deal with this
problem. In principle, one could think of certifying the typing and order of mes-
sages exchanged in a service composition by formalizing the composition, e.g., by
using a suitable calculus (e.g., p-calculus [21]). However, such a formalization
cannot be carried out at run-time, so the composition must be known beforehand.
More importantly, a model of each component service as a process is also required;
this model must then be provided by the service supplier in order to derive the
composition’s properties. Also, not all non-functional properties of interest can be
expressed this way; for instance the timeliness (or lack thereof) of component
invocations would be hard to derive in such a setting. Model-checking looks much
more promising for computing properties of service compositions at run-time,
having a long history of application to distributed computing [16]. However,
properties of compositions cannot always be inferred via run-time model checking
because of the well-known problems of computational complexity and even
decidability [23]. To avoid complexity issues, one could focus on specific prop-
erties (e.g., on service-specific invariants involving local variables and input/output
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parameters). The contract-based approach advocated in [22] allows to check
simple global properties of a composed service (e.g., expressed as inequalities
on the service state variables) by composing component services’ invariants
(i.e., contracts). The approach uses composition operators on contracts to replicate
the real service invocation sequence, and obtains the global property as the result.

It is interesting to remark that individual service contracts could be based on
test results providing an interesting connection with test-based certifications. Also,
the contract-based approach could be used at run-time on a service-based infra-
structure, by applying a suitable negotiation scheme to select candidate compo-
nents whose local contracts support the desired global property [15]. However,
while some security properties can indeed be expressed as simple constraints on
input or on state variables, this is not the case in general. Deriving at run-time the
security properties of an arbitrary composition is much harder than checking a
contract.

Therefore, we envision a ‘‘properties come first’’ strategy, where the security
properties that the process owner wants to achieve dictate a ‘‘safe’’ service
composition schema that supports run-time verification or validation. For
example, (usually hard) cardinality-based privacy properties (e.g., the property
that no more than k component services simultaneously hold a given information

during each execution) can be easily imposed for series-only compositions. So, it
is conceivable that the need for proving such a property run-time can drive the
composition topology, at least when performance is not an issue. To fix our idea,
let us consider the following two properties: invocation parameters are retained

by the invoked service for less than 5 ms and invocation parameters cannot be

inferred from other internal variables or results. Assume that these two prop-
erties are (certifiably) known to hold for all individual services in a simple
centralized orchestration.
A simple example of a service holding the latter property is a service computing
the arithmetic mean of an array of numbers, where the original input array is
immediately obfuscated by the service applying random perturbations to obtain a
safe input—later to be used to compute the mean—and then promptly forgotten.4

Now, if the process owner knows that the orchestrator will invoke component
services in a linear sequence and the orchestration timing (certifiably) shows that
invocations are being clocked at 10 ms from each other, the process owner can be
sure at run time that no information-sharing clique of services can be formed
behind his back. In other words, a process-wide security property of clique

avoidance (i.e., the impossibility of certain information-sharing cliques to arise) is
dynamically inferred from individual services’ certifications (and the process
execution context). When this safe composition schema cannot be found, sup-
plementary individual properties and/or timing constraints can be suggested to
make its computation possible.

4 Other examples of obfuscation can be found in [1–3].
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17.7 Related Work

Research on security certification has mainly focused on software components
[10]. Security certification of services, instead, is a recent idea [11] and its
application is finding several barriers, especially in the intrinsic dynamicity of
service composition.

Known concerns in moving toward the Internet of services include ensuring
continued compliance to security assurance requirements across re-orchestrations
and partial outsourcing of processes. Some preliminary efforts have been made
in this direction. In 2008, the US-based Software Engineering Institute (SEI) has
published a requirements document on the service certification and accreditation
process for the US Army CIO/G-6 [28]. The document describes a process for
certifying services in order to assure that they are not malicious to the service-
oriented infrastructure that they are deployed in or interacting with. The
requirements identified by SEI include shortening existing certification lifecycle:
certification of services is expected to be dynamic and services must be certified
in a timely way. Applications that dynamically select external services need to
be sure that, in doing so, they do not loose security-related properties such as
confidentiality, integrity, authentication, and non-repudiation. This level of pro-
tection is needed every time information is in storage, processing, or transit on
the Internet of services, and no matter whether it is threatened by malice or by
accident. The main limitations of SEI are that it focuses on the specific
requirements of the military sector alone and does not provide a full architectural
support for comparison and negotiation of service certificates. Damiani and
Maña [12] have studied the problem of assessing and certifying the correct
functioning of SOA and Web services. They introduced a framework together
with certificates based on signed test-cases.

In the last few years, other researchers started working on Web service testing.
This topic greatly differs from standard testing practices, because the loosely
coupled nature of Web services (as compared to traditional component-based
software systems) severely limits the way testers can interact with the services
during the testing process, making usual stub-based techniques hardly applicable to
integration (and security) testing of composite services. In this context, Tsai et al.
[31] have proposed a framework aimed at addressing dependability and trustwor-
thiness issues in service-oriented infrastructures that implements group testing to
improve test efficiency. A solution based on potency and coverage relationship has
been provided for test-case selection and ranking. Kolaczek and Juszczyszyn [20]
have defined a method for assessing and evaluating the security level of composed
services, in the context of a layered security architecture and multi-agent approach.
Research in this direction has also investigated different ways of generating test-
cases without the need of accessing the services’ source code. Dong et al. [14] have
proposed an approach for testing Web services using fault-coverage to check the
conformance of the Web services to their WSDL specification, with the goal of
automating testing activity. Other works (e.g., [5]) have focused on automatically
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generating test-cases starting from the services’ WSDL specification, using formal
test-case generation techniques. Tsai et al. [30] have proposed an enhanced UDDI
server that performs check-in and check-out testing for services. The check-in test
is performed when the service is first registered, while the check-out test is done
when the service receives a request from a user.

Finally, some works have been done in the context of automatic Web service
composition. Berardi et al. [6] have provided Colombo, a framework for automatic
service composition that considers message exchange, data flow management, and
effects on the real world. The proposed solution is based on the concept of goal
service that models the expected behaviour of a composite service. Recently, Deng
et al. [13] have presented a solution that provides a model for an automatic
composition of processes that guarantees correctness constraints, including free-
ness of deadlock and unspecified receptions, and temporal constraints.

In contrast to the above works, our effort will be aimed to provide a more
complete infrastructure where service suppliers may certify the properties of their
services via test-based and model-based certification, and machine-readable cer-
tificates. Users can then specify their preferences in terms of properties that need to
be tested and certified, and automatically retrieve only those services that match the
preferences. Finally, our solution will be aimed to provide an approach for certi-
fication of composed services starting from the certification of their basic services.

17.8 Conclusions and Future Work

Software systems are increasingly made available as remote services, to be
dynamically composed to build complex business processes. In this environment,
security and privacy certification of services is a must for improving users trust
and confidence in the correctness of the software products/services they adopt.
Certification is even more critical when applications to be certified are dynam-
ically built from loosely-coupled, well-separated services. In this chapter, we
presented a preliminary discussion of challenges to be studied in the certification
of services and composition thereof. Service certification leaves open many
research issues that need to be further investigated, such as, the definition of
(i) detailed specification of certification practices (environment, runtime context)
and outcome, that is, the format of test-based and model-based artifacts to be
used in service certification; (ii) a solution to match preferences of the users and
certificates of the services for run-time selection; (iii) a mechanism to compare
different certificates of the same property; (iv) a solution that allows to certify
some properties of a composed service starting from local certificates of its
component services.
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Chapter 18

Time-Continuous Authorization
of Network Resources Based on Usage
Control

Barbara Martini, Paolo Mori, Fabio Martinelli, Aliaksandr Lazouski

and Piero Castoldi

Abstract Authorization systems regulate the access to network resources, e.g.,
bandwidth-guaranteed circuits traversing nodes and links and shared among dif-
ferent media streams, assuring that only admitted data streams use the assigned
resources. Traditional access control models were not designed to cope with
changes that may occur in the attributes of the user, of the resource or of the
environment after the access has been granted. However, in order to prevent
misuse and fraud, it is important to extend the control on these attributes after the
authorization decision is taken, i.e, during the actual usage of such resources. This
control is particularly crucial for network resources because an abuse might cause
the degradation of QoS performance for lawful admitted media streams and expose
the network to Denial of Service attacks. This paper integrates an authorization
system based on the Usage Control model (UCON) in the network service pro-
visioning scenario, to enhance the evaluation of access rights during the actual
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usage of network resources. The relevant application scenario and architectural
design as well as an example of a security policy that implements usage control are
described. Finally we outline some open issues and research trends in the appli-
cability of usage control models in networking area.

Keywords Network access models � Access control � QoS

18.1 Introduction

Interactive and bandwidth-greedy applications, e.g., Multimedia On Demand,
require the provisioning of network services for transferring media streams with
strict QoS requirements in terms of bandwidth, resilience and end-to-end delay.
To foster the fulfilment and assurance of these services, resource reservation and
access control are required in order to provide secure QoS provisioning that
prevents users from injecting traffic load that overloads the allocated resources.
Such abuse not only results in the degradation in QoS for other admitted user
media flows, but also might lead a system-wide Denial of Service with reper-
cussion on the overall security of the network [1].

In order to regulate the access of users to resources, a number of access control
models have been designed, e.g., Discretionary Access Control (DAC) [2],
Mandatory Access Control (MAC) [3], Role-based Access Control (RBAC) [4], to
verify if a subject, i.e., a user or an application on behalf of him, is allowed to
perform an action on an object, e.g., reservation and use of some network
resources. Such access control mechanisms are typically implemented in network
nodes through Access Control Lists (ACLs) and grant the access to resources
based on subject attributes, i.e., identity or credentials presented at the moment of
the resource request. Although they represent a significant progress on access
control technique, such mechanisms present some shortcomings. The main issue
we point out is that they do not prevent the abuse of resources usage from users
once the access rights have been granted. In fact, none of them takes into account
possible changes of user attributes, resource status or environment conditions and
thus they do not verify whether access rights are still valid during the actual usage
of the resource [5–7].

This paper proposes an enhancement to the authorization framework for the
admission of media streams, based on the Usage Control model (UCON) [7], to
enhance the control of network resources, e.g., bandwidth of established circuits
traversing nodes and links. Specifically, a policy-based control mechanism has been
conceived to enable a time-continuous control of resource usage after the access has
been granted. Such mechanism would allow service providers to prevent possible
misuse of network resources from undisciplined users while preserving fair
resource sharing and profiting from extra-usage by adopting adequate counter-
measures (e.g., revocation of resource reservation, over-charging of extra usage).
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Hence, the main benefits due to the adoption of the UCON authorization system
are: iÞ dynamic access rights: the rights granted to users are not statically defined,
as in the classic access control systems, but they might change over time due to
some factors that are evaluated at run-time by the authorization system (e.g.,
resource availability, user priority, user reputation); iiÞ time-continuous control:
since attributes paired with users and resources can change their values over time,
the access right granted to a user at a given time could not hold after some time,
even if that access is still in progress. Hence, the security policy is continuously
evaluated to revoke accesses when the corresponding rights do not hold any more.

While several research works on time-continuous authorization based on
UCON model have been elaborated in the context of Grid Computing [5, 6, 8–10],
mobile computing [11] and business transactions [12], to the best of our knowl-
edge, just a resent work has been elaborated for the design of a network resource
authorization system. In [13], the authors proposed an extension of the RBAC
model that exploits the UCON model to define when the user attribute should be
modified in order to grant a privileged role (i.e., quorum role). In this work, the
attribute mutability is used to grant system administrators the access to network
equipments in order to execute extraordinary maintenance operation in case they
do not have enough privileges. Instead, in our work UCON is used to revoke
resource usage when the factors that granted the access do not hold any more, thus
increasing the overall security of the network.

The paper is organized as follows. Section 18.2 presents a brief overview of the
UCON model. Section 18.3 describes the architecture design for network resource
authorization including usage control mechanism, while Sect. 18.4 describes an
example of usage control policy for the network resource scenario. Section 18.5
discusses advantages and open issues of usage control in networking. Section 18.6
concludes the paper and points to future developments.

18.2 Usage Control

This section gives a brief overview of the Usage Control model (UCON); a
detailed description can be found in [7, 14]. UCON is a model that encompasses
and extends the existing access control models. Its main novelties are that rights
are dynamic, and that subjects’ and objects’ attributes can be mutable over time,
thus requiring continuous enforcement of the security policy during the access
time. In the following, we recall the UCON core components: subjects, objects,
attributes, authorizations, conditions, obligations.

Subjects and Objects. The subject is the entity that exercises rights, i.e., per-
forms actions on objects. An object, instead, is an entity that is accessed by
subjects through access operations.

Attributes. Attributes describe subjects’ and objects’ features. An attribute is
mutable when its value is updated as a consequence of accesses performed by
subjects on objects, e.g., the reputation. Mutable attributes can be updated before
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(preUpdate), during (onUpdate), or after (postUpdate) the execution of the access
action. Immutable attributes instead, are the classical attributes, that can be
updated only through an administrative action, such as the user’s identity.

Authorizations. Authorizations are predicates that evaluate subjects and objects
attributes and the requested right to take the decision and allow subjects to perform
actions on the objects. The evaluation of the authorization predicate can be per-
formed before executing the action (preAuthorization), or while the action is in
progress (onAuthorization).

Conditions. Conditions are environmental or system-oriented decision factors,
i.e., dynamic factors that do not depend upon subjects or objects. The evaluation of
conditions can be executed before (preCondition) or during (onCondition) the
action.

Obligations. Obligations are used to verify whether the subject has satisfied
some mandatory requirements before performing an action (preObligation), or
whether the subject continuously satisfies these requirements while performing the
access (onObligation).

Continuous Usage Control. The mutability of subjects’ and objects’ attributes
introduces the necessity to execute the usage decision process continuously in time
because, while the access is in progress, the attribute values that previously
authorized the access could have been changed in a way such that the access right
does not hold any more. In this case, the access is revoked.

18.3 UCON Authorization: Building Blocks and Workflow

This section describes a multimedia service provisioning scenario where a UCON
authorization system has been adopted. Specifically, this section details the
authorization procedure for the admission of a media stream according to guide-
lines reported in [15] where the usage control has been included.

The establishment of a media stream implies the management of a session
between end-hosts formedia flow transfer, and the reservation of the resources across
the network so that packet flow related to that session can be treated by network nodes
according to QoS requirements. Figure 18.1 depicts the involved entities and the
interactions among them to carry out the proposed authorization procedure.

Session Management Server handles user requests and arranges the media
transfers to subscribers of their services. The End-Host represents the user device
(e.g., VoIP phone, Set Top Box) and comprises a client for requesting network
resources to the Edge Routers (e.g., buffer bandwidth on an output interface in the
router along the path) by triggering a resource reservation signaling (e.g., RSVP or
NSIS) and a client for requesting services (i.e., establishment of a session for a
media flow transfer to/from another End-Host or device (e.g., video server, VoIP
phone) by triggering a session signaling (e.g., SIP) to the Session Management
Server. From the End-Host point of view, the result is the set-up of a network
channel for the flowing of the media stream.
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The Policy Server is responsible for authorizing the access to services and/or
resources according to a usage control policy that exploits the information on
resources, users and environment status (e.g., resource availability, user reputation,
time) stored in the Attribute Server and periodically updated. Without lack of
generality, we assume that the Session Management Server and Edge routers are
configured to use the same Policy Server. Then, we suppose that a pre-established
trust relationship exists among involved entities in virtue of configuration settings
of respective identities and of security keys, i.e., the End-Host is configured to use
a Session Management Server associated with the Edge Router to which the End-
Host is connected.

According to [16], the system architecture is composed of two main entities: the
Policy Decision Point (PDP) and the Policy Enforcement Point (PEP). The PDP is
the logical entity that decides for authorizing or denying access to services or
resources. The PEP is the logical entity that enforces policy decisions taken by the
PDP. We can deduce that the network elements that include PDP are the Policy
Servers. The network elements including the PEPs are the Edge Routers and
Session Management Servers that enforce policies related to the resource usage
and to the service delivery, respectively.

When the End-Host issues a request for a set of resources to provide a certain
QoS, a policy may be enforced across the network to ensure that resources
authorized to a particular flow stay within the bounds of the profile paired to the
requesting user, that only admitted flows have access to reserved resources, and

Fig. 18.1 Authorization workflow
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finally that the subsequent usage of such resources do not violate such profile.
As an example, a user profile might include the category of subscribed services
(e.g., bronze for best-effort Internet access, gold for bandwidth-greedy multimedia
service) and the maximum bandwidth allowed for each of them. The policy might
include a control on the user reputation depending, for example, on the occurrence
of a bandwidth abuse, as detailed in Sect. 18.4.

The message flow for resource authorization procedure with usage control is
shown in Fig. 18.1, and is explained in the following. Since we focus on network
resource authorization phase, we do not detail the interaction among the Session
Management Servers to negotiate the session parameters and to establish the
session for media transfer, i.e., session signaling.

1. The End-Host issues a session set-up request to the Session Management Server
indicating the media streams requirements. A signaling occurs between Session
Management Servers and with the destination End-Host to negotiate media
stream parameters to be used in the session (i.e., SESSION SIGNALING).
During this interactions the Session Management Server obtains the authori-
zation from a Policy Server through a ‘‘token’’ that then provides to the End-
Host in the response to the set-up request.

2. The End-Host issues a request to reserve the resources necessary to provide the
required QoS for the media stream (i.e., RESERVE). Included in this request is
the token provided by the Session Management Server.

3. The Edge Router intercepts the reservation request and sends an authorization
request (i.e., AuthZ REQ) to the Policy Server in order to determine if the
resource reservation request should be allowed to proceed. Included in this
request is the token from the Policy Server provided by the End-Host. The
Policy Server uses this token to correlate the request for resources with the
media authorization previously provided to the Session Management Server.
The Policy Server, by consulting the Attribute Server, verifies whether the
requested resources are in-line with the media streams authorized for the ses-
sion (i.e., Attr REQ and Attr RSP). Then it sends a decision to the Edge Router.
This concludes the traditional access control procedure.

4. If the access request is authorized, the Edge Router triggers an end-to-end
resource signaling among routers and destination End-Host to reserve the
required resources across the network along the end-to-end path (i.e.,
RESERVE). Upon receiving the positive response from backwards signaling,
the Edge Router sends a response to the End-Host indicating that resource
reservation is complete (i.e., RESPONSE). At this point the data stream starts
flowing across the network with the required QoS.

5. While the network resources are in use, the Policy Server continuously re-
evaluates the security policy exploiting updated value of attributes to check that
the right to exploit these resources is still valid. The Attribute Server provides
fresh values of users’ are resources’ attributes to the Policy Server by contin-
uously collecting information from routers and Session Management Servers
(i.e., Attr UPDATE).
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6. In case a policy violation is detected, the Policy Server revokes the access right
(i.e., REVOKE) and, consequently, the data stream stops flowing.

18.4 Usage Policy Example

This section describes an example of a usage control security policy expressed
with POLPA language. POLPA is a policy specification language based on process
algebra for expressing usage control policies, whose syntax and semantics have
been defined in [5, 9].

The policy shown in Table 18.1 regulates the use of network channels created
for media flowing. It allows users with GOLD profiles and good reputations to open
a number of network channels, provided that the sum of the bandwidths of these
channels is below a given threshold. During the usage of the channel, the policy
continuously checks the value of the reputation of the user to detect when it goes
below a given threshold, and in this case the policy interrupts the usage of the
channel. To this aim, the PDP asks the PEP on the Edge router to close the channel.

The policy fragment from line 2 to line 5 allows the creation of a new channel
to a given destination with a given bandwidth. The control action tryaccess (cuser,
net, createChannel (dest, reqBand, channel)) (line 2 of the policy) is received by
the PDP from the PEP when it receives the request of the user cuser to perform the
operation createChannel, that creates the new channel on the network. The
authorization predicates in line 3 evaluate the attributes of the user to decide
whether allowing the access or not. In particular, these predicates check whether
the total bandwidth allocated to the user is less than a threshold T, the profile
attribute of the user is GOLD, and the reputation attribute of the user is greater
than a threshold R. If the previous predicates are satisfied, the control action
permitaccess (cuser, net, createChannel (dest, reqBand, channel)) in line 4 allows
the channel creation, and the user attribute that stores the bandwidth currently

Table 18.1 Example of usage control policy
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allocated to the user is updated (line 5). This part of the policy follows the
preAuthorization model (as described in [9]) because the authorization predicates
are checked before authorizing the access.

The policy fragment from line 6 to 11 implements the continuous control of an
authorization predicate because the value of a user attribute, the reputation, could
change while the channel is in use. In particular, after the access to the channel is
granted (line 4), the policy uses the or operator (line 9) to describe two alternative
possible behaviours: either the access ends when the user releases the channel (line
10), or it is interrupted while it is in progress because the user reputation is too low
(lines 6 and 7). In fact, the predicate in line 6 checks that the reputation of the user
is above a given threshold, and it is continuously evaluated when the access is in
progress. If this predicate is satisfied, the access is interrupted by the revokeaccess
control action in line 7 of the policy. Instead, if during the usage of the channel the
value of the reputation of the user is greater than R, the resource usage terminates
when the user releases the channel, i.e. when the PDP receives the endaccess

(cuser, net, createChannel (dest, reqBand, channel)) control action from the PEP
(line 10). This part of the policy implements the onAuthorization model, where an
authorization predicate is continuously checked while the access is in progress.
The continuous check of the predicate could be implemented through a
subscription mechanism. Each time an access is granted, the PDP could ask the
Attribute Server to be notified as soon as the value of the reputation of the user that
is performing the access changes. When the PDP is notified, the predicate in line 6
is re-evaluated, and the access is possibly interrupted.

After the termination of the access, the attribute that represents the bandwidth
currently allocated to the user is updated (line 12). Finally, the rep control action in
line 1 of the policy allows the user to open in parallel more channels, provided that
the predicates in line 3 are satisfied.

18.5 Usage Control Advantages and Challenges

Over the past years, there have been considerable amount of research on autho-
rization models for a network service admission and usage. However, they mainly
provide hard-coded solutions for specific network scenarios (e.g., wireless net-
works, ADSL networks) [17, 18]. The policy-based authorization framework and
the signaling architecture, proposed in this paper, extend existing solutions in
many aspects thanks to the included UCON features:

• Expressive policy model: The UCON model allows a wide variety of possible
policies for network service admission and for usage control to be carried out.
It is powerful enough to express priority-based admission control policies,
policies based on time-of-day, user identity and credentials, based on some level
of ‘‘importance’’, history-based policies, etc [7].

• Mutable attributes and continuous control: The UCON model considers that
values of attributes paired with users, resources and environment might change
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over time due to other accesses performed concurrently by the user the attributes
refer to, or even by other users on the network resources. For instance, a single
user can initiate several resource provisioning sessions. Changes in attributes
might affect the initial conditions when the access was granted. As a result,
attributes should be continuously monitored, the policy checks should be per-
formed every time when attributes change, and if new values violate the policy,
the access should be revoked and resources should be released.

• Efficient and secure resource management: The UCON model releases network
resources immediately when a policy abuse is detected by a revocation of
granted access rights. This allows to keep the appropriate QoS for eligible users
and to prevent Denial-Of-service attacks over the network resources.

Despite the explicit advantages of the UCON model, there are still many issues
to be elaborated, such as a more detailed and comprehensive policy model, suit-
able architectural solutions for heterogeneous networks and, finally, a generic and
flexible implementation of usage control security mechanisms.

The policy example given in Sect. 18.4 governs the admission of a media flow
with the specified bandwidth (i.e., the channel). Actually, usage control policies
should apply to resources at different levels (i.e., the network connectivity level and/
or the application service level) as well as on a different scale (i.e., ranging from an
entire network to a particular network element like a router, switch, hub, etc.).
A Label Switch Path for aggregated traffic across core networks or media streams
established on a per-session basis are two examples of different levels of network
resources. A buffer in a router could be an example of a fine-grained network
resource. Integration of policies on different levels of control should be addressed
to preserve consistency as well as architectural elements should be introduced to
enforce fine-grained policies. The policy model should specify the unified syntax
and types of attributes used to build usage control policies. As initial approach,
the attributes for authorization in network resource provisioning discussed in [19]
can be adopted.

Further, the advantages of obligations, that can be considered the most mean-
ingful access decision factors in the UCON model, are not discussed sufficiently in
domain of network resources. In fact, obligations could strengthen the expres-
siveness of the policy model and encode into the policy warns like ‘‘your request
may have to be torn down in 10 min’’, ‘‘pay to continue an extra usage’’, etc.

Regarding architectural issues, the main open problem of the UCON-based
policy enforcement is the continuity of control and effective management of mutable
attributes. There should exist an active element in the architecture which initiates a
querying of up-to-date attribute values and triggers the policy re-evaluation
supporting on-going decision process. In [20] several environment-independent
models with active PDP, PEP and Attribute Server were considered to facilitate a
continuous control. Instead, the network service admission and usage require some
specific models due to distributed nature of PEPs what could cause potentially long
delays on policy re-evaluation requests that must travel several hops. There is a need
of a very accurate model regulating when the policy re-evaluation should take place,
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such as re-evaluate every n seconds, or after n packets or n bytes have been trans-
ferred, or after other events have occurred in the system. From one side such model
should preserve the efficient policy enforcement, and from another side it should
minimize the inevitable security overhead in the system. As a matter of fact, a
communication protocol between PEP and PDP should be presented which
encompasses traditional pre-authorization and continuous control. This requires
sufficient extensions to existing signaling protocols (e.g. RSVP, NSIS) to carry
authorization information and communications (i.e., exchange on-going access
control messages).

Regarding an implementation of security systems, the main issue addresses the
lack of flexibility because control mechanisms are typically hard-coded in the
application logic and thus suffering the difficulty to be adjusted at runtime. UCON-
based systems prevent such issue thanks to a policy-based approach. Nevertheless
they introduce an overhead for the processing of security policies that should be
minimized. In addition, the scalability issue is of paramount importance because
such overhead should not significantly increase with the number of network nodes
and of the established sessions. Finally, the survivability of the policy-based
authorization systems should be preserved through redundant PDP implementations
thus avoiding a single point of failure.

18.6 Conclusions

In this paper, we suggested the adoption of a time-continuous authorization sys-
tems based on the UCON model to regulate the usage of network channels for
media streams transmission. The contribution of this paper concerns the applica-
tion of the usage control model to the network resources provisioning scenario, to
allow the continuity of authorization decision during the network resources usage.
By preventing resource abuse from malicious users, the proposed authorization
system further increases the security of the network while assuring QoS to
authorized media flows.

As future work, we plan to elaborate on basic implementation of the proposed
model and experimentally evaluate the overhead of in terms of policy decision
time and in terms of the overall signaling load as a function of the number of
network nodes and established sessions.
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Network Monitoring



Chapter 19

Towards Monitoring Programmability
in Future Internet: Challenges
and Solutions

Luca Deri, Francesco Fusco and Joseph Gasparakis

Abstract Internet is becoming a global IT infrastructure serving interactive and
real-time services ubiquitously accessible by heterogeneous network-enabled
devices. In the Internet of Services (IoS) era, monitoring infrastructures must
provide to network operators fine-grained service-specific information which can
be derived by dissecting application level protocols. To accommodate these new
monitoring requirements network probes must be flexible, easy to extend and still
be capable of analyzing high-speed network streams. Despite the increased com-
plexity, software and hardware technologies on top of which network probes are
implemented have been designed when monitoring requirements were substan-
tially different and almost left unchanged. As a result, implementing modern
probes is challenging and time consuming. In this paper we identify desirable
features for reducing the work required to develop complex probes, and we present
a home-grown comprehensive software framework that significantly simplifies the
creation of service-oriented monitoring applications.
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19.1 Introduction

Recent advances in wireless networks and consumer electronics technologies
changed the way we are using the internet. The future internet will become a
global IT infrastructure providing interactive and real-time services, hence the
name internet of Services (IoS), ubiquitously accessible by heterogeneous net-
work-enabled devices.

Understanding service behaviour and measuring the services quality over time
is necessary in order to reduce costs while preserving user satisfaction. The quality
of service is affected by network performance metrics, such as latency and
bandwidth, but also depends on the entire network infrastructure which includes
server machines, software and so on. Therefore, network operators and service
providers are gradually shifting from a network centric monitoring approach to a
service centric monitoring approach that provides a comprehensive and integrated
view of the network and allows them to discover the root causes of service quality
degradation.

The paradigm shift substantially increased the complexity of monitoring
infrastructures. In fact, network probes, which are the key measurement compo-
nents in today’s monitoring architectures, are not only responsible for measuring
basic network-level performance metrics (e.g. number of packets), but also for
providing detailed service-oriented metrics. Some of these metrics, such as
transaction latency, can only be measured by performing flow-level analysis [4] up
to the application layer and not by analyzing single packets out of a flow context.
As services are often composed of several concurrent communication flows, it is
also necessary to correlate them in order to compute service-dependent metrics.
For instance, the overall download time of an HTML page has to include the time
for retrieving all the external objects (e.g. images) referred from the main page.

The introduction of application layer protocols analysis drastically changed
requirements in terms of flexibility, performance, and programmability. Flexibility
is required in order to accommodate new requirements (e.g. new protocols) and
changed monitoring conditions (e.g. an existing location-fixed service is migrated
to a cloud architecture). Performance is necessary for preventing packet drops
while coping with the increased packet processing costs due to service-level
analysis. Programmability is desirable in order to reduce the work required to
extend probes and to adapt them to changing monitoring requirements. As
explained in the next section, the rush for performance might have a negative
impact on programmability as the use of custom or closed hardware architectures
often imposes severe limitations to software applications. As a matter of fact,
hardware devices are driving application design and not the other way round, thus
jeopardizing flexibility and limiting portability of software applications.

The increasing complexity of monitoring tasks imposed by service-oriented
network monitoring did not result in any major evolution of hardware and software
monitoring frameworks on top of which network probes are built. This happened
because both industries and research communities focused on specific tasks
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(e.g. packet capture) rather than on the creation of a comprehensive architecture
allowing pluggable modules to be included or replaced in order to satisfy new
monitoring requirements. This has been the driving force for the definition of a
novel monitoring framework that is modular, programmable by means of software
components running on commodity hardware and still capable of exploiting
modern hardware technologies.

The rest of the paper is structured as follows. Section 19.2 lists the basic
components that monitoring applications require as building blocks, and compares
the state of the art of hardware and software frameworks for network monitoring.
Section 19.3 describes the monitoring framework we have developed and posi-
tions it against similar approaches. Section 19.4 validates the framework against
some general monitoring scenarios. Section 19.5 concludes the paper.

19.2 Towards Service-Oriented Network Monitoring

The simplest traffic monitoring application is responsible for capturing traffic and
computing packet-based metrics such as the total TCP traffic sent by a specific
host. Flow-based monitoring applications, such as NetFlow/IPFIX [5] probes, go
beyond this model by adding per-flow metrics which are derived from packet
header information. Service-oriented network monitoring applications are capable
of providing detailed information about services and not just about network
communications. The following paragraphs describe common tasks that makes
service-oriented monitoring applications substantially different from the ones lis-
ted above.

Payload Inspection. This activity is a prerequisite for properly decoding service
primitives. This includes the inspection of tunnels (e.g. GRE and GTP) and
encapsulations (e.g. PPTP) as well as the reconstruction of the original encapsu-
lated payload. As of today, packet parsing is usually implemented from scratch in
every application, as, beside rare exceptions [11], packet capture libraries such as
libpcap [17] do not feature it, or do not release the source code such as NetBee [2]
hence limiting their use to selected projects. Commercial libraries such as
Hyperscan [14] feature high-speed DPI, whereas QosMOS [20] implements sev-
eral protocol decoders but tight the application to their closed-source development
environments. Wireshark [19] is the richest network protocol analyzer in terms of
protocol supported but unfortunately packet decoding and flow analysis code are
tight to the application and not available as library, making it unsuitable for
integration into applications.

Service-Level Packet Filtering. Most legacy filtering mechanisms such as
Berkley Packet Filter (BPF) [18] do not allow the traffic to be filtered by using
application-specific fields, whereas other frameworks such as FFPF [3] allow users
to define application-specific filters but do not return to applications parsing
information nor handle flows. Another limitation of the above technologies is the
inability of efficiently adding/removing large number of dynamic filters, which is
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necessary for tracking services using dynamic ports such as VoIP and FTP.
Contrary to BPF and FFPF, Swift [22] has been designed for offering low latency
filter updates, but its scalability in terms of number of configurable filtering rules is
limited.

Flow State Persistence. Maintaining protocol state and service-specific per-
formance metrics (e.g. call setup time for VoIP) is necessary for service pro-
cessing. This increases both processing workload and memory footprint. In
addition, service-oriented monitoring applications require scalable, highly efficient
and flexible (in terms of data types) storage architectures [13] capable of storing
the retrieved service oriented metrics.

Flow Reconstruction. Per-flow packet sequence reordering, defragmentation,
and IP datagram reassembly of PDUs spanning across multiple TCP segments
must be performed before inspecting service primitives. Performing these tasks
substantially increases both packet processing cost and memory footprint, and,
therefore it must be enabled only when necessary. In addition, implementing
robust and efficient TCP and IP re-assemblers is not trivial [9, 21]. Another
important task is to partition the flow into sub-flows whenever several service
communications are pipelined over the same connection. For instance in HTTP/1.1
peers can exchange several requests/responses over the same TCP connection.

Packet Capture. Packet loss during capture is not tolerated as it prevents service
primitives from being interpreted. Instead, packet and flow-based applications can
tolerate limited loss as it leads to inaccurate results while not breaking the overall
monitoring system. It is worth noting that in service-oriented monitoring, packet
capture is no longer the most resource consuming task, as this is a minor activity
when compared to the increased packet processing costs.

Per-Flow Traffic Balancing. Balancing the workload among processing units is
necessary in order to leverage modern parallel architectures. When performing
service oriented monitoring, packet processing costs depend on the particular
traffic to be analyzed and, therefore, balancing packets across units may lead to
workload unbalances.

The introduction of service analysis in monitoring infrastructures for high-
speed networks raised the demand for flexible monitoring devices capable of
speeding up traffic analysis applications. During the years monitoring device
vendors focused mostly on performance, neglecting other aspects such as appli-
cation programmability and portability across different devices designed for traffic
analysis acceleration. The lack of common design guidelines across vendors has
prevented the creation of a widely accepted and hardware transparent software
layer beyond libpcap, which offers primitives limited to packet capture and net-
work device management. Hardware vendors attempted to increase the processing
performance in various ways including:

Capture Accelerators. Packet capture accelerators such as DAG cards [10], are
special purpose FPGA-based network interfaces that allow the incoming traffic to
be captured and copied to the address space of the monitoring application without
CPU intervention and without requiring packets to flow through the kernel layers.
Often they also provide mechanisms for balancing the traffic among processor
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cores and filtering packets, although they are usually limited in features and are not
meant to be changed in real-time as they require card reprogramming that may
take seconds if not minutes. The main advantage of these hardware devices is the
ease of programmability as applications can still run on commodity hardware
while significantly improving their packet capture performance. For this reason
capture accelerators have been widely accepted by the industry as they represent a
simple solution for accelerating traffic monitoring applications, but at the same
time they are of limited help in complex monitoring applications. This is because
packet capture is no longer the most resource intensive task, and therefore the
speed-up achievable with packet accelerators is becoming less significant, but still
not marginal.

Strong Multi-Core Systems. Some vendors have embedded strong multi-core
systems on network adapters in order to efficiently process packets as close as
possible to the network link. Massive multi-core architectures, such as Tilera [1]
use a mesh of up to 64 cores embedded directly on the network adapter. The result
is that packet capture is no longer a cost as packets are processed directly on the
network adapter without the need to move them to the main processor. Another
advantage is that the card runs a Linux flavor and that applications can be
implemented in standard C, thus significantly easing the development process.

Network Processors. Network processor boards, such as Intel 80579 [15], are
special purpose monitoring devices that allow monitoring software to be executed
by a processor specifically optimized for packet processing. The emphasis on
speed resulted in unconventional hardware architectures providing coprocessors
and several packet processing units. Developing applications for network pro-
cessors is not trivial and requires a deep understanding of low-level architectural
details which are usually vendor and model specific. Using external libraries for
performing traffic analysis tasks is not always easy either, because applications
must be implemented using languages which are similar to C, but not necessarily
C compliant.

19.3 A Programmable Network Monitoring Framework

For a few years we have been developing an open-source kernel module for Linux
systems named PF_RING [6] that we originally introduced for accelerating packet
capture on commodity hardware. Over the years we have realized that it was
necessary to go beyond the initial goals and to create a comprehensive framework
able to tackle additional issues such as the one listed in the previous section.
PF_RING is now a modular monitoring framework that allows developers to focus
on implementing monitoring applications without having to deal with low-level
details such as packets handling. PF_RING represents an easy to use, yet efficient
monitoring framework for developing component based monitoring application. In
addition, it provides a hardware transparent filtering mechanism that can be
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eventually accelerated by exploiting features available on modern commodity
network adapters.

PF_RING substantially increases packet capture performance. Packets can be
captured using standard Linux NIC drivers, but also using capture optimized
drivers that allow the kernel to be completely bypassed and modern multi-core
processors to be exploited. As of today, we have enhanced 1 and 10 Gbit drivers
for popular network adapters by adding support for PF_RING. When running on
modern servers and commodity network adapters, PF_RING can capture at wire
rate from multiple Gbit links, and over 5 Mpps from 10 Gbit networks [7].

In addition to legacy BPF filters, PF_RING provides more advanced filtering
mechanisms that can be used for filtering out unwanted traffic, but also for dis-
patching packets across analysis components. There are two families of filters:
exact filters (i.e. all filter fields are specified) and wild-carded filters (i.e. at least
one filter element has value ‘any’) where filter fields include MAC address,
VLAN, protocol, IP v4/v6 addresses, and application ports. Exact filters are
evaluated before wild-carded filters. Contrary to BPF, PF_RING parses the packet,
and then checks filtering rules on it. Parsing information is returned as metadata to
applications consuming the received packet. Packets are parsed once regardless of
the number of consumers and filtering rules. Whenever a filter matches, PF_RING
executes the action bound to it. Actions can range from simple packet dropping to
more complex operations such as sending packets matching the filter to a network
adapter for transmission (a.k.a. packet reflection) (Fig. 19.1).

PF_RING analysis components are plugins implemented as dynamically loa-
dable kernel modules, and identified by a unique numeric identifier that can be
associated with one (or more) filtering rule. When a packet matches a rule, the
corresponding plugin callback is executed. Developers can define plugin hooks for
filtering packets up to layer seven, and forwarding parsing information to the user-
space as part of the packet metadata. Therefore, by combining filters and analysis
components users can specify L7 filters such as ‘‘return only HTTP packets with

Fig. 19.1 Packet and flow
management in PF_RING
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method POST’’, which, contrary to what happens for instance in Wireshark, are
executed directly at the kernel layer. Filtering rules can specify a plugin id, thus
packets matching such a rule are then passed to the specified plugin for further
processing. So far, PF_RING plugins include support for VoIP (Voice Over IP)
[12], HTTP, and multimedia streaming.

In PF_RING, flows are used to identify and maintain state for packets matching
an exact filter. They can be created automatically by means of plugin actions that
are executed whenever a received packet matched. For instance a FTP monitoring
application dissecting the control connection by means of a plugin, can add a new
exact filtering rule for the tracking data connection as soon as the FTP client
initiates a file transfer. For each flow, plugins can keep the state and maintain
information about the flow being analyzed. For instance the HTTP plugin main-
tains information about response code and throughput, whereas the RTP plugin
computes jitter and packet loss of voice packets. In a nutshell, the combination of
filtering rules and plugins, enables application developers to create powerful
monitoring applications by means of simple configuration rules.

PF_RING is implemented as a Linux kernel module that can be compiled
without patching the kernel source. A user-space library named libpfring, com-
municates with the kernel module by means of PF_RING socket and allows
applications to transparently interact with the kernel module. Packets are copied by
the kernel module into a circular memory buffer that is memory-mapped to user-
space. This means that user-space applications can read packets from the buffer
without issuing system calls. PF_RING sockets are bound to one physical network
interface on which packets are received. As modern network adapters support NIC
virtualization and MSI-X (message signaled interrupts), on multi-core systems
PF_RING can give applications access to the various virtual RX queues contrary
to vanilla Linux, which merges all queues into one. This means that hardware-
based mechanisms such as RSS (Receive-Side-Scaling) for balancing network
flows among RX queues mapped on processor cores, can be exploited by
PF_RING applications to bound to a virtual RX queue in order to receive a portion
of the traffic. This solution enables scalability as applications can be partitioned
into threads or processes, each bound to a RX queue, that can process a portion of
the traffic as highlighted in Fig. 19.2.

In some cases it might be useful to overcome RSS and assign selected flows to a
specific RX queue in order to create specialized traffic analysis applications each
sitting on a specific queue. In order to achieve this goal, we have recently added
into PF_RING support for the latest generation of network adapters such as Intel
82599 controller that allows the driver to force flow balancing to cores by means
of a mechanism called flow director (FD) [16]. Binding specific network flows to a
non-existing core (e.g. to a core id that is greater than the number of available
processor cores) instructs the adapter to drop such flow, hence implementing a
wire-speed traffic filter and balancer. PF_RING comes with a specialized driver for
this adapter that allows applications to transparently set FD rules [8] whenever a
filtering rule is set. This means that whenever an application adds/removes a
filtering rule, the PF_RING filtering engine attempts to transparently set the filter
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in hardware if the adapter supports it. The result is that unwanted packets are
dropped before they hit the driver, hence reducing the amount of packets that need
to be processed in software. Captured packets are still filtered in software as the
network adapter might not support at all or feature limited hardware filtering
capabilities with respect to the filtering rules supported by PF_RING.

The combination of native multi-core/virtual RX support, support of hardware
flow filtering/balancing, and in-kernel protocol dissection and analysis, makes the
PF_RING framework ideal for the creation of modular and efficient traffic mon-
itoring applications. The following section shows how this technology can be
efficiently used for creating service-oriented monitoring applications.

19.4 Using PF_RING for Network Service Monitoring

Over the years, network applications have been constantly updated to implement
the latest innovations in security. Although firewalls and IPS (Intrusion Prevention
Systems) have been deployed at network borders in order to prevent unwanted
communications, it is still necessary to deploy monitoring applications for dis-
covering traffic that circumvents the security policies. This trend is driven, for
example, by the use of generic protocols such as HTTP for transporting data and
by the spread of technologies for creating network overlays on which freely
exchange data. Security threats are also caused by unauthenticated service
requests, user service abuse, misbehaving clients and permissive access rules.
Web-services technologies and cloud computing are examples of traffic that needs
to be carefully inspected in order to implement what is generally called trust-
worthy Internet. Although most Internet protocols are managed by many security
systems already available on the market, it is often necessary to implement fine-
grained tools for controlling selected protocol requests and also checking those
protocols (e.g. network database communications) that are often not supported
by monitoring appliances. Given this, it is necessary to move from packet to

Fig. 19.2 Flow balancing
and RX queues in PF_RING
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service-oriented monitoring in order to monitor the expected service agreements
and usage policies. This requires:

• Going beyond packet header monitoring and inspecting the packet payload in
order to analyze the service parameters and validate the responses.

• Computing detailed service metrics in addition to generic metrics such as
throughput, latency and used bandwidth.

• Correlating various service requests in order to create a unique service data
record rather than several service access requests all related to the same master
request.

PF_RING simplifies the process of building service-oriented applications as it
provides:

• Filtering, balancing and packet reflection capabilities for implementing simple
packet filtering and balancing devices. This allows network administrators to
balance the monitoring workload across processor cores which is a key
requirement for performing complex resource consuming analysis tasks. To the
best of our knowledge, PF_RING is the only open-source framework that can
successfully exploit native hardware flow prioritization mechanisms imple-
mented by modern network adapters in the context of traffic monitoring.

• An extensible plugin-based architecture that can be used for inspecting various
protocols including Internet (e.g. web and email) and transactional (e.g. data-
base) communications. Developers can focus on dissecting and analyzing
packets while leaving the duty of dividing packets per-flow, reordering and
discarding duplicates to the framework. The framework is responsible for
maintaining per-flow information including protocol metrics and service request
parameters.

• Filtering rules for early discarding packets that are not due to be analyzed, and
for dissecting selected flows using a specific plugin.

• Correlating flows by exploiting the intra-flow framework mechanisms, for
alerting specific plugins whenever a certain flow is created, deleted or updated.

As of today, the PF_RING framework has been successfully used for simpli-
fying the development of complex and yet efficient monitoring software for real-
time services [12] and HTTP-based applications. The performance evaluation of
the filtering infrastructure can be found in [8], whereas [7] reports the packet
capture performance.

19.5 Conclusions

In this paper we showed that network monitoring goals have changed in the past
years and that the focus shifted from packet-level analysis to fine-grained service
monitoring. The shift requires easy to develop and extend monitoring probes
capable for performing complex analysis tasks on modern high-speed networks
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by leveraging the latest innovations in computer hardware. High-performance and
ease of extensibility can be achieved by creating simple building blocks for han-
dling various low-level activities which allows application developers to focus only
on the specific problem they are tackling. From a survey of the various software and
hardware technologies available, we came to the conclusion that even if there are
several solutions available for tackling specific monitoring problems, there is not a
comprehensive framework that can be used as a foundation for developing complex
monitoring applications. This has been the driving force for creating PF_RING, an
open-source flow analysis framework developed by the authors, which has been
successfully used to tackle different service monitoring problems including real-
time analysis of multimedia streams and web communications.
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Chapter 20

Analyzing Telemarketer Behavior
in Massive Telecom Data Records

Nico d’Heureuse, Sandra Tartarelli and Saverio Niccolini

Abstract Regulations for the limitation of telemarketing calls are becoming
increasingly strict for most industrialized countries. Despite this, telemarketing
calls represent a growing trustworthiness issue in today’s telephone networks. This
calls for systems able to efficiently detect telemarketers, so that adequate coun-
termeasures can be taken. In this paper we first present Voice over IP Secure
Application Level firewall (VoIP SEAL), an anomaly detection system with par-
ticular focus on telemarketers. VoIP SEAL algorithms are based on measurements
performed at the application level. The richness of such information is funda-
mental for the user characterization. We then provide an overview of the results
obtained by using VoIP SEAL to analyze massive sets of telephone data obtained
from three European telephone operators. Our results allow quantifying the rele-
vance of telemarketers in today’s networks.

Keywords Voice over IP � Telemarketing � Risk assessment

20.1 Introduction

With the decreasing cost for telephony calls, the problem of telephony spam sent
by telemarketers constantly increases. Although in some countries telemarketing
calls are strongly regulated, they continue to exist nearly everywhere in the world.
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In Germany, for example, telemarketing calls are illegal without explicit consent
of the callee. Nevertheless, the 2009 yearly report of the German Federal Network
Agency (Bundesnetzagentur) states that the agency receives approximately 5000
complaints every month regarding unwanted telemarketing calls [1].

Telemarketers misusing the offered flat-rate models of telephone operators,
make these tariffs unprofitable for the operators. Furthermore, customers are
increasingly annoyed by telemarketers advertising their products or services.
Therefore the detection of telemarketers is important for both, the network oper-
ator and its customers.

In this paper, we first present Voice over IP Secure Application Level firewall
(VoIP SEAL), a system we developed for detecting anomalies and in particular
telemarketers in telephone networks. In the literature, several methods were pro-
posed for detecting or preventing telemarketing calls (see Sect. 20.2). Compared to
other approaches, VoIP SEAL’s basic concept consists of combining several
metrics that can be measured at the application level. Users are then classified
according to the combination of specific metric values. For instance, telemarketers
are expected to be characterized by a large number of outgoing calls, small number
of incoming calls, short average call duration, etc.

In the past two years, we extensively tested VoIP SEAL, by carrying out trials
with different European operators. The target of the trials was twofold. On one
hand we wanted to test VoIP SEAL capabilities of detecting telemarketers. On the
other hand, we were interested in quantifying the telemarketers phenomenon in
today’s telephone networks. Indeed, a major contribution of this paper is that it
provides an overview of the telemarketing behavior based on real-world data and
also details some basic statistics of the telemarketing traffic.

It is sadly known to all researchers how difficult it is to obtain operational data
from operators, thus making the overview provided in this paper especially rele-
vant for the research community.

The remainder of this paper is structured as follows: in Sect. 20.2 we review
some related work in the area of telemarketers detection. We then present VoIP
SEAL in Sect. 20.3, we give an overview of the data used for the analysis in
Sect. 20.4 and we outline the system configuration in Sect. 20.5. Section 20.6
provides an overview of the results we obtained when analyzing massive telephone
datasets. Results are then discussed in Sect. 20.7. Finally, Sect. 20.8 concludes our
work by pointing out the most relevant contributions of the paper.

20.2 Related Work

The detection of spam calls has been analyzed by several researchers. In [2] the
authors propose to combine two different call rates, one considering only a short
time windows and one considering a longer period, in order to detect spammers.
Instead of detecting the spammers directly, the authors of [3] establish trust
relationships between users. The phone calls are used to exchange trust tokens

262 N. d’Heureuse et al.



between users. As an extension, this trust information can be used to form a social
network which allows the derivation of indirect trust relationships. [4] also uses
measures of trust and reputation and combines them with the users’ presence state
to a multi-stage SPAM filtering system. A modified clustering coefficient is pre-
sented in [5] which allows the identification of potential spammers in the intrinsic
social network formed by phone calls. All the works mentioned so far consider
only the call signaling and the information which can be derived from it. In
contrast to this, [6] presents a method for the detection of SPAM calls by analyzing
the media (i.e., audio) streams.

It is worth noting that all above methods were validated only based on artifi-
cially generated calls or on very small sets of real call data.

The general concepts of our framework ‘‘VoIP SEAL’’ have already been
described in [7]. In this paper, however, we describe a specific implementation of
the presented architecture. Furthermore, we apply our method to massive sets of
real-world operational call data and present the results obtained. This is, to the best
of our knowledge, the first work which not only proposes a system for telemarketer
detection, but which also gives results on massive real-world data.

20.3 NEC’s System for Telemarketer and Anomaly Detection

During the last years we developed VoIP SEAL, a flexible system for the detection
of anomalies in telephony networks. VoIP SEAL was originally intended for SIP
[8] based systems. However, due to its modular design, PSTN networks can be
analyzed as well.

The main analysis stage of VoIP SEAL analyzes each call separately, by
considering application level semantics. For each call multiple risk assessment
modules (RAMs) are invoked. Each RAM performs a certain statistical analysis on
the call and returns an anomaly score (s1 to sn), ranging from zero (no anomaly
detected) to one (very anomalous). For the work presented in this paper, only a
subset of the RAMs developed for VoIP SEAL was deployed. For all these RAMs,
the anomaly score is obtained by applying a two-threshold linear function
(cf. Fig. 20.1) to the RAM specific metric.

In the current implementation, the individual scores are combined into an
overall anomaly score for each call, by calculating a weighted sum of the module
scores (cf. Fig. 20.2). According to their score, we categorize the calls into three

Fig. 20.1 VoIP SEAL’s
RAMs currently use linear
scoring system
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groups using two thresholds tL and tH . Calls with a score larger than tH are labeled
‘‘Anomalous’’, calls with a score less than tL as ‘‘Normal’’. All other calls
(with scores between tL and tH) are labeled as ‘‘Suspicious’’.

Similarly, users are categorized as ‘‘Normal’’, ‘‘Suspicious’’ and ‘‘Anomalous’’
depending on the average score of all the calls they initiated. For the user cate-
gorization, the same thresholds tL and tH as for the call classification are used.

Although, depending on the modules deployed, the system can detect various
types of anomalies, our work is currently focused on the detection of telemar-
keters. Therefore, for the scope of this work, ‘‘anomalous’’ means ‘‘very likely to
be a telemarketer’’. The RAMs used for this purpose are listed in Table 20.1
together with a short explanation of the related metric. Note that all RAMs can be
configured to start scoring calls only if a user has started at least a minimum
number of calls in the considered time window.

20.4 Data Description

We used VoIP SEAL to analyze call data of three European telecoms operators.
The calls were provided to us in form of anonymized CDRs (Call Detail Records).
For each call, a CDR contains at least the source and destination phone number,
the time the call was started, the call duration as well as a cause code or response
code.1 The CDRs we analyzed originate from PSTN as well as VoIP networks.
Table 20.2 gives an overview of the four datasets we used for the analysis pre-
sented in this paper. For Operator 2 it shows two different datasets (Op2-1 and
Op2-2) with approximately one month between the end of the first dataset and the
beginning of the second dataset.

Fig. 20.2 VoIP SEAL’s
modular architecture

1 Cause codes or response codes indicate whether a call was established or if an error occurred.
In the error case, the code specifies the type of error. Depending on the network type, different
codes are used. The most common ones are SIP reply codes [8] and ITU Q.850 cause codes [9].
Our system converts all codes into corresponding SIP reply codes.
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20.5 System Configuration

The configuration used in the trials aims at identifying telemarketers. In the longer
term, we plan to implement a self-configuration mechanism that adjusts the con-
figuration parameters depending on external feedback (e.g, false positive and false
negative rates). However, the feedback obtained from the operator so far is still too
limited to rely on it for an automatic configuration mechanism. Therefore, in the
current version, the system only supports a static configuration. Since the VoIP
SEAL RAMs used for telemarketer detection are based on rather ‘‘intuitive’’
metrics, an initial configuration can be worked out based on common sense. We
ran initial tests with this configuration, performed some analysis on the anomalous
users detected and then adjusted the configuration such that most of the users
classified as anomalous by VoIP SEAL show statistics close to what expected for
telemarketers. Finally, the RAMs of Table 20.1 were configured to score only
‘‘heavy hitters’’, i.e. users that have a call volume significantly larger than average
(we configured this value to � 100 calls/day on active days). The same configu-
ration was used for all datasets (cf. Table 20.2) and it is summarized in Table 20.3.
Moreover, we set tL ¼ 3 and tH ¼ 5.

20.6 Detection of Anomalous Behavior

Table 20.4 and Fig. 20.3 compare the results of the VoIP SEAL analysis for the
four sets of CDRs described in Table 20.2. All operators show a certain percentage

Table 20.1 RAMs for telemarketer detection

RAM METRIC

SOC No. of concurrently active outgoing calls
FoFiR Ratio between no. of established outgoing (fanout) and incoming (fanin) calls within a

time window. If fanin = 0 then metric is equal to the fanout of the respective time
window

URL Ratio between number of distinct callees (in a time window) and total number of
established calls started in a time window

ACD Ratio between user’s average call duration (in a time window) and global average call
duration (in a time window)

Table 20.2 Data description

Dataset Op1 Op2-1 Op2-2 Op3

Data collection time 2008 2009 2009 2009
Network type VoIP VoIP VoIP PSTN + VoIP
Period � 2 months � 4 weeks � 5 weeks 1 week
Number of calls [100M [20M [30M [100M
Number of users [15M [3M [4M [15M
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of anomalous calls within their network. This percentage varies from only 0.6% of
all calls for Op1 to the significantely higher percentage of 7.3% for Op3. These
values are especially interesting when compared to the number of anomalous users
and the amount of calls they started. The percentage of users classified as
anomalous is extremely low for Op1 ð� 0:0001%Þ and Op2 ð� 0:001%Þ: For Op3
such percentage amounts instead to (0.02%), which is anyway a relatively low
percentage. The last line in Table 20.4 shows, however, that this small percentage
of users is responsible for most of the anomalous calls in the case of Op2 and Op3.
This means that in these networks only very few users are responsible for a
significant amount of anomalous calls. Thus, the ability of identifying such users is
extremely relevant for increasing the trustworthiness of these networks.

Different is the case of Op1, for which the anomalous users are responsible for
only 11% of the anomalous calls. The remaining anomalous calls are then started
by users that usually behave ‘‘normally’’ and only show some sporadic anomalous
pattern (such users are not classified as anomalous on average). Note that the latter
type of users are probably not telemarketers. Indeed, from the feedback we got
from the operators, Op1 seems to be the one that experiences the least serious
problems with telemarketers (at least by the time the trial was carried out).

Next, we investigated the distribution of the anomalous calls over time.
Fig. 20.4 shows the number of calls per class (normal/suspicious/anomalous) of
the Op2�2 dataset for each day. One can clearly observe that the overall call
volume follows the typical weekly behavior, with more calls being initiated on
weekdays than on weekends. However, a non-negligible amount of anomalous
calls is hidden within this, at first glance, normal behavior. Furthermore, in this
trace—and in all other traces we analyzed—the relative percentage of anomalous
and suspicious calls is higher on weekdays than on weekends.

To summarize, this section shows that, in all networks analyzed, the percentage
of anomalous calls is significantly high, especially during weekdays. Moreover, for

Table 20.4 Data analysis summary

Op1 (%) Op2-1 (%) Op2-2 (%) Op3 (%)

Anomalous Calls 0.6 6.4 5.3 7.3
Suspicious Calls 0.6 2.0 1.6 11.7
Anomalous users � 0:0001% � 0:001% � 0:001% 0.02
Suspicious users 0.01 0.01 0.01 0.23
Users with at least one anomalous call 0.05 0.03 0.03 0.5
% of anomal. calls started by anomal. users 11 80 78 67

Table 20.3 VoIP SEAL basic configuration for telemarketer detection

RAM Basic configuration Weight ðwiÞ Time window (h)

SOC th1 ¼ 3, th2 ¼ 5 2 –
FoFiR th1 ¼ 2, th2 ¼ 10 2 6
URL th1 ¼ 0:5, th2 ¼ 1 3 6
ACD th1 ¼ 0:1, th2 ¼ 0:2 3 24
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two of the operators, few users are responsible for most of the anomalous calls.
Therefore, identifying such limited set of anomalous users allows managing a high
portion of the anomalous traffic.

20.7 Analysis of Anomalous Traffic

The target of this section is twofold. First, it aims at providing some validation for
the reliability of the results presented in the previous ion. Second, it gives a
quantitative analysis of several traffic statistics for different operator networks.
Given the common operators’ reluctance to disclose their operational data, despite
being it anonymized, this is in itself a considerable contribution.

A rigorous validation of the results in the previous section would require the
availability of a ‘‘ground truth’’. This means that operators should de-anonymize
and trace back all users in order to point out false positives (i.e., normal users
wrongly classified as anomalous) or false negatives (i.e., anomalous users not
detected by VoIP SEAL). This approach is clearly not feasible for the operators.
Nevertheless, we tried to validate our results using a combination of traffic analysis
and a very limited ‘‘groundtruth’’ we obtained from one of the operators.

Fig. 20.3 Call classification

Fig. 20.4 OP2-2: Call classification per day (normalized) over five weeks
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This section presents some results obtained during the validation process. The
first analysis we performed was to compare some basic metrics of anomalous users
against average values measured on the entire traffic (see Table 20.5). We selected
those metrics that we expected to be significantly different between telemarketers
and normal users. We arbitrarily decided to evaluate statistics for the top 50
anomalous users (i.e., the 50 users with the highest average anomaly score). The
reason was mainly to concentrate on a subset of users that have relatively similar
anomaly score values. Table 20.5 shows different averaged metrics for the top 50
as well as for all users of each dataset. Note that the average call duration is used
directly by a RAM for scoring calls. Also, all RAMs give a positive score only if a
configurable minimum number of calls per time window is reached (see Sect. 20.6)
Therefore it is natural to observe a large difference between average values for all
users and for the top 50 users with respect to the average call duration and the
number of calls initiated on average each day.

More insightful is instead the information we can derive from the remaining
two metrics, i.e., establishment rate and the number of calls a user places per

callee over the entire observation period, which are not directly used for scoring
calls. One would expect these metrics to differ for telemarketers and regular users,
i.e., home users or companies. Indeed, there are several factors that may contribute
to reduce the establishment rate of telemarketers. First, telemarketers do not know
the habits of the callee, so they have a smaller probability of reaching the callee at
a time when he/she is available. A second factor contributing to a smaller estab-
lishment rate, may be due to the use of predictive dialers [10]. Telemarketers
typically use this software to avoid agents being idle for too long. Predictive
dialers usually start many more calls than those that can be handled by the agents.
If at a certain point all agents are busy, calls are simply dropped by the automatic
dialer. A third factor may be related to the use of number scanning, resulting in a
relatively high percentage of calls being directed towards not existent numbers.
Indeed, Table 20.5 shows a much lower establishment rate for the top 50 users
compared to the overall average.

Also for the number of calls started by one user and directed to the same
recipient, one would expect a telemarketer typically not to call again the same

Table 20.5 Data analysis summary

Op1 Op2-1 Op2-2 Op3

Average calls per day per user (all) 0.49 0.42 0.32 5.55
Average calls per day per user (top50) 336.27 1027.25 662.58 4308.31
Average call duration (all) (s) 269 332 345 420
Average call duration (top50) (s) 68 53 53 60
Avg. establishment Rate (all) (%) 57 65 70 73
Avg. establishment Rate (top50) (%) 59 32 38 55
Avg. No. of calls per callee, established calls (all) 3.40 2.70 3.08 2.32
Avg. No. of calls per callee, established calls (top50) 359.45 1.66 1.77 1.82
Avg. No. of calls per callee, all calls (all) 4.18 3.28 3.57 3.36
Avg. No. of calls per callee, all calls (top50) 372.58 3.00 2.90 2.09
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user, if that user has already been contacted. This is different for normal users, who
instead tend to call the same set of users. Indeed, also in this case, the values
obtained for the top 50 users are significantly different from those of all users. This
analysis represents itself a first validation of the reliability of VoIP SEAL for the
identification of telemarketers.

It is worth noting that values in Table 20.5 are significantly different for Op1
with respect to the other CDR sets. The explanation is manyfold. First, the VoIP
network of Op1 is still in an initial phase compared to the other operators. As
already mentioned, we know also from the operator that they have significantly
less problems with telemarketers compared to Op2 and Op3. Besides, the number
of anomalous users in Op1 is so small that the top 50 users by anomalous score
that contributed to the values in Table 20.5 actually included several ‘‘suspicious’’
users. Among these suspicious users, we observed for instance some who started
many calls, always directed to the same callee or to a small number of callees.
These users are clearly also ‘‘anomalous’’ in the general sense (they may be either
test numbers or even denial of service attacks), but they are not telemarketers.

As mentioned previously, one of the operators gave us feedback about a small
set of telemarketers (seven in total) identified by VoIP SEAL for the Op2�1 trace.
So we were able to build at least a limited ‘‘ground truth’’ on a set of users that we
knew were telemarketers. Table 20.6 reports the related measures.

By comparing results in Table 20.5 and those of the ‘‘confirmed’’ telemarketers
in Table 20.6, we can see that values for the top 50 anomalous users of Op2�1
identified by VoIP SEAL fall within the minimum and maximum values of the
‘‘confirmed’’ telemarketers for the same dataset. This is an additional indication of
the reliability of VoIP SEAL classification for telemarketers.

Given the metrics used by VoIP SEAL to detect telemarketers, we wanted to
check whether also medium or large companies that only have one identifier for
outgoing calls may show a behavior similar to that of telemarketers. Unfortunately,
we did not have any indication from the operators about which identities were
associated to companies. We therefore decided to take statistics of the telephony
logs of our company’s network, as an example of SME with approximately 100
employees. Clearly, results cannot be generalized; nevertheless they provide at
least one example of a user being very active without being malicious. In our
network, we measured for outgoing calls around 150 calls/day (only weekdays),
establishment rate of about 69%, and an average call duration amounted to about
400 s. The latter two values are very close the overall averages of at least Op2 and

Table 20.6 Reference values for telemarketers’ behavior in Op2-1 trace

Avg Stdev Min Max

Average calls per day per user 1104 744 115 4198
Average call duration (s) 41 14 27 67
Establishment Rate (%) 21 10 8 39
Calls per callee, established calls 1.6 0.3 1.2 2.1
Calls per callee, all calls 4.1 1.9 1.8 7.9
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Op3 traffic, confirming the fact that not malicious users should have a different
behavior compared to telemarketers.

20.8 Conclusions

This paper first presents VoIP SEAL, our system for telemarketers detection in
telephone networks. Afterwards, it provides a summary of the results obtained
during trials we carried out with three European operators. The aim of the trials
was twofold. First, we wanted to test VoIP SEAL’s capabilities of detecting
telemarketers. The comparison of VoIP SEAL performance against selected
techniques presented in the literature is work in progress and was not included in
the paper. Second, we intended to quantify the trustworthiness issue raised by
telemarketers in today’s networks. Results showed that telemarketers are definitely
a not negligible phenomenon. Besides, for two of the three operators considered,
users classified by VoIP SEAL as telemarketers were responsible for a large
percentage of all observed anomalous calls. In these cases, the detection of such
users is especially relevant for the operator and its customers. Additionally, the
paper provides useful information about several statistics taken on real telephone
traffic. For researchers it is always very difficult to have access to real-world data;
therefore some of the statistics reported in this paper represent a useful reference
also for related research activities. We are indeed not aware of any other work
analyzing and comparing statistics of massive amounts of real telephony traffic of
different operators’ networks.
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Chapter 21

SIP Overload Control: Where are We
Today?

Dorgham Sisalem

Abstract Like any other Internet-based service VoIP servers can get overloaded.
This overload can result from a denial of service attack, flash crowd scenario or
hardware and software problems on the VoIP server itself. To be able to properly
react to the overload the VoIP servers will have to monitor the incoming traffic and
identify the causes of the overload. Depending on the cause of the overload and
the overloaded resource different overload control mechanisms will have to be
deployed. Without such mechanisms, VoIP services can fail and can hence not be
trusted as replacement to PSTN services. This paper looks into the issues that need
to be solved with regard to controlling the load at SIP servers, the different
possibilities for controlling the load and some of the still open issues.

Keywords Overload control � SIP � Voice over IP � Monitoring

21.1 Introduction and Motivation

VoIP servers whether proxies, application servers or session border controllers
constitute the core components of any VoIP infrastructure. These servers are
responsible for processing and routing VoIP signaling traffic and supporting var-
ious advanced services such as call forwarding or voicemail. In order to ensure a
highly available VoIP service, these servers will have to continue performing their
tasks even under high load situations.
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Overload can occur as the result of a denial of service attack or from software or
hardware problems on the VoIP server itself. Like any other Internet-based service
VoIP servers can be the target of denial of service attacks. While operators will
certainly deploy various mechanisms to prevent such attacks, detecting and pre-
venting DoS attacks is not a trivial task. Attacks can be disguised as legitimate
VoIP traffic so distinguishing between a denial of service attack or a sudden surge
in traffic due to some event is not always possible. Hence, VoIP servers need to
incorporate mechanisms that monitor the load and the incoming traffic, identify the
overloaded resources and cause of the overload and react in a manner that will
prevent a complete service interruption. Without such mechanisms, VoIP systems
will fail under overload situations. Work done in [1] suggests that overload situ-
ations not only reduce the performance of a SIP server but can finally lead to a
complete standstill of the entire VoIP service. The unavailability of the VoIP
service due to overload would not only be inconvenient to the subscribers but
would also tarnish the reputation and the trustworthiness of the provider. Actually
with a reputation of being insecure and unreliable, the VoIP technology would
suffer as a whole with dramatic economic consequences and will reduce the
trustworthiness of VoIP as a replacement of PSTN.

In designing overload control mechanisms for VoIP servers, monitoring and
identifying the cause of the overload plays a major role in deciding the system’s
reaction to the overload situation. On the one hand, when overload is caused for
example by a denial of service attack, it would be useless to redirect the incoming
traffic to another server, as this would only result in overloading that server as well.
On the other hand, redirection would be an appropriate option when the overload
situation is caused by software, hardware failures or unbalanced traffic load.

Currently, a lot of the offered VoIP services are based on the session initiation
protocol (SIP), [2]. SIP, however, does not offer sufficient mechanisms for han-
dling overload situations. Hence, in this paper, we look at the available solutions,
categorize the different approaches and list some of the open issues.

In Sect. 21.2 we take a brief look at possible causes of overload and the current
status of congestion control for SIP. In Sect. 21.3 the different design aspects of a
SIP overload control scheme are discussed. For each point the different alterna-
tives are presented and the pros and cons of each alternative are highlighted.

21.2 Overload Control in the SIP Specifications

In its simplest form a SIP-based VoIP service consists of user agents (UA), proxies
and registrar servers. The UA can be the VoIP application used by the user, e.g.,
the VoIP phone or software application, a VoIP gateway which enables VoIP users
to communicate with users in the public switched network (PSTN) or an appli-
cation server, e.g., multi-party conferencing server or a voicemail server. User
agents keep state information about each active call that they are processing for the
entire duration of the call.
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The registrar server maintains a location database that binds the users’ VoIP
addresses to their current IP addresses.

The proxy provides the routing logic of the VoIP service. When a proxy receives
SIP requests from user agents or other proxies it also conducts service specific
logic, such as checking the user’s profile and whether the user is allowed to use the
requested services. The proxy then either forwards the request to another proxy or
to another user agent or rejects the request by sending a negative response.

A SIP proxy acts in either statefull or stateless mode. In the statefull mode, the
proxy forwards incoming requests to their destination and keeps state information
about each forwarded request until either a response is received for this request or
a timer expires. If the proxy did not receive a response after some time, it will
resend the request. In the stateless mode, the proxy would forward the request
without maintaining any state information. In this case the user agents would be
responsible for retransmitting the request if no responses were received. As the
statefull behavior reduces the load on the user agents and provides the service
provider with greater session control possibilities, e.g., forwarding the request to
another destination if the first one did not reply, statefull SIP proxies are usually
used by VoIP providers.

With regard to the SIP messages we distinguish between requests and
responses. A request indicate the user’s wish to start a session (INVITE request) or
terminate a session (BYE request). We further distinguish between session initi-
ating requests and in-dialog requests. The INVITE request used to establish a
session between two users is a session initiating request. The BYE sent for ter-
minating this session would be an in-dialog request. Responses can either be final
or provisional. Final responses can indicate that a request was successfully
received and processed by the destination. Alternatively, a final response can
indicate that the request could not be processed by the destination or by some
proxy in between or that the session could not be established for some reason.
Provisional responses indicate that the session establishment is in progress, e.g, the
destination phone is ringing but the user did not pickup the phone yet.

In the context of this paper we will use the term SIP server to indicate any
SIP component that is expected to handle many calls in parallel. This includes
SIP proxies, application servers, conferencing servers or PSTN gateways. As SIP
proxies constitute the core components of a VoIP service and will have to handle
signaling traffic arriving from thousands if not millions of user agents more
attention and details will however be given to proxies.

A SIP server can become overloaded due to various reasons such as:

• Denial of service (DoS) attack. DoS attacks on a SIP server can take different
forms and target either the memory consumption of the server or the CPU or
both [3].

– Flooding attacks. With these kinds of attacks, an attacker generates a large
number of SIP requests. Even if these requests end up being dropped by the
server, the server will first have to parse and process them before deciding to
either forward, reject or drop them. Depending on the number of generated
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requests, such attacks can misuse a large portion of the CPU available to the
server and reduce the amount of CPU available for processing valid requests.

– Memory attacks. This is a more intelligent kind of attack in which the attacker
sends valid SIP requests that are forwarded by the server to destinations that
do not answer properly. With each forwarded request the server will maintain
some transaction state. If the destination of these requests does not answer at
all, then the server will keep on trying for some time, usually 32 seconds, the
so called Timer B in [2], before it can delete the state information. If the
destination answers with a provisional response but not with a final one, then
the server will have to keep the transaction state for at least 3 minutes, the so
called Timer C in [2].

• Flash crowds. Flash crowd scenarios describe a sudden increase in the number
of phone calls in the network. An example for this is when thousands of users
want to vote on a TV show. This sudden increase in the number of calls will
result in an increase in the required CPU and memory at the server.

• Unintended traffic. Software errors or configuration mistakes can cause one or
more user agents or SIP proxies to send unintentionally multiples of the amount
of the traffic they usually generate. Even though the excess traffic is not
generated with malicious intent it is just as useless as DoS traffic and can just as
well cause an overload situation.

• Software errors. Software errors include memory leak problems or infinite loops.
Memory leakwould deplete the availablememory in a similar manner as amemory
DoS attack. An infinite loop could block the server from serving SIP requests.

The most straightforward approach for avoiding overload is to ensure that the
available processing resources of a SIP component are sufficient for handling SIP
traffic arriving at the speed of the link connecting this component to the Internet.
With modern access lines reaching gigabit speeds, provisioning the VoIP infra-
structure of a provider to support such an amount of traffic, which is most likely
several times the normal traffic can easily become rather expensive.

The SIP specifications do not provide much guidance on how to react to
overload conditions. [2] indicates that a server that is not capable of serving new
requests, e.g., because it is overloaded, could reject incoming messages by sending
a 503 Service unavailable response back to the sender of the request. This signals
to the sender that it should try forwarding the rejected request to another proxy and
not to use the overloaded proxy for some time. Further, the 503 response includes a
Retry-After header indicating the period of time, during which the overloaded
server should not be contacted. While this reduces the load on the overloaded
proxy, it results in directing the traffic, which has caused the overload to another
proxy, which might then get overloaded itself. Figure 21.1 depicts a scenario in
which a load balancer distributes the traffic to two different proxies. In the case of a
DoS attack it is most likely that all the SIP servers in a SIP cluster will be affected
and will be overloaded at the same time. When the first server replies with a 503,
the load balancer will forward the traffic destined to that server to the other server.
With the additional traffic this server will become overloaded as well and will
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issue 503 replies. Shifting the traffic from one server to another has only made the
situation worse for this server. This shifting of traffic can also lead to an on-off
behavior. That is, consider the case when an attacker is generating traffic that is
causing both servers to run at 100% of their capacity. When one of them issues a
503 response, the traffic destined to it will be forwarded to the other, which will
now receive traffic at 200% of its capacity. This server will, hence, issue a 503
response. In case the Retry-After value of the first server expires before that of the
second server, then that server will suddenly receive traffic at 200% of its capacity
and will reject the traffic with another 503. This on-off behavior can actually even
lead to a lower average throughput making the 503 approach not optimal for the
cases in which a SIP component receives SIP messages from only a small number
of other SIP instances. In case a SIP server receives requests from a large number
of user agents, then the 503 approach can work much more efficiently as only the
user agents that receive the 503 response will try another destination. Further, the
on-off behavior would not be observed in this case as spreading out the 503 among
the clients has the effect of providing the overloaded SIP instance with more fine-
grained controls on the amount of work it receives. Naturally, if the senders are

SI P

SI P
SI P

Fig. 21.1 Load distribution and usage of 503 replies

21 SIP Overload Control: Where are We Today? 277



malicious and do not respect the Retry-After header using 503 will not be sufficient
for protecting the server from getting overloaded.

As guidelines for providing mechanisms for solving the overload control
issue, in [4] the authors discuss the requirements an overload control scheme
should fulfill. Among these requirements, is that an overload control scheme
should enable a server to support a meaningful throughput under all circumstances,
should prevent forwarding traffic to other servers that might be overloaded
themselves and should work even if not all servers in the network support it.

Hilt describes in [5] the needed extensions for SIP in order to exchange
overload related information between neighboring servers. [6] provides a general
overview of the design considerations for overload control schemes and their
advantages and some of the issues that need to be considered when designing a
new overload control algorithm such as which network topologies to consider and
fairness.

21.3 Design Considerations for SIP Overload Mechanisms

When designing a mechanism for protecting a SIP server from overload, the
designer needs to answer the following questions:

• Monitoring of overload indicators. What information should be monitored and
used as the indication of the load status of the server?

• Algorithm. Once overload was observed what is the best approach for reducing
the overload and what issues should be considered in this context?

• Reaction. How should a server reduce the amount of traffic once the overload
control algorithm decides that the load must be reduced?

• Model. Should the mechanism work in isolation on the server or can some form
of cooperation between the SIP servers in the network be assumed? In the
standalone model, the SIP server monitors its own overload status and once
overload is identified, an overload control algorithm is executed and the server
reacts to the excess traffic. In the cooperative model, once overload is identified,
the SIP server informs its neighbors about the overload status and requests them
to reduce the amount of traffic they are sending to it.

21.3.1 Overload Monitoring

A system is considered to be overloaded if some pre-defined thresholds are
exceeded. These thresholds might relate to either the resources used by the system
for conducting its task or some values that define the capabilities of the system.
By monitoring these resources a system can decide whether some reaction is
needed or not. The reaction to the overload will depend on the cause of the
overload. The reasons for overload can be either natural such as flash crowds or
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due to the failures of some servers in a cluster, accidental as is the case with
software or configuration errors or malicious as is the case with DoS attacks.
Hence, as part of the monitoring process, the servers will also need to determine
the type and nature of the incoming traffic.

A simple value that defines the capability of a system is the number of
supported active calls. As each SIP system can maximally support a predefined
number of active calls, by monitoring the number of parallel calls a server can
easily assess its status.

The authors in [7] present a number of overload control mechanisms that use
the number of active calls in the system as the overload indication. The number of
active calls is determined as the difference between counted INVITE and BYE
requests over a measurement interval. The results shown in [7] suggest that the
discussed control mechanisms can keep the SIP systems running at their maximum
capacity. However, the general applicability of the presented mechanisms requires
more investigation. Determining the maximum number of supported calls at a SIP
system is not a trivial task as this will depend on the call model—calls conducted
according to the IMS SIP model [8] use more messages than plain SIP as defined
in [2],—the call scenario and sizes of the SIP messages and so on. Besides the
difficulty in estimating the maximum capacity of a system, it is unclear how the
system will react when it is attacked. A DoS attack with a high number of INVITE
requests that are never terminated will mean that the number of active calls in the
system will be rather high but the system will not be really overloaded as it does
not have to serve these calls after processing the initial INVITE. Further, a DoS
attack consisting of a flood of in-dialog requests will consume resources but will
not be counted for as part of the active dialogs. Hence, when monitoring the
number of active calls, the server will need to distinguish between successful and
failed calls, calls that were actually completed and ones that just consume
resources and are never completed and messages that are not part of a running call
or do not belong to any active call.

In order to be able to receive and process a SIP request, a SIP server requires
three types of resources:

• Network buffer. Before handing a request to the process that is running the SIP
logic at the server messages are queued in the UDP/TCP receive buffers. When a
system is overloaded, i.e., the rate at which SIP messages arrive is higher than
the rate at which the SIP process reads out messages from the buffer, the buffer
will fill up and the incoming messages will be dropped. Setting the buffer size to
a too small value could lead to the loss of messages during bursts of traffic.
Setting the buffer to a too large value, in order to compensate for the effects of
bursts for example, could, however, mean that some messages will not be
processed in time and the sender will retransmit the request.

• Memory. A SIP server needs to copy each incoming request in its internal
buffers to be able to process the message. The amount of buffered data and the
time period the server is supposed to keep the buffered data varies depending on
whether the server is working in a stateful or stateless mode. In any case, the
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server will at least need to maintain the buffered data while contacting another
entity such as a DNS server or a database for example. Depending on the
message type, the number of headers and the body of the message, the size of a
SIP message might range from a few hundreds of bytes up to a few thousands.
The buffering duration will also depend on the message type and might range
from a few seconds to a few minutes.

• CPU. After receiving a SIP message, the SIP server needs to parse the message,
do some processing and forward the message. Depending on the content and
type of the message and server policies the actual amount of CPU resources
might vary.

Monitoring the buffer size as an indication of the overload is problematic. This
will require frequent reading of the buffer size. This is acceptable when UDP is
used as the transport protocol as there would be only one receive buffer. When
TCP is used, the SIP system might need to query the receive buffer of thousands of
TCP connection which will consume a considerable amount of the CPU resources
of the SIP system. Hence, schemes designed for overload control for SIP over TCP
that use the buffer occupancy as an indication of overload already note that such
schemes are only applicable for scenarios in which the number of communicating
components is limited to a few, see [9]. Further, the socket receive buffers tend to
be either full or empty. That is, while the system can serve the incoming requests
the receive buffer will be empty. Once the SIP system reaches its capacity it will
no longer be able to serve all the incoming requests and the receive buffer will be
filled up more or less instantly. Therefore, the SIP system should react to overload
before the receive buffer becomes full as by then it would be already too late.
Finally, the SIP system has no knowledge of content of the buffer. Hence, it does
not know whether the queued messages are responses, INVITE requests or other
requests and cannot decide on the appropriate reaction.

The authors in [10] monitor the memory usage of the SIP process and use the
the memory occupation level as the indication of overload. The memory used by
the SIP process itself can be seen as an extension of the receiver buffer memory
except that there is more of it and the SIP process knows the content of saved
information. This knowledge can enable the SIP system to identify what kind of
calls and transactions are active and whether the maximum limit will be reached
soon. However, setting an appropriate value for the maximum memory to support
is just as problematic as determining the number of maximum active calls as
different types of requests require different amounts of memory.

The authors in [10] also discuss the possibility of using an averaged value of the
CPU usage as an indication of overload. That is, reaction to overload is triggered
once the CPU usage value reaches a certain threshold. This approach has the
advantage that it does not really need to know the maximum call processing capacity
of the SIP system as is the case when using memory or number of active calls.
However, CPU usage values can be rather oscillatory in behavior. Most used
SIP systems use multi tasking operating systems in which the CPU is used by
multiple processes. Hence, a sudden increase in the CPU usage value could imply an
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increase in the SIP processing but could also stem from a background process doing
some maintenance tasks. This can lead to an oscillatory overload control behavior.

21.3.2 Overload Control Algorithms

Designing congestion control algorithms was and still is one of the major Ph.D.
topics in the area of networking and communication. Over the past 40 years or so
hundreds if not thousands of papers were published describing all kinds of over-
load control schemes. While these algorithms differ in their details, they all share
the same concept: identify some value as the overload indication and react to the
congestion in some manner.

In theory, most of the overload control schemes published for all kinds of
IP-based service could be used for SIP servers as well. This is actually the
approach taken by a lot of the papers discussed here. However, congestion control
schemes usually assume that all incoming events require the same processing
resources. Thereby, reducing the number of processed events by a certain value
will release occupied system resources by a predictable value. This is, however,
not so straightforward with SIP as different SIP messages and events can require
different resources. For example:

• Requests versus responses. Successfully processing a response means that the
resources that were occupied by a transaction can be freed. On the other hand
accepting a new request will occupy some new resources. Hence, processing of
responses should have a higher priority than the processing of requests.

• Call initiation versus in-dialog requests. Accepting a new call means that the
server will have to also be ready for all other in-dialog requests that will come as
part of this new call, e.g., BYE or updates of the session. On the other hand,
accepting a BYE would mean that a call can be successfully terminated and the
resources blocked by the call can be freed. From a user perspective, a successful
session termination is also more important than a successful session initiation.
As a BYE request usually indicates to the billing system that is should stop
accounting a certain call, loosing a BYE could lead to open-ended call records
and angry customers.

• IMS versus IETF call models. The call models defined for IETF based SIP are
simpler than those defined for IMS calls and require fewer messages. If a server
is handling both types of calls then accepting a call that is generated by an IMS
subscriber will result in overall higher load than if a SIP call was accepted.

• Call priority. Similar to the PSTN, a call by some governmental agencies or an
emergency call must have higher priority than normal calls. There can also be a
distinction between business subscribers and others.

• User profile. The amount of resources that will be consumed by an incoming
call might differ depending on the complexity of the user’s profile, e.g., whether
call forwarding or call forking for example is set-up.
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Thereby, when designing a congestion control scheme for SIP there are various
levels of priorities that should be taken into account. The type and importance of
these priorities will depend very much on the server type and deployment scenario.
An optimal overload control scheme would enable a server to achieve a maximal
throughput by first rejecting or dropping the events with the lowest priority and
highest resource consumption. However, this can only be achieved by first parsing
the incoming messages which already consumes some resources. Hence, some
balance must be found between spending resources for parsing incoming messages
and risking the loss of high priority events, which in the worst case can lead to the
loss of further resources. For example, blindly rejecting a BYE for a certain call
would mean that the server would have to maintain all resources that were blocked
by the call.

21.3.3 Reaction to Overload

As discussed in Sect. 21.3.1, a SIP server is said to be overloaded if one or more of
its resources is having a value above some maximal limits. Going above these
limits can destabilize the system and even lead to complete failure, see [11].
Hence, the goal of any overload control scheme is to reduce the usage of these
resources. Reducing the load on the SIP server can be realized in one of the
following ways:

• Drop excess traffic. In this case all the available resources are used for processing
incoming traffic and requests that can not be processed are dropped. As SIP user
agents retransmit requests for which they did not receive a response, dropping
requests will actually even lead to more traffic in the network. That is, when a SIP
client using UDP does not receive a reply after a period of time (T1) it retransmits
the request. If no answer was received after 2T1 s then the request is retransmitted
again and so on. Thereby a dropped request can cause the retransmission of up to
10 requests. To demonstrate the effects of dropping requests, we conducted a test
in which a SIP proxy was overloaded by sending more traffic than it can process.
The proxy had a processing rate of 1 request per second and we generated a
continuous stream of requests at rates of 1500, 2000 and 2500 requests. All
requests arriving on top of the proxy’s processing rate were dropped. The results
presented in Fig. 21.2 show that even though the requests are generated at a rate of
only 1,500 requests per second, due to the retransmissions the proxy will end up
having to deal with 10,000 requests per second.

• Reject excess traffic with 503. When a server is overloaded it can reject
incoming requests with 503 to indicate when the sender can retry using this
server. The overloaded server would then not be used by the sender for the retry
period indicated in the 503 message. As this can lead to an oscillatory behavior
as described in Sect. 21.2 this should only be used for rejecting traffic from end
systems and not from other SIP servers.
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• Reject excess traffic with 5xx. Instead of dropping excess traffic or requesting not
to receive any traffic for some period of time, an overloaded server can reject
incoming requests by sending a 500 response for example. This is based on the
assumption that rejecting a request is less costly in terms of processing resources
than accepting and forwarding it. To test this assumption we ran a number of
measurements in which INVITE requests were sent to a SIP server. The SIP
server was configured to either forward, reject or drop all incoming requests.
Fig. 21.3 depicts the CPU resources used in each case. From Fig. 21.3 we can
observe that the amount of resources used for forwarding requests is much
higher than that for rejecting them. INVITE messages that are successfully
forwarded will be followed by another two requests at least, namely ACK and
BYE. Thereby, rejecting an INVITE message will not only save the resources
needed for processing the INVITE message itself but would also save the
resources that would have been needed for processing other in-dialog requests as
well. Rejecting a request is also more resource intensive than just dropping it as
it requires processing of the request first. However, when considering that the
amount of traffic generated through the retransmissions it would still be
preferable.

• Explicit congestion information. In this case the overloaded server would
actually indicate in its replies its overload status and indicate either the explicit
transmission rate the sender should be using or by which percentage the sender
should reduce its transmission rate. The authors in [5] describe different
possibilities for exchanging information between neighboring SIP systems.
These include adding the information in a SIP header or using the SUBSCRIBE/
NOTIFY mechanism of SIP [12].

Sending explicit congestion information does not reduce the load at the SIP
system by itself. Hence, this approach assumes a cooperative model in which the
receivers of the congestion information use this information to actively reduce the
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amount of traffic they send to the overloaded system. Rejecting or dropping traffic
reduces the load at the SIP system as it decreases the number of active calls the
system has to deal with. By monitoring the number of failed or rejected calls a SIP
server can also have some indication of the load status of its neighbors, see. While
not as accurate a the explicit congestion information it can be helpful in reducing
the overload in the network and does not require the sending and receiving SIP
systems to agree on the format used for exchanging congestion information [13].

21.3.4 Standalone or Cooperative Control Model

In general one can distinguish between standalone and cooperative overload
mechanisms. In the standalone approach, an overload control mechanism is
implemented at the SIP server to be protected. This server monitors its own
resources, e.g., memory, CPU, buffer and capacity. Based on the monitored
resources the server will recognize when it starts to become overloaded and will
have to deal with the incoming traffic by either rejecting new calls or dropping them.

The other approach for overload control is more of a cooperative process. In this
scenario the overloaded server would regulate the amount of traffic it is receiving
from its neighbors by informing them about its current load. The neighboring servers
will then adapt the amount of traffic that they are sending to the overloaded server.
In case they have to reduce the amount of traffic they want to send to the overloaded
server then they could also inform their neighbors to send less traffic to them.

Both approaches have their pros and cons. The standalone approach can be
deployed without having to rely on other SIP components in the network to also
support overload handling. It also does not require the standardization of how to
exchange status information. This makes this approach the ideal one to start with.
However, such a mechanism does not cause the overall load of the SIP network to go
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down and could lead to situations in which the overloaded SIP system will use all of
its resources to just reject or drop incoming requests and will stop serving any calls.

The cooperative approach can adapt the number of calls in the network to
the actually available resources and could push the overload to the borders of the
network. In this way, excess calls will be prevented from even reaching the
overloaded servers and access points can consider using non-overloaded paths for
establishing the calls. On the negative side, a server that would ignore the feedback
information would still cause overload and packet drops. Actually not deploying
the overload control mechanism would give the non-conforming system an unfair
advantage.

Another issue with the cooperative approach, is that the neighbors will to need
to have the means to reduce the amount of traffic they are sending to the over-
loaded servers. To achieve this they will either have to drop or reject the traffic
themselves by using some standalone overload control scheme or by informing
their neighbors to reduce the traffic that is destined to the overloaded server.
Informing the neighbors to reduce the amount of sent traffic is theoretically more
favorable as it would push the excess traffic even further from the overloaded
server. However, SIP servers do not usually keep track of how much of their traffic
is traversing some server. Assume server C in Fig. 21.4 is overloaded and that it
informs server B to reduce the amount of traffic it is sending. Server B can reduce
the amount of traffic sent to server C by either using a standalone overload control
scheme or informing server A to reduce the traffic sent from A to C. However, this
would mean that server B needs to keep track of which upstream neighbor is
sending how much traffic to each downstream neighbor. While this already makes
the logic of a SIP proxy more complex it is still not sufficient. Consider the
scenario in Fig. 21.4. Server A is sending traffic to servers C and D through server
B. When Server C gets overloaded it asks server B to reduce its transmission rate
by X. Assume X was an absolute number, i.e., say 10 calls. Server B will in its turn
ask server A to also reduce its transmission rate by X, i.e., 10 calls/s. Now, server
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A was sending 20 calls/s to server B with half of the calls going to server C and the
other half going to server D. If A reduced its transmission rate by 10 calls/s then
the actual load reduction on server C will only be 5 calls/s. Now consider X was a
percentage value, i.e., server C asks server B to reduce its transmission rate by
10%. When server B asks server A to reduce its transmission rate by 10%, the rate
of calls arriving at server C will be reduced by the needed amount. However,
server A will also reduce the amount of calls arriving at server D by 10%. Hence to
actually achieve the needed reduction at server C, server A will need to keep track
of which calls actually traverse server C. This is only readily available if servers
A and C are end systems, i.e., voicemail servers, PSTN gateways, conferencing
server or a B2BUA.

So in short, the cooperative model is only effective in pushing the overload one
hop upstream. Pushing the traffic further upstream is only possible in certain
scenarios and could make the SIP components rather complex otherwise.

Hence, to be on the safe side a SIP server should implement a combination of both
standalone and cooperative approaches. The SIP system will inform its neighbors
about its overload situation. Monitoring the neighbors and assigning a certain share
to them is also necessary in order tomaintain fairness between the neighbors. Simply
asking all neighbors to reduce their load by a certain percentage for example might
be the simplest kind of explicit notification information to use but will mean that all
neighbors will reduce the amount of traffic they are sending to the overloaded
system. This would be unfair towards neighbors who are not sending a lot of traffic to
the overloaded systems and are hence not the cause of the overload.

21.4 Conclusions

Handling overload at SIP servers is an issue that is being discussed and researched
both in academia and standardization bodies. This paper looks at the main
ingredients of overload control algorithms and discusses the major pros and cons
of the currently investigated schemes in the literature. With first discussions and
publications already more than four years old the topic is no longer fresh. How-
ever, till now there has been no single solution that provides a proper answer to all
the different facets and scenarios of overload control. It is actually questionable if
one single approach can solve all related issues. Algorithms dealing with the
communication between user agents and proxies will be different than those
dealing with the communication between proxies. Overload control when UDP is
used as the transport protocol will often look differently from the cases when TCP
or SCTP is used. While standardization bodies can provide the proper mechanisms
for enabling a cooperative kind of overload handling, the logic used at different
SIP components will most likely be different depending on the type of the com-
ponent, e.g., proxy versus application server, the deployment scenario and the
vendor’s preferences. Further, most of the approaches in the literature assume that
overload was caused by non-malicious reasons, e.g., flash crowds. The design of
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the overload control scheme should however include monitoring mechanisms that
enable it to distinguish between malicious and non-malicious overload reasons.
Without such distinction both malicious and non-malicious users will be punished
in the same manner which will lead to unsatisfied subscribers.
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Chapter 22

Towards Smarter Probes: In-Network
Traffic Capturing and Processing

Nicola Bonelli, Andrea Di Pietro, Stefano Giordano,

Gregorio Procissi and Fabio Vitucci

Abstract Monitoring is a matter of the greatest importance for the correct
operation of current communication networks. In spite of that, analyzing and
checking out the traffic flowing over a high capacity link is still a very challenging
technological issue, due to the huge amount of data stemming from such a process.
Furthermore, current national and international legislation is imposing stricter and
stricter limits on the storage and utilization of potentially privacy-sensitive data
that may be generated from monitoring applications. We argue that both of these
problems can be effectively addressed by increasing and extending the capabilities
of traffic capturing devices beyond plain packet capturing and flow metering.
Therefore, we envision a new generation of smart probes that support traffic pre-
processing according to the needs of the specific application that is expected to
provide the final results of the monitoring activity. The benefits of such an
approach are two-fold: on one hand, in-network traffic filtering allows to discard a
huge amount of information which is not relevant at all to the selected application,
thus relaxing the performance requirements of the application itself. On the other
hand, traffic pre-processing can be used to hide personal information that may be
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made available only to a user in possession of the required privileges upon veri-
fication of a given condition. Following such a general approach we propose a
modular architecture that allows application specific traffic pre-processing to be
carried out in a scalable and performance-effective way. Such an architecture
interacts with the external network by enforcing strict role-based policies, thus
allowing selective and proportional information disclosure; the architecture as it is
can be easily integrated with a standard access control infrastructure. An example
application is demonstrated in order to prove the effectiveness of the proposal.

Keywords Network monitoring � Real time processing � Probe programming �
Privacy-aware monitoring

22.1 Introduction

22.1.1 Why Smart Probes?

State-of-the-Art approaches do not scale. Many currently adopted monitoring
applications (Snort [1] is just the simplest example) are built as a unique block,
which takes as input a stream of raw packets (a trace, which can be made up of live
traffic or traffic which has been previously captured by a probe) and returns the
desired output. Usually, such systems leverage the standard PCAP interface, which
provides a similar kind of access to stored and live data. Several examples of such
solutions have been proposed in the literature. Coralreef [2] provides an API
implementing two stacks to retrieve data from hetherogeneous sources: one of the
stacks is used to import traces from different kinds of links while the second one
enables working with flow records. The work [3], instead, proposes a large scale
measurement infrastructure which is more tailored for active and performance
measurements.

Nowadays, such a design paradigm shows several limitations. On one hand,
with the current fast growth of link capacities and traffic volumes [4], having a full
fledged monitoring application inspect every single packet on a multi-gigabit link
raises huge performance issues. Common general purpose hardware hardly keeps
the pace with the packet rates characterizing current core links, even when min-
imal per-packet processing is required. Hardware-based implementations, in turn,
usually lack the flexibility and expressiveness which are required to implement
complex traffic analysis applications. Moreover, according to the current techno-
logical trends, traffic speed is growing faster than processing power, so that having
the application monitor a complete traffic stream on a core link will be increasingly
problematic. Such a scaling problem surfaces, in particular, when dealing with
distributed monitoring applications, which have to deal with data captured by
multiple vantage points scattered across the network. This kind of applications is
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likely to become more and more popular, as distributed anomalies and cyberthreats
(of which botnets are a major example) require a detection/mitigation infrastruc-
ture which correlates events and alerts from several probes, possibly belonging to
different domains.

Other monitoring applications address this issue by taking as an input
pre–processed reports formatted according to NetFlow [5] or IPFIX [6] protocols.
Such reports encompass summarized per-flow information (usually cumulative
packets or bytes counters, duration and TCP flags) which are usuful for a number
of applications (billing is a common example). IPFIX, in fact, offers a significant
degree of flexibility in letting the user define the data types it needs to convey.

Such an approach is nowadays very popular in the field of distributed moni-
toring: a scenario where several NetFlow probes report to a centralized collector is
common in many operational scenarios. However, despite achieving a significant
reduction over packet traces, the practice of exporting a standard information for
every flow as an input to the monitoring application still presents significant issues.
On one hand, collecting per flow data on a full operator network is likely to raise a
huge scalability problem, as the collector represents a serious performance bot-
tleneck and is likely to get congested: the rate of new flows entering the network is
likely to be one or two orders of magnitude lower than the packet rate but, in a
large operator network, can easily rise to prohibitive figures. Indeed, much of the
information which is conveyed by per-flow records is of little or no interest to the
application, especially when it deals with detecting anomalies and security brea-
ches: a famous Van Jacobson quote reports that ‘‘. . . If we’re keeping per-flow

state, we have a scaling problem, and we’ll be tracking millions of ants to track a

few elephants’’. In addition, per flow information is, in many cases, not detailed
enough for the application’s needs: as an example, Snort requires scanning the
packet payload for malware signatures, while applications dealing with network
path delays needs precise timestamps of certain packets.

In many cases, performance problems have been addressed by implementing
some critical application primitives in hardware. While this solution is certainly
effective in reaching the required throughputs, it significantly impacts on the flex-
ibility of the monitoring devices: once the desired functionalities have been com-
mitted to the silicon, there is no way of updating them. DAG cards [7] are effective in
capturing packets at high-speed, but usually only provide limited on-board filtering
functionalities. Other probes export flow-data through NetFlow or IPFIX protocols;
such information is sometimes not enough for certain applications. Some devices [8]
use special purpose hardware in order to perform some specific monitoring tasks on
high-speed links. However, as previously mentioned, they are intended for a specific
task only and are not able to support a wide range of applications.

Privacy preservation is not an option. Another big issue that current network
monitoring practice needs to address is the compliancy with current legislation in
terms of privacy preservation. In particular, due to current legislation trends
([9] effectively explains the constraints imposed by EU legislation), much of the
information which is retrieved from the captured traffic is considered privacy
sensitive, and its disclosure and storage is subject to strict rules. Such constraints,

22 Towards Smarter Probes: In-Network Traffic Capturing and Processing 291



besides further preventing the practice of trace based monitoring, reflect on almost
all of the above described approaches. Not only the packet traces, but a huge
number of derived metadata (including per-flow reports) are considered to contain
privacy sensitive information and therefore their export and storage is subject to
very strict rules (if not completely forbidden).

A classical approach to privacy–aware network monitoring has been to run
specific anonymization tools over the packet traces or the metadata to be exported
and to hand them over to the legacy analyses, so as to have them work with
‘‘sanitized’’ input. A broad range of such techniques has been proposed in the
literature (see [10] for a detailed survey), including blackmarking (complete
removal of given fields), pseudonymization (substitution of a given identifier with
an anonymized alias), timestamp approximation or prefix preserving anonymiza-
tion (a technique allowing to replace IP addresses with a pseudonym which pre-
serve their common prefix length relationships). Several tools have been published
claiming to be able to sanitize a packet trace in a user configurable manner.
However, several studies show that classic anonymization schemes may be easily
reversed by skilled attackers using statistical analysis techniques (see, for example
[11] or [12]). A theoretical study [13] showed that there is a clear trade-off
between the information content of a trace and its ability to preserve privacy: as a
consequence, traces which are well anonymized turn out to be almost useless for a
monitoring application. In addition, anonymizing the data before handing them
over to the monitoring application increases the burden of traffic capturing, so
making the performance issues even more serious.

Finally, particular care has to be taken in distributed monitoring scenarios,
especially when dealing with multi-domain applications: in the latter case, indeed,
beside complying to the law, the application must ensure that no business confi-
dential information is leaked to a possible competitor.

22.1.2 The Analyze While Capturing Paradigm

As opposed to traditional approaches in monitoring application design, in this
work we propose to address both of the above illustrated major issues through
in-network traffic processing performed by smart probes. In fact, traditional probe
devices are usually designed with a strong focus on capturing performance but
with little flexibility in terms of packet processing and exporting. On the contrary,
we argue that the probe should be a flexible and programmable device that can
filter and export the information it handles in a way that is specifically ‘‘matched’’
to a certain monitoring application. Of course, this means that a modular and
extensible probe design is needed in order to accommodate different monitoring
applications concurrently. An application specific filtering module directly on the
probe can select and export the only information which is relevant to that par-
ticular application, thus enforcing immediate data reduction.
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Such basic principle of ‘‘processing while capturing’’ is beneficial to the overall
monitoring infrastructure in that it addresses at the same time the two main issues
which have been described. In particular, it allows to support:

• Performance scalability through data reduction. Information which is of no
interest to the application is discarded, thus aggressively reducing the amount of
data to be processed.

• Selective data protection. Personal information is hidden and is not allowed to
leave the probe, unless some particular condition is met that makes information
disclosure necessary and therefore legal.

As for the latter point, our approach effectively leverages the so-called ‘‘pro-
portionality principle’’, which is common in privacy related legislation: an
application is allowed to receive only the data which is strictly necessary to its
operation. On-probe filtering, therefore, allows the data which are required by a
given application to be legally exported out: the privacy of the users is preserved
as most of the regular and legitimate traffic (which is of no interest to the appli-
cations) will never leave the probe, thus preventing any possible leak of sensitive
information.

A simple example of how these principles are implemented is that of a common
intrusion detection application: in that case the filtering module on the probe will
perform a fast scan of every packet, in order to separate legitimate traffic (the vast
majority), from suspicious flows, which will be sent to the actual application for
more detailed inspection. Of course, such a fast filtering activity requires proper
algorithmic, as it will be illustrated in Sect. 22.5.

A smart probe, in addition, can export information in very compressed and
anonymity-preserving data structures, which allow to detect a certain class of
events without leaking information about the single users; sketches [14] and Bloom
filters [15] are good candidates for this kind of solutions.

Such a general principle is embodied in a flexible monitoring probe architecture
that will be described in the next sections. Such architecture allows to encompass
several instances of application-specific processing running in parallel in a scalable
and effective way. This is accomplished by means of several architectural choices:

• Decoupling of control functions (access control, configuration, etc.) from traffic
processing functions.

• Distribution of the traffic processing workload among several (possibly heter-
ogeneous) processing units.

• Dynamic allocation of the computational resources.
• Strict access-control mechanisms with role-purpose specifications.

Such a novel architecture has been adopted and deployed within the integrated
prototype built as a result of the FP7 European research project PRISM [16] (under
which this research activity has been carried out), where it was used as the base
architecture of the Front-End module [17]. The goal of such a research was to
design a framework allowing to deploy heterogeneous off-the-shelf monitoring
applications while respecting user privacy constraints.
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The rest of the chapter is organized as follows. Section 22.2 describes the
overall probe architecture while Sects. 22.3 and 22.4 deal more specifically with
the data and control planes, respectively. Section 22.5 is devoted to advanced
algorithmic for on-the-probe traffic processing while Sect. 22.6 reports a practical
use case deployment of the described probe architecture. Finally conclusions end-
up the contribution.

22.2 The Probe Architecture at-a-Glance

The probe design which embodies the overall previous discussion is represented in
Fig. 22.1. The architecture reflects the idea of an advanced logical component that
is in charge of both capturing data at gigabit speed and performing a set of basic
operations on-the-fly in an efficient way in order to:

• Isolate relevant flows out of the set of all traffic flows
• Extract relevant information from the observed traffic and eliminate irrelevant
information (data reduction)

• Protect relevant information to force compliancy with end-users privacy
requirements.

The device directly connected to the wire is the Capturing Unit (CU). Its main
functions are: capturing traffic, timestamping packets, classifying packets and

Fig. 22.1 Overall probe architecture
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sending snapshots of the captured packet to multiple destinations (Processing
Units). As Fig. 22.1 highlights, multiple Processing Units (PU) are supported.
They are deployed as commodity PCs or dedicated HW devices and they receive
data from the CU and are in charge of actually implementing the application-
matched data processing and protection (analyses). After their operations, PUs
export results towards the further stages of the monitoring applications. The
overall system configuration is controlled by the Control Plane Interface that issues
commands to the Front-End Data Plane Manager (DPM), which, in turn, com-
municates with the other components. The DPM, in particular, enforces the
received directives on the CU and the PUs by instantiating commands to
the Processing Unit Managers and the Capturing Unit Manager, which constitute
the control components of the traffic processing blocks.

22.3 Probe Data Plane

22.3.1 Capturing Unit

As already mentioned, this is the component which is in charge of capturing the
monitored traffic and demultiplexing it among the analyses performing applica-
tion-specific processing. In particular, packets can be dropped or selected for
further processing, in which case a portion of them will be forwarded to one or
multiple PUs, according to the rule table. As it is in charge of handling a poten-
tially large data flow, it is likely to be implemented as a hardware accelerated
device. Depending on the monitoring application requirements, this unit may
extract header values by stripping only the necessary information from packets
(in the simplest case this might be even just packet truncation after the layer the
header), thus alleviating the workload on the upstream PUs. In order to deliver the
captured traffic to the proper processing block, an internal interconnecting network
is used. A simple and effective implementation consists of an Ethernet network
where batch frames are transmitted, consisting of snapshots of captured traffic data
plus some extra meta-data information.

22.3.2 Processing Units

As far as the data plane concerns, processing units are physical devices that receive
data from the capturing unit through standard interfaces (standard libpcap inter-
faces), process them according to the analysis function(s) installed on them, and
finally deliver encrypted data to the external world. PUs are usually software-based
devices, where different kinds of processing are dynamically allocated. However, in
case processing intensive analyses are required (e.g., deep packet inspection),
they can use special purpose hardware. Such particular features are taken into
account by the control plane when resource allocation has to be performed.
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A typical PU has to implement several functionalities, which are described in
the following.

Abstraction layer. In order to provide a standard interface between the proprie-
tary protocol implemented by the CU exporting process and the analysis functions, a
proper abstraction layer is installed on the PUs. Such an abstraction layer restores
the compatibility between the proprietary batch frame format and the standard
libpcap capturing interface. The abstraction is typically implemented by leveraging
the concept of virtual capturing interface: all of the packets belonging to the same
group (matching the same set of flow definitions) can be received by the analysis
function through a virtual network interface, just as if the traffic were captured by the
PU itself. The major advantage of this approach is that it totally hides the underlying
batch framing process and allows compatibility to existing software. Therefore,
brand new applications that reside on PUs can be designed and implemented in a
completely independent manner, as they will just need to rely on libpcap.

Analysis Functions. Analysis functions are applications developed at the user
space that (i) read (possibly truncated) packets from the virtual monitoring
interfaces made available by the abstraction layer, (ii) Process data according to
their specific function and (iii) export their outcome to the further processing
stages of the monitoring application.

The development of analyses actually implements the overall design philoso-
phy of further reducing data directly at the probe (the first application-agnostic
stage of reduction occurs at the capturing unit level as packets are truncated to a
customizable size) and delivering to the following stages the minimum necessary
information only. Although the functional interface of such analyses is quite
simple, they are subject to strict performance requirements, as they must process
packets in real time and by keeping a very limited amount of state.

As it will be elaborated upon in Sect. 22.5 the use of probabilistic data struc-
tures, such as Bloom filters, that keep state in a compressed and quickly accessible
way, is envisioned at this stage of the application.

Besides processing traffic, the PUs are also directly responsible for conveying it
out of the probe to the further stages. The destinations of such reports (as well as
some formatting options) are communicated to the analyses through the control
plane. In principle, any analysis function may use its own protocol, even if the use
of standard formatting (as the IPFIX protocol, that was the choice for the PRISM
project) is recommended.

22.3.3 Data Plane Performance

The probe data plane is subject to very strict real-time constraints, as a large
portion of the traffic flowing over the monitored link has to be conveyed through it
(potentially, as some flows may need to be duplicated to several PUs, the traffic
rate might be even higher than that on the link). In order to prove that such a
component can be actually implemented and meet such performance requirements,
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we report here the experimental results as obtained for the PRISM implementation
of the smart probe.

The capturing unit device is implemented over a Network Processor (NP)
architecture, thus strongly leveraging the hardware parallelism provided by such
devices. In particular, the fast data path functions of an NP are implemented by
dedicated RISC processors, called microengines (MEs). In this case, our reference
platform is an Intel IXP2400 NP, which is provided with 8 MEs that can be
arranged to process packets both in a pipelined and a parallel scheme. Such MEs
communicate by exchanging pointers to the packets to be processed, which are
stored into an External DRAM memory block, thus implementing a zero-copy
scheme. Our chip is hosted on a Radisys ENP-2611 evaluation board, equipped
with three 1 Gb/s interfaces. In the experimental testbed, the NP-based capturing
device was connected to a standard commodity PC which captures traffic through
an off-the-shelf tcpdump application. Data streams are generated by Spirent
ADTECH AX4000 hardware packet generator and analyzer.

Our experiment aims at showing the capabilities of the system in extracting and
processing a mouse flow (generated at a rate of 50 kpkt/s) in presence of an
elephant flow (generated at increasing packet rates). The compound flow is cap-
tured by the PC alone and through the NP.

Figure 22.2 shows the full advantage obtained by using the NP in the flow
extraction. The entire mouse flow is captured by the NP-based system while it
shares the fate of the elephant flow when captured by the PC alone. In this context,
the PC shows all its architectural flaws in that it loses a huge amount of packets,
while the NP-based system performs this operation without loss.

22.4 Probe Control Plane

The high level scheme of the probe control plane is depicted in Fig. 22.1. An
analysis function is dynamically set up on the probe upon request from an external
entity (be it the monitoring application itself or a further processing stage). All
kind of requests are received through the Control Plane Interface (CPI), which acts

Fig. 22.2 Fraction of captured packets
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as the border module between the probe itself and the rest of the system. Typical
requests being served at the CPI and properly mapped and delivered to the Front-
End include setting up, tearing down, stopping and restoring an analysis, as well as
updating its parameters (output format, report destination, etc.). Naturally, strict
authentication and authorization mechanisms have to be enforced within this
block, ranging from standard X.509 identity and privilege management infra-
structure to more involved schemes, such as the purpose-role based mechanisms
used within the PRISM project [18].

Once a request has been authorized, it is taken over by the Data Plane Manager
(DPM). The DPM is the central component in charge of managing the capturing
unit and the available processing units. Its main purpose is to arrange and launch
the analyses on the various PUs (by communicating to the Processing Unit
Manager installed on all PUs), and to configure the CU (through the Capturing
Unit Manager) to capture and forward them the portions of traffic that will be the
subject of the analyses. Since DPM has a perfect knowledge of the status of all the
processing units, before setting up new analyses it first checks for resource
availability (admission control) and may enforce load balancing in order to opti-
mize resource usage.

Any new request is accompanied by a tuple (source and destinations networks,
ports, protocol) that specifies the traffic flow subject of the inspection. Such
information is used by DPM to dynamically configure the CU, in order to classify
and forward the traffic to the selected PU. It is worth noticing that, since the traffic
classification rules may overlap (i.e.: two distinct analyses running on top of the
same PU may have a network address range in common), set theory results applied
to collections of ranges have been efficiently used to minimize the amount of
traffic to be forwarded from the CU to the various PUs. Indeed, DPM relies on a
generic multidimensional range algorithm to expand and reduce the classification
rules in term of generic tuples, as well as to arrange them to fit with the longest
prefix match algorithm implemented in the CU.

22.5 On-the-Probe Advanced Processing Techniques

The development of a probe that plays an active role in the overall monitoring
process increases the burden on such component, and therefore requires the
adoption of a novel design paradigm where methodologies and functionalities are
strongly aware of the available hardware. Indeed, in order to accomplish opera-
tions like capturing, classification, anomaly detection, flow discrimination and
isolation, etc., at wire speed, a detailed knowledge of the hardware capabilities/
bottlenecks, as well as the fine grained analysis of the available time budget for
each micro-operation involved are required.

The attempt to come up with performance effective solutions to be integrated
into the front-end stage must then pursue the investigation of stateless and memory
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saving approaches with constant look-up time in that they tightly reflect into faster
operations since they can take advantage of layered caches available in today’s off-
the-shelf multicore processors.

Given this, a very promising approach towards packet processing and inspec-
tion is based on Bloom filters (BFs) [15] and their variations. BFs are compact and
fast data structures for approximated set-membership query and their popularity is
rapidly increasing because of their very limited memory requirements, trading
certainty for predictability and efficiency in time and space. A BF represents a set
of n elements by using a bitmap of m elements. Each element of the set is mapped
to k elements of the bitmap whose position is given by the result ofk hash func-
tions. To check whether an element belongs to the set, one just needs to evaluate
the k hash functions and verify if the corresponding bits of the bitmap are all set.
As the hash functions of different elements may collide, the filter may allow for
false positives.

Counting bloom filters (CBFs) are a simple extension that implement counters
by having more than one bit per bin. They therefore support both insertion and
deletion of elements by counter incrementing and decrementing, respectively. The
use of CBFs for statistical data processing turns out to be extremely flexible
although the fixed size of bins may cause memory inefficiency. A significant
improvement can be obtained by allowing dynamic size of bins, compression, and
multi-layering. These modifications, as described in [19] and [20], appear appli-
cable to the data processing performed by the probe.

For example, let us consider a set of rules used to classify flows at the front-end:
a CBF can easily be used to represent the set. In order to verify whether a packet
obeys one of the rules of the set, a simple lookup operation consists of evaluating
k hash functions and comparing the values in all resulting bins to zero. If the result
is positive, the packet satisfies the rule with small and predictable error probability,
and can be exported for further processing.

Several papers have been published that describe in detail the application of
such technique to specific monitoring applications. Among them, [21] and [22]
have been devised within the PRISM research project.

22.6 Actual Monitoring Applications: A Practical Use Case

In order to better illustrate the above discussed features, we describe here a pos-
sible use case scenario where the proposed architecture allows to meet high-
performance demands while being privacy preserving at the same time.

Let us assume the smart probe is used to protect a company network from
external attacks by monitoring its gigabit ingress/egress link. In particular, let us
suppose that two monitoring applications are used: a scan detection application that
flags anomalous behaviors, and a TCP SYN flooding detection application.
Both applications would raise significant performance issues if they had to process
the whole traffic flowing through the link. In order to avoid that, special pre-filtering
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functions are installed on the Capturing Unit: the scan detection application will
receive only the headers of the traffic entering the network, while the TCP SYN
flooding detector will be fed with the headers of both incoming and outgoing TCP
segments. The classified traffic is shipped by the CU onto batch frames and for-
warded to separate PUs; at this stage, the data rate turns out to be significantly
reduced. With a standard trimodal packet length distribution, a quick back-of-the
envelope calculation shows that each processing unit needs to process less than
20 MBps of traffic, which is affordable with current off-the-shelf hardware.

The amount of flows to be processed, however, has not been reduced and
keeping per-flow state is still unfeasible, due to its excessive memory footprint. To
this end, PU processing should be carried out in a quick and stateless manner,
which can be achieved by using probabilistic data structures. In particular, the
method proposed in [23] provides a good heuristic for TCP SYN flooding
detection while the one proposed in [22] can be adopted for fast stateless scan
detection. Such a second-stage filtering operated at the PUs, is used to select
suspicious traffic, which can be legitimately conveyed to an external collector for
further analysis (as the volume of such data is likely to be very low, stateful and
more complex analyses can be carried out), and discard legitimate traffic, which is
likely to contain privacy sensitive information and will never leave the probe.

22.7 Conclusions

In this work we introduced the idea of a smart probe, which, besides standard
traffic capturing functionalities, provides support for application-matched traffic
pre-processing. We argued that such an approach allows both to increase the
application performance (by having it process a selected subset of the captured
traffic only) and to perform monitoring in a privacy preserving way. After illus-
trating the underlying design philosophy, we described a modular and extensible
architecture that embodies such general concepts in a resource effective way. Such
a design is based on a two-stages traffic processing, which are managed by a
proper control plane. The capability of such an architecture to support heteroge-
neous monitoring applications in a privacy-aware way while not degrading their
performance and functionalities has been assessed within the PRISM research
project, where such architecture has been used to build the traffic capturing block.
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Chapter 23

IDS Rules Adaptation for Packets
Pre-filtering in Gbps Line Rates

Simone Teofili, Enrico Nobile, Salvatore Pontarelli and Giuseppe Bianchi

Abstract The enormous growth of network traffic, in conjunction with the need to
monitor even larger and more capillary network deployments, poses a significant
scalability challenge to the network monitoring process. We believe that a
promising way to address this challenge consists in rethinking monitoring tasks as
partially performed inside the network itself. Indeed, in-network monitoring
devices, such as traffic capturing probes, may be instructed to perform intelligent
processing and filtering mechanisms, so that the amount of data ultimately
delivered to central monitoring entities can be significantly reduced to that strictly
necessary for a more careful and fine-grained data inspection. In such a direction,
this chapter focuses on the design and implementation of an hardware-based front-
end pre-filter for the topmost known Snort Intrusion Detection System (IDS).
Motivated by the practical impossibility to pack a large amount of legacy Snort
rules over a resource-constrained hardware device, we specifically address the
question on how Snort rules should be adapted and simplified so that they can be
supported over a commercial, low-end, Field Programmable Gate Array (FPGA)
board, meanwhile providing good filtering performance. Focusing on about one
thousand Snort rules randomly drawn from the complete rule set, we experi-
mentally determine how these rules can be simplified meanwhile retaining a
comparable detection performance with respect to the original, non adapted, rules,
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when applied over a ‘‘training’’ dataset composed of a relatively large traffic trace
collected from a regional ISP backbone link. We then validate the performance of
the adapted rules against additional collected traffic traces. We show that about
1000 adapted Snort rules can be supported over a low-end FPGA based Snort pre-
filter, with 93% data reduction efficiency.

Keywords Online traffic analysis � SNORT � IDS � FPGA

23.1 Introduction

The constant growth in diffusion and performance of networks is accompanied to
an increase in the number of hacking and intrusion incidents. Consequently
Intrusion Detection Systems (IDS) has been proposed to detect the presence of
such type of incidents. Most IDSs monitor traffic flows and inspect packet pay-
loads for detecting predetermined attack patterns (signatures). Different kinds of
intrusions may be taken into account: shell-codes that exploit Operating Systems
vulnerabilities to gain unauthorized access to a host computer, policy violations in
the use of a corporate network, port scans, and so on. Moreover, in recent years,
IDS rules have been extended to detect also user mis-behavior, such as exchange
of pornography material and so on. Obviously, the collection of IDS rules must be
promptly updated in order to cope with emerging threats or monitoring needs, and
this yields a number of rules that is constantly increasing both in cardinality as
well as in rule complexity.

Open source, widespread deployed, Network Intrusion Detection System
(NIDS) such as Snort [1] are software based. Because of software limitations, as
well as limited traffic capturing capabilities of ordinary PC network cards, they are
mostly used in relatively low loaded small networks, whereas their exploitation for
backbone links is questionable, due to the huge traffic volume involved and the
multi gbps line rates.

Hardware based NIDS have been proposed to face these limitations, and sustain
traffic inspection at wire speed [2]. These systems are installed over traffic probes,
and act as pre-filter. Their goal is to detect the subset of possible malicious
streams, and reduce the amount of traffic data delivered to a back-end software
NIDS. The effectiveness of such systems can be measured in terms of data
reduction capabilities: a significant data reduction would bring about the possi-
bility to reuse legacy software-based IDS and permit cheap deployments.

One on the best candidate technologies for the development of such hardware
NIDS systems are the FPGA. These reprogrammable components are designed to
be configured by the customer or designer after manufacturing, therefore they are
called ‘‘field-programmable’’. This devices can be programmed to accomplished
the pattern matching activities needed by the NIDS at very high speed. Moreover,
due to their reprogrammability, the set of rules that are checked can be easily
updated downloading a new bitstream in the FPGA.
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Designing an hardware-accelerated IDS pre-filter over these devices, is how-
ever a non trivial task. Indeed, IDS rules such as the Snort rules set, are not limited
to ‘‘basic’’ string matching. Rather, they may include multiple types of matching
(i.e., content matching, byte matching, uri matching), as well as they may require
the matching of multiple contents further regulated by ‘‘modifiers’’, indicating the
position in the flow in which the content must be located, or the distance between a
content and the previous. Finally, some rules may require the matching of regular
expressions. Even if several works [3, 4] have described a thorough FPGA
implementation of complex rules, the amount of logic resources and the design
effort needed to implement these rules on the FPGA can be overwhelming,
especially when the goal is to move away from proof-of-concept implementations
supporting a few tens of rules, and reach the practical real-world target of sup-
porting an order of a thousand rules or more.

A practical solution to this issue consists in devising an IDS pre-filter which
supports a set of loosened rules. The basic idea is very simple, and can be easily
understood over the following trivial example. Assume that a Snort rule Rorig is
triggered when two content patterns C1 and C2, for instance separated by a modifier,
are matched. Consider now a new rule, Radapt, devised to match only C1. Its imple-
mentation would obviously require a lower amount of hardware resources.Moreover,
its detection capability would be a superset of that of the original rule, and would not
incur in false negatives, i.e., all cases detected by the original rule would also be
detected by the new, ‘‘adapted’’, rule. The disadvantage of such rule adaptation is that
the filtering performance clearly decreases, as more streams will be detected and
delivered to the monitoring back-end for further inspections (false positives).

A trade-off emerges between filtering performance and ability to ‘‘pack’’ rules in
the hardware front-end pre-filter. According to our in-field experience acquired
during the experimental assessment work described in Sect. 23.6, there is no
‘‘obvious’’ adaptation mechanism which appears to optimize such a trade-off. For
instance, if Snort rules were adapted so that only one single content were matched
over the pre-filter, hardware implementation would be very efficient and simple, but
the false positives rate may become unacceptably large. And to make things worse,
filtering performance largely varies, and strongly depends on individual Snort rules.

To face these issue, we have resorted on an experimentally-driven, heuristic, rule
adaptation methodology, made possible by our availability to access real traffic data
delivered over the backbone of a regional ISP. Specifically, we have collected a
number of large traffic traces, and used one of them as ‘‘training’’ set. We have then
iteratively compared the number of alerts detected by a legacy Snort software,
implementing a set of original Snort rules, with that detected by a pre-filter
implementing adapted rules. At each iteration, we have identified which individual
adapted Snort rules were the main cause of false positives (and why), and modified
these rules accordingly. Performance assessment was then carried out by testing the
adapted rule set over different network traces (up to 68 GB traffic).

The rest of the chapter is organized as follows. Section 23.2 provides the
necessary background on Snort rules. Section 23.3 discusses the related work on
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hardware IDS filters. Section 23.4 presents our FPGA hardware implementation
of the Snort pre-filter front-end. Section 23.5 details the Snort rules adaptation
methodology, taking also into account how to adapt the rules so as the resulting
hardware implementation is simplified. Section 23.6 presents experimental
results performed over real traffic traces. Finally, conclusions are drawn in
Sect. 23.7.

23.2 Description of Snort Rules

The Snort IDS performs deep packet inspection on incoming flows, checking
whether some specific rules are matched, in which case an action is performed
(i.e., alert, log or pass). Rules are divided into two logical sections: rule header,
including packet header field information (source/destination IP, protocol,
source/destination port), and rule options, containing alert messages, information
on the patterns to match including their position inside the flow, etc. Moreover
some keywords related to the state of the session and the direction of the packets
(i.e., from or to the server) can be present. Almost all the Snort rules include one
or more among the following keywords: content, modifiers, uri-content, and
PCREs.

Content specifies a fixed pattern to be searched in the packets payload of a flow.
If the pattern is contained anywhere within the packets payload, the test is suc-
cessful and the other rule options tests are performed. A content keyword pattern
may be composed of a mix of text and binary data. Most rules have multiple
contents.

Modifiers identify a location in which a content is searched inside the payload.
This location can be absolute (defined with respect to the start of the flow) or
relative to the matching of a previous content. Snort modifiers are listed and
described in Table 23.1.

Uricontent searches the normalized request URI field in the packet.
PCRE (Perl Compatible Regular Expression) define regular expression pattern

matching using the PERL syntax and semantics. Even if PCREs give high flexi-
bility to the description of the content to be searched for, the hardware imple-
mentation of a generic PCRE may require a lot of logic resources [3, 5]. In the
Snort rules set, PCRE are usually used to describe some particular kind of attack.
For instance, the following rule describes a buffer overflow:

Table 23.1 Description of keywords modifiers

Modifier Description

Offset: N The search for the content begin after N characters
Depth: N The search for the content ends after N characters
Distance: N The distance between two contents is at least N characters
Within: N The distance between two contents is less than N characters
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alert tcp EXTERNAL_NET any-[HOME_NET 1655 (msg:‘‘EXPLOIT
ebola USER overflow attempt’’; flow:to_server, established;
content:‘‘USER’’;nocase;pcre:‘‘/^USER\s [^\n]{49}/smi’’;)

The PCRE search for a string starting with ‘‘USER’’, followed by a space (the
escape sequence ns), followed by a maximum of 49 characters that differ from the
newline character. If the rule is matched the IDS detects a too long user name that
corresponds to a tentative buffer overflow.

The flexibility of the Snort rules corresponds to a difficulty in its hardware
implementation. As will be discussed in the next section, the implementation of
modifiers, of PCRE and of the other keywords could require a big effort and a huge
amount of hardware resources.

23.3 Review of FPGA Based IDS Systems

In this section a brief overview of FPGA based IDS systems is presented. The aim
of the section is to identify some common issues of these hardware implementation
that we propose to solve by our rule adaptation procedure.

Packet pre-filtering has been originally proposed in [2]. This work exploits
Bloom filters implemented on FPGA to detect malicious contents inside the
inspected packets. The main limit of this approach is related of the inflexibility of
this string matching approach.

More flexible implementations of pattern matching can be obtained by using
Deterministic Finite Automata (DFA) [6] or Nondeterministic Finite Automata
(NFA) [7]. These solutions can be applied to pattern matching and extended to
matching regular expression such as PCRE [3, 4, 7]. Implementations based on
DFA or NFA rapidly grow in size when the number of rules to be checked
increase, and when Snort modifiers or PCRE are considered. Indeed, a DFA for a
regular expression of length L can have Oð2LÞ states [8]. NFA avoids state
explosion but requires a more resource consuming hardware for its realization [7].
As such, DFA or NFA based pre-filter implementations challenging to support
thousands of Snort rules may be very costly.

Our developed architecture is based on an alternative approach presented in
[9], called shift-and-compare. It can give better results in the FPGA imple-
mentation, compared to DFA/NFA ones, since the basic logic block of an
FPGA can be configured as a shift-register, reducing the amount of resources
needed to implement this architecture. In particular, the shift-and-compare
architecture allows sharing a significant part of memory elements between all
the rules, thus enabling the implementation of thousand of rules on the same
FPGA. Moreover, by using suitable registers, as we will show in details in
Sect. 23.4, is possible to extend the shift-and-compare architecture for complex
rule matching.
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Summarizing, the problem related to the current available FPGA based IDS
systems are:

• Content matching alone is insufficient: in several cases, rule modifiers must be
already accounted for by the FPGA pre-filter, in order to avoid a large amount of
false positives

• The amount of logic resources grows linearly with the number of contents to be
matched

• The most consuming logic resources are the memory elements representing the
state of partially matched complex rules.

23.4 Snort Pre-filter Hardware Architecture

Our Snort pre-filter has been implemented over a Xilinx FPGA Virtex II Pro.
FPGAs contain programmable logic components called ‘‘logic blocks’’, and a
hierarchy of reconfigurable interconnects that allow to connect together the logic
blocks to perform more complex functions. Logic blocks are implemented by
programmable Look-up Tables (LUT), that can be configured to perform combi-
national functions, like AND and XOR and also include memory elements, which
may be simple flip-flops or more complete blocks of memory. Both the configu-
ration of the logic blocks and of the interconnection are stored in a binary file
called bitstream. The Virtex II pro FPGA has been integrated in a low-end PCI
card equipped with an FPGA, 4 Gigabit Ethernet ports, SRAM and DRAM banks,
called NetFPGA [10]. Even if the FPGA used by this board is obsolete, it is a
suitable candidate for fast prototyping.

The content matching hardware illustrated in Fig. 23.1 follows the approach
presented in [11]. Input bytes enter in a flip-flop chain. The longest content to be
matched sets the maximum length of the flip-flop chain. The last M entered bytes
are stored in the chain and can be evaluated in parallel. The evaluation is

Fig. 23.1 Basic implementation of a multi-string matching block
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performed by the combinatorial circuit (shown in the dashed box of Fig. 23.1). For
each content, the combinatorial network checks if each single character corre-
sponds to the expected one and performs the logical AND of all the found
characters. For instance, suppose that we are interested in matching the content def .
We check if the third character is equal to ‘d’, and the second is equal to ‘e’ and the
first is equal to ‘f ’. If all these matches occur, a signal called match is raised.

When the number of rules increases, also the number of comparators, and
therefore the resource occupation of the combinatorial circuit, increases. This extra
complexity negatively affects the maximum operating frequency of the multi-
string matching block. To overcome such a limitation, the bytes’ comparators can
be shared between the different string to be matched, as presented in [12], where
the implementation of a multi-string matching block with decoded input delay
chain is presented. The circuit implementing the decoded multi-string matching
block is reported in Fig. 23.2.

The number of flip-flop is greatly increased, while the number of logic
resources is decreased. But, as we already noticed before, the FPGA is able to
optimal pack the chain of shift-registers in logic blocks (a LUT can be configures
as a chain of 16 flip-flops), achieving only a limited resource occupation when
long chains of shift registers are used. When the number of strings to be matched
increases, this decoding circuit gives better results both in terms of area occupation

Fig. 23.2 Implementation of a multi-string matching block with decoded input
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and achieved frequencies. The results in terms of resource occupation (LUT and
FF) of such two implementations are reported in Table 23.2.

Our rule matching engine has been implemented by using the Xilinx Virtex II
Pro XC2V50 FPGA available on the NetFPGA [10]. The multi-string matching
circuits has been synthesized for three sets of rules, corresponding to 200, 400 and
800 rules extracted from the Snort ruleset. The results presented confirm that the
basic architecture, without decoded stage, requires the highest number of LUTs
and the lowest number of Flip-Flop. Instead, the sharing of the decoding operation
allows savings around 50% of used LUT, but with an high cost in terms of
Flip-Flops.

We have extended this basic content matching architecture with the capability
to support more complex rule matching including Snort modifiers and simple
PCREs. A global counter and dedicated registers were added to track partial
matches. Figures 23.3 and 23.4 show an example where the rule to be matched
includes a modifier ‘‘within’’:

content:‘‘|01 01|’’; content=‘‘|00 00 02|’’; within 10;
In this example, two binary contents j01 01j and j00 00 02j must be at a

distance less than 10 bytes. The first part of this rule, i.e. the match of the content
j01 01j, is performed by the two inputs AND gate. When the content is matched
the value of the global counter is stored in a register (i.e. Fig. 23.3). Now, when
the second content is matched, the system also checks if the difference between the
global counter and the value stored in the register is less than ten bytes (i.e.,
Fig. 23.4). This extension is resource consuming because a register and a com-
parator must be instantiated for each part in which the rule is decomposed.

Table 23.2 Synthesis results for the different implementations of multi-string matching circuits

200 rules 400 rules 800 rules

Basic (Fig. 23.1) # of flip flops 508 1063 1302
# of LUTs 1676 4301 6506
# of slices (utilization [%]) 908 (3%) 2315 (9%) 3459(14%)

With decoder stage (Fig. 23.2) # of flip flops 1749 4371 4726
# of LUTs 783 1780 3419
# of slices (utilization [%]) 769 (3%) 1847 (7%) 2618 (11%)

01

AND

69

Global Counter

69

Register

........01

Fig. 23.3 First content
matching
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Table 23.3 reports the hardware resource occupation after the synthesis of one
thousand rules adapted as described in Sect. 23.5 Only 28% of the total FPGA
logic resources were used. Note that the rest of the FPGA logic in the proposed
framework is used to implement the modules necessary to manage the packets
transmission or reception, instantiate Ethernet interfaces and debug operations as
reported in [10].

23.5 Rule Adaptation

A major goal of our work consisted in the identification of how to adapt Snort rules
for obtaining an efficient pre-filter hardware implementation meanwhile retaining a
limited amount of false positives. In details, a crucial aspect is the identification of
which ‘‘part’’ of the rules is most effective in detecting the specific attack. At least
in principle, this analysis should be carried out at the level of individual rules, as,
to the best of our knowledge, no general adaptation guidelines appear applicable,
and indeed (as it will become clear in the rest of this section) a same approach
applied to different rules provided widely different false positive performance.

We operated through the analysis of the set of Snort rules available in the Snort
public distribution (5709 rules). We iteratively operated as follows.

First, we extracted from every rule the longest one among the content or uri-
content included in each rule (in most generality, a rule specifies more than one
matching). Note that this first step is somewhat analogous to what done in liter-
ature works in which only one content for rule is employed [2, 13]. The use of only
one content per rule would permit an extremely efficient hardware implementation,

76

Global Counter

69

Register

A-B<10

A

B

AND

00 02 ........00

Fig. 23.4 Second content
matching and modifier check

Table 23.3 Resource
occupation of the string
matching engine

Feature

RAMB 0 out of 232 (0%)
Slices 6684 out of 23616 (28%)
Maximum frequency 125 MHz
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as it would allow to get rid of all the logic devised to cope with multiple contents,
hence including registers and the comparators needed to track which contents
have been previously matched for each rule. As an example, the following legacy
Snort rule:

alert tcp, HOME_NET any -[$EXTERNAL_NET HTTP_PORTS
(msg:‘‘SPYWARE-PUT Hijacker coolwebsearch.cameup runtime
detection’’; flow: to_server, established; uricontent:
‘‘svc=’’; nocase; uricontent:‘‘lang=’’;nocase; uricontent:
‘‘type=’’; nocase; uricontent: ‘‘mode=’’; nocase; uricon-
tent:‘‘art=’’; nocase; uricontent:‘‘acct=’’; nocase; uri-
content: ‘‘url=’’; nocase;uricontent:‘‘category=’’;nocase;
uricontent: ‘‘view=’’; nocase; sid:6242; rev:2;)

was relaxed exploiting a single content1:
content:‘‘category=’’; nocase;
The list of so-relaxed rules (containing only the longest content/uri-content)

was then tested against a ‘‘training’’ 7 GB trace containing a 40 min real network
traffic captured over the backbone of a regional ISP. The resulting several thou-
sand alerts signaled by Snort were then collected and re-attributed to each relaxed
rule. In all cases, alerts were generated because the selection of the longest content
resulted into a very common (or very short) string. For example, a content like
‘‘User-Agent:’’ is the longest one in many rules, but at the same time is a content
present in all HTTP requests. The results of this automated analysis provided a set
of long common contents2 that cannot be used to represent a Snort rule. These
contents were inserted into a so-called ‘‘blacklist’’. The described longest content
extraction process was iteratively repeated, excluding blacklisted contents, (i.e.,
for a rule containing one of such contents the second longest one was chosen at the
second iteration, and so on. The next step consisted in identifying all the rules that,
after the content iteration described above, either included only a small content (2
or 3 bytes), or did not include any remaining content at all. For these rules, we
selected via trials and errors (tested over the captured data trace) the modifier or
simple PRCE starting from the simpler ones (from the point of view of an hard-
ware implementation) available in the considered rule. For instance, in rule:

alert tcp $SMTP_SERVERS 465-[$EXTERNAL_NET any (msg:‘‘
SMTP SSLv2 Server_Hello request’’; flow:from_server,
established; content:‘‘|04|’’; depth:1; offset:2; con-
tent:‘‘|00 02|’’; depth:2; offset:5; sid:3497; rev:4;)

the content was clearly not sufficient for an efficient matching. Indeed, the
longest content (00 02) resulted in practical matches for almost all flows on port
465. The rule was therefore relaxed by exploiting the modifiers ‘‘depth’’ and
‘‘offset’’:

1 To simplify implementation, the uricontent keyword was relaxed into a content keyword.
2 The specific list being: {User-Agent, Server, Agent, Internet, Connection, complete/search?,
/index.php.}
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content:‘‘|00 02|‘‘; depth:2; offset:5;}
Similarly, another example is rule:
alert tcp $EXTERNAL_NET any -[$HOME_NET 110 (msg:‘‘POP3

USER overflow attempt’’; flow:to_server,established;
content:‘‘USER’’; nocase; isdataat:50, relative; pcre:‘‘/
^USER\s [^\n]f50; g/smi‘‘; sid: 1866; rev:12;)

where the content ‘‘USER’’ alone cause a huge number of false positives; its
relaxed version exploits the PCRE, i.e.:

IDS Rules adaptation for packets pre-filtering in gbps line rates
pcre’’:/^USER\s [^\n]f50; g/smi‘‘}
Unfortunately, this final step necessary to identify which part of the Snort rule is

more effective, requires a work that only partially can be automated. The rules
with the most representative part causing an excessive number of false positive
have to be manually analyzed to understand how they can be best approximated.

The results obtained by our Snort rules adaptation process are shown in
Table 23.4. The first row reports the packets and TCP flows identified as malicious
by using the original snort ruleset. The second row presents the result by applying
only the longest content of the rule. It can be seen that this approach is inapplicable
because the number of false positive is excessive. The third row finally shows the
results obtained by the final set of adapted rules.

23.6 Experimental Result

This section presents results obtained by testing the adapted rule set over a real
traffic scenario. For simplicity, we have randomly chosen a subset of 1000 Snort
rules for hardware implementation over the Snort pre-filter. Experiments have been
performed on ten captured traffic traces, amounting to a total of 68 GB of traffic.

In order to assess the effectiveness of the pre-filter, we have compared the
following scenarios:

• Unfiltered trace: all the traffic has been directly fed to the Snort software sup-
porting the 1000 rules in their non-adapted (full)version.

• Filtered trace: the traffic has been first delivered to the Snort hardware pre-filter,
supporting the 1000 reduced Snort rules. The output of the pre-filter has been
then delivered to the Snort software, acting in this configuration as the back-end
monitoring application, supporting the same set of rules in their full version.

The first performance metric consists in measuring the ability of the Snort pre-
filter to reduce the data delivered to the back-end application. Of the 68 GB traffic,
only 4.83 GB of data was delivered; in other words, the Snort pre-filter was able to

Table 23.4 Result for rule
adaptation

Number of packets Number of flow

Original rule set 1534 511
Longest content only 86979 9745
Proposed adaptation 2831 857

23 IDS Rules Adaptation for Packets Pre-filtering in Gbps Line Rates 313



filter out 93% of the original traffic. Note that this result was obtained by using a
pre-filter implementation which does not restrict to capture only the packets
matching a given (relaxed) signature, but further delivers all the subsequent

packets in the relevant flow.3

The second performance metric involves the assessment of the pre-filter
effectiveness in terms of false positives and false negatives. Table 23.5 compares
the results obtained in the two scenarios. The Snort software operating over the
unfiltered traces has revealed 3579 alerts while it has revealed only 3540 alerts
over the filtered traces.

The relatively large amount of false negatives obtained (190 undetected attacks
over the 3579 ones, according to the unfiltered trace results) is readily explained
and imputable to two relatively marginal technical issues to date still affecting our
current prototype implementation.

The first issue involves the coding of special characters used in uri-content
matching. Our current pre-filter implementation does not yet support the transla-
tion of Unicode characters to ASCII which are provided in Snort by the http_in-
spect preprocessor (whose implementation is out of the scope of our work). As a
result, our pre-filter does not match the Unicode representation of the character ‘‘/
’’. This clearly emerges, for instance, with the rule identified by the sid 895
(message WEB-CGI redirect access), which produced 97 false negatives since its
relaxed version was expected to match the uri-content ‘‘/redirect’’, i.e., including
the special character ‘/’.

The second reason for false negatives is imputable to issues which are not
related to our Snort pre-filter, but appear to be related with specific requirements
of the legacy Snort software in correctly detecting and parsing TCP flows.
Indeed, in order to correctly parse a flow, the Snort software requires not only to
receive the specific packets matching a specific signature, but it also requires
some extra information on the TCP flow itself. To face this issue, we have
implemented a software pre-processing module running on the back-end system
before the actual Snort legacy software, and devised to ‘‘forge’’ TCP ACK
packets and the TCP three way handshake which are filtered out by the HW pre-
filter. Our module appears effective in most of the cases, as it provides a

Table 23.5 Experimental
Result

Unfiltered trace Filtered trace

Alert 3579 3540
False negative 0 190
False positive 0 151

3 Pre-filter architecture details are out of the scope of this chapter. But, in brief, a filtering table
was added to the Snort pre-filter. The table was automatically updated with a flow key extracted
from a matching packet, and managed using an LRU (Least Recently Used) policy. All packets
whose flow matched an entry of the filtering table were then forwarded. This permits to feed the
Snort application operating in the back-end with multiple packets belonging to a same matching
flows, and not only isolated matching packets.
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formally valid input to the Snort software, and particularly the information
needed by the Snort software for determining the state of the session (i.e., if the
session is established or not) and the direction of the packets (i.e., from or to
server). However, the in-depth analysis of the actual false negatives reveals that
even if the relevant signature were correctly captured by the pre-filter and
delivered, in some cases, the extra information (ACKs and TCP handshakes)
forged by the software pre-processing module were insufficient to drive the Snort
legacy software to correctly parse the captured flow.

Finally, note that besides the false negatives detected because of the two above
discussed implementation issues, we would have also expected false negatives to
occur because of signatures spreading across multiple packets. Indeed, our pre-
filter does not perform packet reassembly as this would require to keep per-flow
states, and therefore it is vulnerable to signatures split across multiple packets.
However, in practice, no such cases have been identified, also because we have
employed relaxed rules which are much shorter than the exact rules they were
derived from.

Concerning false positives, we have found only 151 cases. A closer scrutiny
revealed that 134 out of 151 false positives were due to a single rule, namely sid
8428 (i.e. openssl get shared ciphers overflow attempt), which was undetected in
the unfiltered scenario because, in the original trace, the TCP three-way handshake
associated to these alerts were not included in the captured traces (i.e., the relevant
TCP handshake had happened before the trace capture starting time), whereas in
our case the relevant handshakes were properly forged by our software pre-pro-
cessing module. In other words, these 134 cases should be more properly inter-
preted as false negatives of the Snort legacy software because of boundary effects
of the considered packet trace, rather than false positives of the Snort pre-filter).
This leaves an excellent performance of just 17 ‘‘true’’ false positives for our Snort
pre-filter operating on normal real world traffic.

23.7 Conclusions

We presented the design and implementation of an hardware-based front-end pre-
filter for the topmost known Snort Intrusion Detection System (IDS). Moreover,
we have proposed an experimentally-driven heuristic rule adaptation methodology
of the Snort rules so that they can be supported over a commercial, low-end, FPGA
board, meanwhile providing good filtering performance. In particular, leveraging a
large amount of real world traffic traces, we have determined through a cycle of
experiments, how these rules can be properly simplified. Finally we have dem-
onstrated that about 1000 adapted Snort rules can be supported over a low-end
NetFPGA hardware based Snort pre-filter, with 93% data reduction efficiency,
retaining a comparable detection performance with respect to the original, non
adapted, rules.
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Chapter 24

Introducing Privacy Awareness
in Network Monitoring Ontologies

Giuseppe Tropea, Georgios V. Lioudakis, Nicola Blefari-Melazzi,

Dimitra I. Kaklamani and Iakovos S. Venieris

Abstract The availability of IP traffic monitoring data is of great importance to
network operators, researchers and law enforcement agencies. However, privacy
legislation, commercial concerns and their implications constitute an impediment in
the exploitation of such data. In order to allow compliance to the derived issues and
protect privacy without compromising information usability, this chapter leverages
findings from two separate research initiatives and aims at paving the way towards a
unified approach for privacy-aware collection, processing and exchange of data that
stem from network monitoring activities. It investigates the fundamental principles
and requirements for a privacy-aware ontological model in the semantic domain of
monitoring-data management and exchange, as well as a rule-based approach in
specifying the appropriate privacy policies, and enables a clean separation between
data models and security semantics. It pursues the definition of the appropriate
structures for seamlessly introducing privacy awareness in network monitoring
ontologies, including user context, intended usage purpose, data age and privacy
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obligations. Such an approach enables to transfer the expressiveness of legislation
rules into the model and allow their automatic processing.

Keywords Network monitoring � Privacy � Ontology

24.1 Network Monitoring and Personal Data Protection

Intuitively, since network monitoring depends by default on the collection and
processing of information, it raises issues related to the protection of personal data
and is surrounded by legal implications [1]. Furthermore, network-monitoring
activities are of peculiar interest, compared to other domains (e.g., e-commerce),
as far as privacy protection is concerned, for a number of reasons:

• Privacy-sensitive information is not limited to the payload of the network
packets, i.e., the content of the monitored communications. In fact, this case
could be even considered as trivial from a privacy protection point of view,
since the confidentiality of the content can be adequately achieved by using
strong end-to-end encryption. The focus of passive network monitoring is on the
collection of so-called context data [2]. In [3], such data are characterized as
‘‘semi-active’’, in the sense that data collection occurs transparently for the user;
this type of transparent, implicit collection tends to raise greater privacy con-
cerns than those initiated by the user [4].

• While the various protocols’ headers already reveal much information (e.g., a
visited web-site or the peers of a VoIP call), a huge amount of personal infor-
mation can be further extracted from their processing, even if they have been
anonymized. Literature has shown that once a flow can be examined in isolation,
fingerprinting techniques allow deriving personal information from as little as
the basic statistics (i.e., packet sizes and inter-arrival times’ correlation) of the
delivered packets [5–7]. Moreover, as [8] demonstrated, SSL/TLS does not
resist statistical traffic analysis, while meaningful data can be finally extracted
even from ‘‘unsuspicious’’ header fields, such as the IP ID alone [9].

• The network monitoring activities, as well as the underlying categories of data,
have been subject of specific regulations, such as [10, 11] in Europe and [12] in
the USA. Additionally, in many countries, independent protection authorities
regulate and audit privacy protection in communications.

Indeed, the legislation plays a crucial role in the determination of data col-
lection and processing policies, in the context of network monitoring; the under-
lying requirements originate not only from data protection domains (e.g., [13]), but
also from provisions related to public welfare, such as public security. The thor-
ough description of the underlying legal framework is beyond the scope of this
chapter; the reader is referred to [1, 14]. Drawing from the legal/regulatory, as well
as operational aspects of network monitoring, the requirements for a unified
approach to privacy preservation shall concern the controlled access to the data,
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implemented in a privacy-aware manner and complemented by the enforcement of
well-defined strong anonymization patterns. The approach shall be grounded on
the semantics of data, monitoring purpose and roles of the involved entities, as
well as any other constraint that can be characterized as ‘‘privacy context’’.

The challenge of network traces protection has recently been the focus of
several research approaches. Among the most prominent ones, the anonymization
API (AAPI) [15], as well as the IETF IPFIX working group’s initiative for
introducing anonymization support to the IPFIX information model and protocol
[16, 17] are included. Nevertheless, such approaches suffer from being based on
‘‘static’’ anonymization policies, while they are vulnerable to attacks able to infer
sensitive information [18, 19]. On the other hand, approaches based on differential
privacy, such as [20], or mediated trace analysis [21], are effective, but not
applicable in real-time applications.

The FP7 projects PRISM [22] and MOMENT [23], despite their differences,
have both dealt with unified, privacy-aware access to network data, proposing
complementary approaches. The work within MOMENT has focused on a medi-
ator, based on a Service Oriented Architecture (SOA) [24], comprising a unified
interface to heterogeneous measurement infrastructures and data repositories.
An ontology of the IP traffic measurement domain has been developed, in order for
the system to overcome differences between various tools and techniques. The
project has deployed a semantic query interface acting as a front-end for the
plethora of measurement data sources available nowadays, enabling inference and
automatic reasoning capabilities over the retrieved measurement data. On the other
hand, PRISM has proposed a general purpose, privacy-preserving passive network
monitoring system, with privacy-related functionalities spanning across the whole
system, from the traffic probe to the adaptation of monitoring applications. PRISM
grounded its access control and authorization infrastructure on an ontology, con-
ceived on the basis of the data protection legislation.

The aim of the work presented here is to pave the way towards a unified
approach for privacy-aware collection, processing and exchange of data that stem
from network monitoring activities, by contrasting the lessons learned from the
MOMENT and PRISM initiatives and providing inputs to other similar ongoing
activities. Especially, the work described here contributes to the goals of two
initiatives in which the authors are active. On the one hand, the FP7 project
DEMONS [25] is presently dealing with similar issues, aiming at privacy-
preserving mechanisms for cooperative network monitoring. On the other hand,
the ‘‘Monitoring Ontology for IP traffic’’ (MOI) [26] Industrial Specification
Group (ISG) of the European Telecommunications Standards Institute (ETSI)
deals with the specification of a semantic model for the description of network
monitoring information, in order to allow interoperable IP Traffic Monitoring and
Analysis techniques and protocols.

The rest of this chapter is organized as follows: Section 24.2 provides an
overview of the two projects, MOMENT and PRISM, while Sect. 24.3 discusses
the derived requirements for a privacy-aware approach in designing ontologies for
the network-monitoring domain. Based on these requirements, the ETSI MOI ISG
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considerations for a combined semantic model are outlined in Sect. 24.4. Some
concluding remarks are provided in Sect. 24.5.

24.2 Two Perspectives on the IP Traffic Measurement Domain

While MOMENT and PRISM have drawn from different backgrounds and origi-
nated from different scientific communities, both projects extensively acknowl-
edged the manifold advantages of using ontologies, which provide a vocabulary of
concepts and relations to describe a domain and stress knowledge sharing and
knowledge representation [27], in the design of traffic monitoring infrastructures.
This section summarizes their main characteristics.

24.2.1 The MOMENT Perspective

Under the umbrella of the MOMENT project, an ontology comprising all aspects of
the IP measurement domain has been developed [28, 29]: it includes a Data
ontology, a Metadata ontology, an Upper ontology and an Anonymization ontology.
The Data ontology describes the hierarchy of the different kinds of measurements
and their relations to the physical components of the network; the Metadata
ontology describes all the information about how the measurements are stored, how
and when they were measured, etc. All concepts common to those ontologies, such
as time, units and context, are described in an Upper Ontology and finally, the
Anonymization ontology describes dependencies between the possible anonymi-
zation strategies that data have to undergo, prior to being released to the user
requesting them, and the role and purpose of such a user within the community of
people interested in network measurements.

This design allows for information to be placed at different abstraction levels,
including the definition of specific class of measurements that are derived from
generic ones and introducing the concept of meta-information (so that users can
also request a view of what the system knows and what they are allowed to ask).

Several iterations were needed to achieve a generic and powerful enough
model, which is able to accommodate for all the schemas contained inside all data
repositories that are connected to the MOMENT mediator. First iterations on the
ontology were designed based on a strict hierarchy of network measurements
categories, onto which many data sources failed in smoothly mapping their data.
This approach has changed in later revisions of the semantic model, see [29], and
the final Data ontology gives much more importance to the details of the infor-
mation the measurement carries within itself, rather than trying to assign the
Measurement class to one of a set of predefined categories under a fixed
hierarchy. Specifically, information carried by the measurement is modeled
through the hasMeasurementData property and the instances of
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MeasurementData subclasses, one for every possible measurement value.
Other high-level concepts such as Route, Capacity, etc., which cannot be
determined with single values, are represented with the Metric class.

Moreover, since its definition, the MOMENT project has also been concerned
about obfuscation of certain fields of the data, which are passed to the end-user, in
order to enforce a layer of anonymization for protection of the data originator. The
PolicyObject is the cornerstone of the Anonymization ontology, as shown in
Fig. 24.1. It can be viewed, in OWL terms, as an N-ary relation that associates
together a number of UserRoles and a number of UsagePurposes, applied to
a number of PrivacyScopes. The PolicyObject specifies a well-defined
AnonymizationStrategy and an associated AcceptableUsePolicy.
The AnonymizationStrategy is composed of a group of Anonymiza-
tionTargets and an AnonymizationBackend to support and implement
that strategy, i.e., the specific external tool that will ultimately be invoked to do the
real anonymization job.

Two innovative ideas are applied to the Anonymization ontology: the Network
Data Age and the Acceptable Use Policy. The first technique is employed to
capture the common concept that, when a Measurement was generated a long ago,
it usually becomes less sensitive, so than a looser anonymization scheme could be
enforced. This is captured by the DataAge value partition class, together with a
dynamic behavior attached to that class, and based on fuzzy membership func-
tions. It provides a convenient way to store the chosen linguistic labels (i.e., OLD,
RECENT, NEW) inside the ontology. The fuzzy approach allows bridging of
precise numerical values (date/timestamp is converted into number of seconds
elapsed since the measure was taken) to all provided linguistic labels (to a different
degree with each one of them) via a fuzzy membership function.

Fig. 24.1 MOMENT Anonymization ontology
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The Acceptable Use Policy simply represents an informative document,
although structured, about what the provider expects from the user regarding the
usage of the data that the provider itself is willing to release. This approach can be
regarded as a kind of End User Legal Agreement, but in the field of network
measurement. At the time of release of the results to the end-user, the AUP is
constructed on-the-fly by the system based on the applied policy and it is given
back to the user together with the results.

24.2.2 The PRISM Perspective

Given the importance of semantics in personal data protection, the PRISM
ontology [30] has been developed in order to become the semantic implementation
of a privacy-aware access control and authorization model [31], specifically
devised for the protection of network monitoring data. The PRISM access control
mechanism constitutes a two stage approach, where the underlying policies are
described by means of semantically defined X.509 Attribute Certificates [32], as
far as their static part is concerned, while the dynamic ‘‘privacy context’’ is
evaluated in real-time, by means of direct ontological reasoning.

Essentially, the PRISM ontology defines access control rules as associations of
data types, monitoring purposes and operational roles. In that respect, the instances
of the Rules class implement the access control provisions, by connecting
instances of the PersonalData, Purposes and Roles classes, respectively.
Each of the latter three classes is characterized by a number of OWL object
properties, defining different directed graphs over the same sets of instances:

• The instances of the PersonalData class are hierarchically organized in
three different ways. The inheritsFromData object property specifies
inheritance of properties, the lessDetailedThan and moreDetailed-
Than define detail level transitions, while the containsType property puts
in place an AND-tree hierarchy.

• Purposes are organized by means of two relations that define OR-tree and AND-
tree hierarchies, implemented by the inheritsFromPurpose and con-
sistsOf properties defined over the instances of the Purposes class.

• Similarly, the inheritsFromRole and isPartOfRole properties define
OR-tree and AND-tree hierarchies over the different roles of the system.

The instances defined as members of these three classes have been selected
after the elaboration of data models, as well as the actual needs identified in the
context of the project and described as requirements. In that respect, the Per-
sonalData class contains types coming from the network (IPv4 and IPv6) and
transport layers and application-specific data, as well as data types of the IPFIX
protocol [16], which is extensively used by the PRISM project. The Purposes
class includes a variety of monitoring purposes coming from heterogeneous
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domains, while the Roles class reflects a simplified, yet realistic, operational
structure within a network operator.

Each rule specifies three aspects of data management: read access rights, write
access rights and data retention. When the rule is subject to conditional provisions,
the appliesUnderCondition property links the rule with some instance of
the Conditions class, which specifies spatial, temporal and history-based
conditions for the enforcement of the rule in question. Moreover, each rule defines
possible complementary actions that should be executed along with the rule’s
enforcement, frequently referred to in the literature as ‘‘privacy obligations’’ [33].
Finally, each rule can have meta-rules, reflecting concepts such as inheritance.

The PRISM ontology introduces also the concept of exclusive combinations of
data. In this context, the semantic definitions of different data types may be
members of relations that are defined as ExclusiveCombinations instances
and impose restrictions on the disclosure of some data types depending on prior
disclosure of other types.

For the specification of anonymization norms, the PRISM ontology incorpo-
rates the DataTransformations class, the instances of which specify the
processing actions that lead from a set of data types to another. Each transfor-
mation is linked to an instance of the Components class containing the
‘‘semantic signatures’’ of PRISM processing components, being either proprietary
Java modules or wrapped functionalities offered by the AAPI [15]. It should be
noted here that what this class’ instances specify is the capabilities offered by the
underlying PRISM systems. The actual transformations that take place comprising
the anonymization strategy, are determined in real-time based on the ontological
reasoning and take the form of a workflow specification.

While a more detailed description of the PRISM ontology can be found in [30],
Fig. 24.2 presents a simplified version, illustrating the most important intercon-
nections between the PRISM ontological entities.

Fig. 24.2 PRISM ontology
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24.3 Requirements for a Unified Model

Each of the models proposed by the PRISM and MOMENT projects was repre-
sentative of the needs of a set of stakeholders, with the sets having some overlap in
interests. Nevertheless, in order to be able to provide a solution that satisfies all
stakeholders (telecom companies, researchers, the legislator and law enforcement
agencies, as well as the users of the networks) whilst providing necessary levels of
security and accessibility to the measurement data, a higher-level approach in the
definition of the requirements supporting privacy-awareness via the various con-
cepts and techniques involved is necessary.

Semantics of the Networking-Measurements Domain

First of all, an integrated approach shall both tackle the privacy-protection issues
involved in any activity of IP traffic collection, storage, analysis and, within the
same design, ease the access to the available repositories of IP measurements,
helping to solve interoperability issues and the formulation of complex, seman-
tically-enriched queries to the various distributed databases.

This means that the model should be equally focused on data processing and on
data sharing operations. Thus, the ontology must not lack support for measure-
ments specifically focused on targets which do not fall into the ‘‘flow’’ paradigm,
meaning, for example, that a graph for concepts such as link bandwidth or capacity
must be directly supported, since it evades the classic four-tuple {sourceIP,
sourcePORT, destIP, destPORT} paradigm. This allows the model to manage
measurements which are part of self-contained experiments and form collection of
packet traces, possibly already stored in internal data bases, rather than only
serving the purpose of observation and filtering of real-time traffic flows.

On the other hand, the conceptual model must not lack the high-level concept of
a ‘‘flow’’, that is an end-to-end long term packet stream, and be able to enforce
analysis patterns and security procedures in such cases as the capture of an SSH
session or of an HTTP download between two hosts.

Interoperability and Communications Paradigm

Mechanisms for data collection and management in the realm of IP measurements,
meet more and more the Data Exchange paradigm as opposed to the Data Pub-

lishing. In the latter, the owner of the measurements database can publish the data
so that they are available to the community and the other stakeholders, whereas in
the case of Data Exchange the (even real-time generated) data are exchanged with
other peers, meaning also the possible back-office systems of the own organiza-
tion. Under this paradigm, data querying capabilities are to be ensured and the role
of the security and privacy ontology is to reveal to the involved parties only a
controlled sub-set of data. Thus, the model should be able to capture concepts such
as:
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• The peers of the data exchange, along with the means for their authentication
and authorization.

• The underlying purpose and intended use of the data.
• Information, consent and any other action to accompany the exchange.
• Data retention periods and the associated provisions for their deletion.
• Level of trust of the data.
• Information about quality, location, creation of the data.

The decision process must be enabled to take such information into account
when defining the sub-set of data to disclose to the requesting party.

Separation Between Model and Rules

The set of rules needed to control the sub-set of data to release or obfuscate must
abstract the complexity of privacy requirements [14], in order to facilitate its
selection, automation and enforcement at the process level. Within the term
‘‘privacy requirements’’ all obligations involved in the process of sharing and
processing the data have to be considered. A fundamental requirement for this to
be accomplished is that the security and privacy model should be neatly decoupled
from the model of the network-monitoring data it operates on, meaning that the
design must decouple the privacy aspects from their respective data models.

Moreover, since legal rules are usually expressed in the form of if–then clauses,
relationships and implications about privacy and security that are hard to be
expressed in OWL due to its limited expressiveness for describing such properties,
need to be modeled by adopting a notation to express the privacy constraints
similar to the Semantic Web Rule Language (SWRL) [34]. The adoption of SWRL
and the associated Semantic Query-Enhanced Web Rule Language (SQWRL) [35]
query language, allows for direct incorporation of OWL constructs inside the
specification of rules, by maintaining a clean separation between rules and model.
This approach allows for seamless representation of a privacy policy, stating for
example that ‘‘link delay measures from Italian telecom operators sent to research
institutions must be accompanied by a non-disclosure agreement’’, without any
need to clutter the data model with classes representing the concept of ‘‘non-
disclosure agreement’’. This additionally permits customization of privacy policies
to specific environments or for specific purposes, without the need to restructure
the data model or even to fully understand its details.

Implications for the Privacy Due to the Architecture of the Data Model

A clear distinction between schema (classes) and data (individuals) should be
maintained. It allows distinguishing between model developers and model users.
Up to now, the adoption of a class-only paradigm for modeling a complex domain
has suffered from the availability of the SPARQL query language [36] only, which
struggles in when the simple and elegant triple-based RDF representation of the
OWL model is obfuscated by class-only property restrictions. The availability of
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SQWRL changes this scenario. Under this respect, privacy-awareness in the net-
working measurements domain is quite challenging, since it is quite normal to deal
with terabytes of data that we would like to naturally fit as OWL individuals.
Although a raw import of measurement data into the ontology for privacy-com-
pliant processing is still to come, a clean model supporting this view by means of
standard tools is the correct approach, together with aggregation techniques that
reduce the computational burden. Proprietary tools running outside (i.e., executing
workflows on the packet traces) would need to comply with the inferred policies.

24.4 Combining Semantic Models

Keeping all requirements discussed in Sect. 24.3 in mind, this section leverages the
experience gained through MOMENT and PRISM projects, and describes con-
siderations for a unified model which shall cover all aspects of traffic monitoring,
including the semantics for a privacy-preserving handling of measurement data.
Table 24.1 summarizes the main points of MOMENT and PRISM, which are the
starting point of the ETSI MOI ISG. This initiative has already performed the first
steps towards a combined semantic model.

Something that immediately differentiates the two approaches concerns their
overall structure. On the one hand, MOMENT defines four different ontologies in
contrast to PRISM, which adopts an integrated approach; on the other hand, the
classic ‘‘classes vs. instances’’ [37] design strategy dilemma further differentiates
the two projects. These two fundamental differences originate from the purpose
and scope of ontologies’ use in the context of these projects.

PRISM uses the ontology as the very detailed privacy configuration of its
underlying systems and all decisions are highly dynamic in nature, especially since
they apply not only to data stored in repositories, but also to data collected in real-
time. In that respect, dynamic data processing workflows are being specified on-
the-fly, taking into account all the underlying parameters; reasoning in PRISM
relies on a variety of attributes, and the ‘‘classes approach’’ together with a legacy
reasoner are unable to return the desired results. Therefore, and in order to achieve
the desired flexibility, PRISM has preferred heavy use of instances and the pro-
prietary PRISM reasoner operates on several complex graphs that are defined over
the instances clouds.

On the other hand, MOMENT makes use of ontologies the ‘‘classical’’ way.
While interoperability has not been an issue for PRISM, in MOMENT it plays a
very fundamental role and the design adopted is based on that. In fact, MOMENT
fosters interoperability between its mediator and a variety of data sources and the
ontological model aims at being the enabler for the seamless operation of
the underlying SOA-based systems. In order to be general enough and serve the
purpose of being a semantic vocabulary between heterogeneous systems, the
privacy-awareness-related part of the model is separated from the specific way IP
measurement data are modeled. In order to avoid rewriting the Anonymization
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model each time the Data model changes, as well as to achieve a perfect decou-
pling between the description of how IP traffic measurements have to be obfus-
cated and the description of IP traffic measurements themselves, the
Anonymization Ontology avoids embedding any direct reference to the specific
Data Ontology classes; the necessary mapping of the classes from the privacy-
aware part to the measurements part is done by some runtime Java code.

While each approach perfectly achieved its goals, when having in mind a
unified approach, the features of each of the two may become either advantages or
disadvantages and, therefore, a unified proposal must exploit certain aspects of
each model. With interoperability being the bottom-line requirement for

Table 24.1 Summary of the MOMENT and PRISM approaches

Aspect MOMENT perspective PRISM perspective

General structure 4 discrete ontologies (Data,
Metadata, Upper,
Anonymization), classes-based

Integrated ontology, instances-based

Data types
representation

Sub-classes of the
AnonymizationTarget
class

Instances of the PersonalData
class, with three different
hierarchies

Purposes
representation

Sub-classes of the UsagePurpose
class

Instances of the Purposes class,
with two different hierarchies
(AND-tree and OR-tree)

Roles
representation

Sub-classes of the UserRole class Instances of the Roles class, with
two hierarchies (AND-tree and
OR-tree)

Rules definition Rules serve for the association of
anonymization strategies to roles,
purposes and anonymization
targets

Access control rules, with additional
provisions regarding conditions,
obligations

Anonymization
strategy
definition

Static; the Anonymization Ontology
defines some pre-specified
anonymization strategies

Dynamic; the anonymization
strategies are specified in real-
time by means of ontological
reasoning and taking into account
all the contextual parameters that
apply

Anonymization
implementation

The Anonymization module calls
external anonymization back-
ends, with AAPI [15] wrapper
included

The ontology contains ‘‘semantic
pointers’’ to PRISM software
components (incl. AAPI wrapper)

Privacy
obligations

N/A Per rule definition, using explicit
properties

Exclusive data
disclosure

N/A Implemented by means of the
ExclusiveCombinations
class

Additional
‘‘privacy
context’’

Data age Temporal, spatial and history-based
restrictions, exclusive data
combinations

Management of
measurements

Measurements are represented as
instances of the Measurement
class

Measurements are managed outside
the ontology
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standardization, we consider here the MOMENT approach as the basis of the
unified approach and investigate the additional features that should be adopted
with respect to the PRISM approach; the major point for their conceptual inte-
gration is the MOMENT Anonymization Ontology.

Concerning the representation of data types, monitoring services and purposes,
as well as the roles of the involved entities, the MOMENT Anonymization
Ontology already defines such entities; in order to become PRISM-enabled, the
corresponding classes (AnonymizationTarget, UsagePurpose and Us-
erRole) can be replaced by the equivalent PRISM classes, which should though
be relieved from their interoperability restrictions. In that respect, these structures
should be extended by the flexible string matching approach used in the
MOMENT model. This way, the unified approach takes advantage of both the
detailed hierarchical relationships defined by PRISM and the interoperability and
flexibility features of MOMENT.

With respect to the definition of rules, a merge of the two approaches’ concepts
is deemed necessary. PRISM suffers from the lack of concrete pre-defined anon-
ymization patterns, while MOMENT needs to be extended for supporting real-time
strategies specification. Therefore, we envisage defining rules that can be used for
real-time decision making, like in PRISM, but expressed in SWRL and directly
interconnected to the MOMENT anonymization strategies. In addition, these
strategies should be extended with support for privacy obligations, with the latter
becoming actually an integral part of the strategies. It is noted that there is a great
similarity of the two projects regarding the specification of the software func-
tionalities that implement anonymization; the pre-defined vs. dynamic strategies
difference does not have any essential effect on this.

On the other hand, an interesting aspect of the combined approach is the so-
called ‘‘privacy context’’, since the two projects have followed quite different
approaches. The unified model should provide support for the temporal, spatial,
history-based and exclusive data combinations of PRISM, as well as the
MOMENT mechanism for taking into account the age of the data, which applies to
stored records. We propose a class similar to the PRISM’s Conditions, which
will additionally include the MOMENT’s provisions regarding the age of the data.
Such a class should be related with both the rules themselves, as well as the
anonymization strategies, for their conditional application, while it should also be
supported by the MOMENT fuzzy matching mechanism for the interpretation of
‘‘linguistic’’ categories, e.g., ‘‘recent measurement’’ with the numerical values
(usually a date in MM:DD:YY:HH:MM:SS format) inside the rows representing
the measurements, coming from the databases.

24.5 Conclusions

Standardizing network measurement parameters, algorithms and protocols is the
basis of any fair service level agreement and interoperable network management,
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as well as cooperative network monitoring. Only very recently the network
monitoring community is embracing the concept that this standardization activity
cannot neglect privacy concerns. When privacy-preserving techniques are applied
to the network monitoring domain, several challenges arise which this chapter
outlines, and an integrated approach must be devised based on a combined
semantic model enhanced with reasoning functionalities that adequately cover the
specific domain. In this context and starting from the mature work of two EU
projects, this chapter has investigated the similarities and differences of their
semantic models, trying to come up with general requirements and design patterns
for a privacy-aware approach to network measurement. Apart from being incor-
porated in the DEMONS project [25] work, the findings of this chapter will
ultimately help the achievement of the ETSI MOI ISG [26] goals.
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Chapter 25

Rights Management in Architectures
for Distributed Multimedia Content
Applications

Jaime Delgado, Víctor Torres, Silvia Llorente and Eva Rodríguez

Abstract There are several initiatives working in the definition and implementation
of distributed architectures that enable the development of distributed multimedia
applications on top of them, while offering Digital Rights Management (DRM)
features. In this chapter, the main features of the MPEG Extensible Middleware
(MXM) (ISO/IEC, http://mxm.wg11.sc29.org, 2010) and the new Advanced IPTV
terminal (AIT) (ISO/IEC, ISO/IEC JTC1 SC29/WG11 N11230, 2010), which
together will form a future second edition of the MXM standard (renamed to Mul-
timedia Service Platform Technologies) are presented. On the other hand, the
DMAG’s (Distributed Multimedia Applications Group (DMAG), http://dmag.ac.
upc.edu, 2010) Multimedia Information Protection and Management System
(MIPAMS) (Torres et al., Springer, Heidelberg, 2006) is also presented, highlighting
the common ground and differences between MIPAMS and the standards. A set of
usage scenarios is also proposed to show howMIPAMS enables the development of
applications, on top of it, which deal with the needs of content creators, distributors
and consumers according to different business models.

Keywords Digital Rights Management � Business Scenarios � Standardisation �
Content Management Architectures � Multimedia Applications

25.1 Introduction

Three standard or standard-based initiatives need to be taken into consideration
when dealing with multimedia applications based on Digital Rights Management
(DRM) technology. On one hand, the MPEG Extensible Middleware (MXM) [1]
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and the Advanced IPTV terminal (AIT) [2], which will merge into the second
edition of the MXM standard, renamed to Multimedia Service Platform Tech-
nologies (MSPT), are the main initiatives from standardization bodies. On the
other hand, the DMAG’s [3] Multimedia Information Protection and Management
System (MIPAMS) [4] is a relevant standards-based architecture implemented as
the basis to develop further applications. MIPAMS is not the sole architecture
providing DRM features (refer to [5] for a survey), but we will focus on it in
relation to the mentioned MPEG standards.

Most of literature refers to DRM as a means to restrict what users can do with
content but, in fact DRM can be used in other contexts. However, we have
identified several scenarios where DRM architectures enable the development of
alternative applications on top of them, as detailed next.

Content registration, protection, search, licensing and access control. This
scenario covers a system with full functionality, including content registration and
protection; it offers publication, content search, purchase and licensing, authori-
zation and access control. In this case, we first need an interface for content
creators to register and publish their content and determine and modify their offers.
This functionality is provided by means of specific user applications for editing or
otherwise integrated in a web portal. In this scenario, once content is registered, it
can be linked from external sites to license it through the mentioned portal, which
means that the content promoted in external sites can include specific links
towards the licensing portal. Moreover, apart from being linked from other sites,
the portal itself would also be useful for promotion.

Content registration and licensing. This scenario is applicable to those cases
where there are well established sites that deal with the promotion and collection
of content, but for which licensing is not a part of their business model (e.g. Flickr,
Picassa, Panoramio, Youtube, etc.). Although content can be directly accessed
from those sites, it may be distributed under some restrictions that do not enable
users to use it for free. This is the case when content is distributed e.g. under
copyright (‘‘all rights reserved’’) or Creative Commons Non-Commercial models
[6]. In this scenario, the DRM architecture could be used to implement a trading
portal, devised for formalizing the rights acquisition for personal or professional
usage. Content owners or rights holders are responsible for registering content in
the trading portal and providing the link towards it. As in the previous scenario,
content can be linked from external sites.

Content registration, licensing and access control without protection. This
scenario extends the previous one by adding the access to content after the
license purchase, which would be authorization-based, but giving the unprotected
content to the purchasing user so that they can enjoy it without further DRM
restrictions.

Content registration, search, licensing and access control without content

management. This scenario is devised for content providers or distributors that
want to use their specific protection mechanisms and content management systems
so that content does never leave their well-established systems. In such scenario,
when registering content in the DRM Architecture, specific proprietary identifiers
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are used for identifying external content. Once objects are registered, rights offers
can be published and licenses issued without any technical restriction. Content
providers or distributors will have to design their own applications that access
content, such as players and editors, in order to manage the access to encryption
keys and content from their systems, or otherwise provide an API so that their
content can be accessed from third-party applications.

Content registration, protection, search, licensing and access control for lim-

ited capabilities devices. Since this scenario involves limited capabilities devices,
in some cases, the encryption strength being used should be limited so as not to be
detrimental to the devices performance.

Content registration and licensing through external services. This last proposed
scenario is based on the usage of registration functionalities, leaving content
licensing for being tackled by external sites or services. In this scenario, the DRM
architecture should act as a mere intellectual property registry, proving content
ownership and offering the possibility to link content with external sites that deal
with its commercialization.

In subsequent sections, after describing MIPAMS, MXM and AIT, we will
illustrate how MIPAMS has been used to implement these scenarios.

25.2 The DMAG’s MIPAMS Architecture

MIPAMS (Multimedia Information Protection and Management System) [4] is a
service-oriented DRM platform developed by the DMAG (Distributed Multimedia
Applications Group) [3].

The MIPAMS architecture is based on the flexible web services approach, as
it consists of several modules and services, which provide a subset of the whole
system functionality needed for governing and protecting multimedia content.
One of the advantages of having service-oriented DRM functionality relies on
the possibility of decoupling it into different subsystems depending on the needs
of the application that is going to be implemented, while being able to share the
same common services between different applications with different require-
ments, thus reducing costs. MIPAMS encompasses an important part of the
content value chain, from content creation and distribution to its consumption by
final users.

Figure 25.1 depicts the MIPAMS architecture, for which we provide next a
general overview of its components and the different services being offered.

The Content Service (CS) enables applications to upload and download digital
resources such as audio or video files, text documents, etc. Those resources can be
optionally encrypted under request, according to the available encryption mech-
anisms it provides. If encryption is selected, the protection keys will be first
requested to the Protection Service and then registered through the same service,
once encryption is performed. Content upload requires content to be uniquely
identified. Since MIPAMS deals with single resource objects, the identifier being
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associated to content will be the same one used for the object that contains it, and
must be passed as input argument. This identifier can be requested to the Object
Registration Service prior to the content upload, or obtained from an external
application using MIPAMS (it depends on the scenario).

The Object Registration Service (ORS) enables applications to request a digital
representation of content and metadata (i.e. digital objects) to be generated and
registered in the system. Content and metadata are packaged together following
the MPEG-21 Digital Item [7] approach. Once registered, objects are digitally
signed by the ORS so that they can be checked for authenticity and integrity. The
ORS also provides unique identifiers for those applications that need to upload
content to the CS, as already explained.

The License Service (LS) deals with rights offers and the issuance of licenses.
Rights offers are set up by content creators or rights holders after registering
content. They include the rights being offered for acquisition by other users and the
conditions being applicable to those rights. License issuance refers to the process
by which a license is generated as the result of a rights purchase, acquisition or
because a rights holder directly grants some user a set of rights. Licenses are
expressed using MPEG-21 Rights Expression Language [8].

The Authorization Service (AS) checks whether a user owns any appropriate
license that grants him the right to perform a requested action (e.g. play) over a
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digital object. The authorization is based on the mechanism defined in [8]. The AS
shares the access to the license repository with the LS. If the user is able to
perform the action and the requested content is encrypted, the AS will retrieve the
encryption keys from the Protection Service and return them to the requesting
application. This is the only means for accessing encryption keys, which is per-
formed as an atomic operation.

The Protection Service (PS), as introduced before, generates encryption keys
upon request, registers encryption keys associated to uniquely identified content
and provides the encryption keys for protected content to the AS. When using
MPEG-21 Intellectual Property Management and Protection [9] scheme and
descriptors, the PS also offers the possibility to download the protection tools
being used by those applications that might be out-of-date.

The User Application (UA) is the player, edition tool, browser or any other
means that is managed by the user to deal with the DRM functionality, such as
registering and accessing protected contents. The UA may have an internal trusted
module or intermediary to enforce DRM, which could consist of a secure local
repository for licenses, protection information, offline operation reports and other
critical data. In those cases, it may be responsible for estimating tool fingerprints,
require offline authorizations, unprotect content, track offline operations and
manage content protection information.

The Intermediary may be an integral part of the UA or otherwise be located in
the server part (e.g. web portal, brokerage service) to reduce the UA complexity. It
can be seen as a broker to whom the UA requests different operations to be
performed, as object registration, content upload, rights offer management, license
acquisition, authorization, etc.

The Search Service (SS) enables applications to perform accurate searches
amongst metadata in the MIPAMS system. That is, it is the front-end for
requesting any information present in MIPAMS services databases. Thus, it can be
used for searching content, licenses, offers or reports or a combination of them.

The Reporting Service (RS) collects usage reports regarding the registration of
objects, the issuance of licenses and the authorizations being performed. It is also
capable of building standards-based representations of those reports, such as
MPEG-21 Event Reports [10]. Those reports may be used for computing statistics
as well as for billing or tracking purposes.

The Authentication Service (ATS) is needed to authenticate the identity of
users. It generates SAML (Security Assertion Markup Language [11])-based
tokens that identify MIPAMS users. Any service in the MIPAMS architecture
will require a token argument to be provided in order to authenticate users.
Tokens are digitally signed by the ATS, so that they can be checked for
authenticity and integrity by the receiving service. Moreover, the ATS deals with
user registration and management (i.e. personal data modification, user account
deactivation, etc.).

Finally, there is a need for having a recognized Certification Authority (CA),
which issues credentials for the different Components and Actors in the system, as
X.509 certificates and private keys for the different architectural components.
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25.3 Standard Architectures: MXM and AIT

Towards MSPT

The MPEG Extensible Middleware (MXM) [1] is an initiative of the MPEG
standardisation group (ISO/IEC JTC1 SC29/WG11). This standard specification
defines a middleware platform and a complete set of APIs and protocols for the
management of digital content. It promotes the reusability of the MPEG tech-
nologies that provide the required functionalities to interoperable Digital Rights
Management architectures such as that described in [12]. The MXM standard
comprises four public documents, which include the MXM architecture and
technologies [13], MXM application programming interface [14], MXM reference
software [15] and MXM protocols [16].

The relationship between MIPAMS and MXM is mainly related to some of the
protocols defined by MXM. In fact, some MIPAMS services (ORS, CS, RS and
LS) follow and implement the concepts behind MXM protocols related to Content,
Licenses and Event Reports. MIPAMS also implements part of the MXM engines
(Digital Item Engine, REL Engine, etc.), but it does not implement any func-
tionality for modifying digital resources (image, video, audio, graphic, etc.) as it
works at a higher abstraction level, the one described by MPEG-21. As digital
resource operations are not implemented, Digital Item Adaptation operations
considered in MXM have been discarded in current version of MIPAMS. In
previous versions of our architecture, we considered MPEG-21 Digital Item
Adaptation [17] operations but only to include MPEG-21 DIA expressions into
MPEG-21 REL [8] licenses for authorizing complex digital resource adaptations to
be rendered in limited capabilities devices (e.g. mobile devices) [18].

The Content Search and Security Engines described by MXM are also consid-
ered into MIPAMS Search Service and Protection Service, respectively. Regarding
MPEG-21 Media Value Chain Ontology (MVCO) [19], we are implementing an
authorization engine based on this ontology to be integrated in MIPAMS.

The authorization engine, either REL-based or MVCO-based, depends on the
needs of the final user application using MIPAMS. To sum up, MIPAMS implements
most of the engines and protocols described in MXM, although we have used a
different approach in some cases. Regarding the functionality defined in MXM that is
not part of MIPAMS, we are going to implement MVCO-based authorizer, but we do
not plan to include low level resource (audio, images, etc.) operations for the moment.

On the other hand, the Advanced IPTV (AIT) [2] is a joint initiative of MPEG
and ITU-T SG16. These two groups started together the standardisation of a set of
protocols and interfaces to enable new multimedia services in different environ-
ments, for example broadcasting. The requirements for an AIT terminal were
defined [20] in conjunction with a set of candidate existing technologies that
satisfied some of them. Then, a Call for Proposals was issued in January 2010 and
the responses, fulfilling some of the requirements, were evaluated during the
92nd MPEG meeting (April 2010). Since some of the requirements had not
received enough contributions, a second Call for Proposals [21] was launched.
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Responses with relevant technologies were evaluated [22] during the 93rd MPEG
meeting, in July 2010. It was decided that the selected technologies should be
integrated with the existing MXM specification resulting in a second edition of
MXM, to be renamed to Multimedia Service Platform Technologies. This second
edition is now in an initial stage. For example, Working Drafts have been produced
for the part on Basic Services [23], which initially was only dealing with the MXM
protocols, and the new part on Service Aggregation [24], still in a very early stage.

Although, as already mentioned, AIT is still in a very early stage of development,
we are already in a position to compare it withMIPAMS. There is a close relationship
between MIPAMS and AIT, as MIPAMS already implements several services
described as AIT Elementary Services in [2], especially those related to content,
licenses and event reports. MIPAMS also implements several services related to
users and services, mainly the ones related to authentication and authorization.

Regarding contracts, we do not implement any functionality inside MIPAMS
current version, but we have some background on this area developed during the
AXMEDIS project [25], where we analyzed several contracts from partners related
to the audiovisual environment and we implemented an application for trans-
forming textual contracts into MPEG-21 REL licenses. Our experience in this field
has been reflected in a contribution to the AIT first call for proposals for the
elementary services related to contracts [26]. We improved this contribution for
the second call for proposals [21] and, as a result of this, a new part of MPEG-21
(part 20), called Contract Expression Language [27], has been launched.

On the other hand, MIPAMS does not include the implementation of the AIT
elementary services related to devices, since this functionality is not required in
our current scenarios. However, in other contexts, we have defined and imple-
mented operations over devices, as in the AXMEDIS project (see Sect. 25.4.5), but
we decided not to include them on MIPAMS as they eventually depend on the final
user application (or in the intermediary) or they may change from application to
application and need to be implemented according to the application requirements.
Nevertheless, we are considering the specification of AIT devices functionality in
a specific new module or as an extension of the ATS service.

Regarding services related to groups, in the IPOS project [28] (see Sect. 25.4.3)
we have implemented grouping functionality in order to permit users to act as a
single unit, while being flexible enough to support different shares. This specific
part of IPOS can be easily integrated into the MIPAMS architecture by extending
the authentication service, whenever it is needed.

Finally, it must be noted that the first implementations of MIPAMS were made
before the start of work on MXM and AIT [29].

25.4 Digital Rights Management Integration

In this section we present the results of some research and development projects
where we have implemented the usage scenarios identified in the introduction
(see Sect. 25.1) using MIPAMS services and modules.
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25.4.1 Content Registration, Protection, Search, Licensing

and Access Control

This scenario has been implemented in Musiteca [30], a research project funded by
the Spanish Administration. In this project, we have used some of the services
conforming MIPAMS (LS, RS, ATS, CS, ORS, SS and CA) to implement a
content creation platform. The access to the Musiteca repository is done through a
portal that enables the registration of content, the purchase of content (licensing)
and the access to the content purchased after the user is authorized. The actions
performed by the different users of the system are registered using the reporting
functionality provided by RS. Figure 25.2 shows a screenshot of the portal, where
content is being rendered.

25.4.2 Content Registration and Licensing

This scenario has been also implemented in Musiteca [30]. Figure 25.3 shows how
content is linked from an external site, the Musiteca Freebase database [31], which
holds information about musical content in the Musiteca project, to a specific
trading or licensing portal.

25.4.3 Content Registration, Licensing and Access Control

without Protection

This scenario has been implemented in the Intellectual Property Operations Sys-
tem (IPOS) [28], a Content Management System (CMS) resulting from several
software developments done by the DMAG under different contracts with

Fig. 25.2 Protected rendering in a specific DRM portal in Musiteca

342 J. Delgado et al.



NetPortedItems [32], a Spanish SME company. This CMS provides content
authors the possibility of registering their work into the CMS. An author may even
describe how other authors can use their work for deriving new content. This
information is described using LS licenses, where we have added a special con-
dition called Rights over Derivatives (ROD) [33, 34]. This condition indicates the
percentage of the income that someone gets from a derivative work that is required
to return to the original author. When an author creates derived content from an
existing work and gets any revenue from it, the CMS follows back the chain of
works, calculates the money for each author from the ROD condition and creates a
report for each author informing of this fact. Reports can be consulted at estab-
lished time periods to give each author the corresponding revenues. This system
makes use of all MIPAMS services through a dedicated portal. Figure 25.4 shows
a sample screenshot.

25.4.4 Content Registration, Search, Licensing

and Access Control without Content Management

This scenario has been implemented in CulturaLive [35], a research project funded
by the Catalan Administration. In this project, we have integrated, using Web

Fig. 25.3 Licensing link from Freebase to a specific trading portal in Musiteca
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Services, MIPAMS LS, AS and RS into an existing system offered by another
project partner [36] that provides audiovisual content to be broadcasted live
through Digital Terrestrial Television (DTT) by televisions participating in the
project. With our modules, content purchases can be tracked, as we register each
license acquisition and authorization result (positive or negative) into a reporting
database. This database can be later consulted for billing purposes. It is worth
noting that digital content to be broadcasted is not managed by MIPAMS but
directly by the different TV channels and SME’s in the project consortium. This
gives an idea of the integration capabilities of the MIPAMS platform.

25.4.5 Content Registration, Protection, Search, Licensing

and Access Control for Limited Capabilities Devices

This scenario has been implemented in some projects of our research group (e.g.
AXMEDIS [25], but also in other projects) in a slightly different way. In such
projects, the modules involved in the authorization of user actions were located
inside the mobile device. In this way, when the user wanted to consume some
content, the license for authorizing this action was inside the mobile. This was
done to avoid calling external services, as it involved a phone call or data trans-
action that might involve a non-negligible cost for the user. Moreover, mobile
devices used a specific licensing schema (OMA DRM [37]) addressed to devices
with limited processing and communication capabilities. Currently, since smart-
phones and high capacity mobile devices are gaining relevance and current tele-
communications companies are adopting competitive pricing policies for mobile
users (e.g. flat fees), the solutions being implemented might be reconsidered.

To implement this scenario with MIPAMS, if content is already registered and
protected using a protection mechanism non-compatible with the device, the
intermediary could be responsible for decrypting content and reencrypting it to

Fig. 25.4 Content access and unprotected rendering in IPOS
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deal with the device limitations. Otherwise, if content is only to be used by limited
capabilities devices, it should be encrypted using the suitable protection mecha-
nism when uploaded to the CS.

25.4.6 Content Registration and Licensing Through External

Services

Figure 25.5 shows how content could be linked from the MIPAMS-based intel-
lectual property repository developed in the Musiteca [30] project towards external
specialized licensing portals. Some examples (not used in this project) are
YouLicense [38] or Getty Images [39]. Content would be registered and accessible
for being searched, while the shopping chart icon would redirect the user to a
specialized and external licensing service.

25.5 Conclusions

In this chapter, we have presented three initiatives that deal with the development
of distributed multimedia applications and Digital Rights Management technolo-
gies. In this context, we have proposed several relevant usage scenarios that share
some common functionality such as content registration, protection, search,
licensing and access control.

We have also presented some sample implementations done by the DMAG in
different research projects and we have proved how the aforementioned func-
tionality can be integrated into a single generic architecture called MIPAMS,
which offers distributed services and enables to build specific applications on top
of it, that depend on the business model being followed.

Fig. 25.5 Link to external sites for licensing content
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We plan to continue contributing from our developments to the standards in
progress and adopt new standards specifications when possible, to facilitate inter-
operability. Furthermore, we are progressing in the development and exploitation of
the architecture and applications on top of it.
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Chapter 26

Scalable Video Coding in Content-Aware
Networks: Research Challenges and Open
Issues

Michael Grafl, Christian Timmerer, Hermann Hellwagner, Daniel Negru,

Eugen Borcoci, Daniele Renzi, Anne-Lore Mevel and Alex Chernilov

Abstract The demand for access to advanced, distributed media resources is
nowadays omnipresent due to the availability of Internet connectivity almost
anywhere and anytime, and of a variety of different devices. This calls for
rethinking of the current Internet architecture by making the network aware of
which content is actually transported. This paper introduces Scalable Video
Coding (SVC) as a tool for Content-Aware Networks (CANs) which is currently
researched as part of the EU FP7 ALICANTE project. The architecture of ALI-
CANTE with respect to SVC and CAN is presented, use cases are described, and
finally research challenges and open issues are discussed.
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26.1 Introduction

In recent years the number of contents, devices, users, and means to communicate
over the Internet has grown rapidly and with that the heterogeneity of all the
involved entities. Many issues can be associated with that which are generally
referred to as ongoing research in the area of the Future Internet (FI) [1]. One
project in this area is the European FP7 Integrated Project ‘‘Media Ecosystem
Deployment Through Ubiquitous Content-Aware Network Environments’’ (ALI-
CANTE) [2] which proposes a novel concept towards the deployment of a new
networked Media Ecosystem. The proposed solution is based on a flexible
cooperation between providers, operators, and end users, finally enabling every
user (1) to access the offered multimedia services in various contexts, and (2) to
share and deliver her/his own audiovisual content dynamically, seamlessly, and
transparently to other users.

Towards this goal, ALICANTE’s advanced concept provides content-aware-
ness to the network environment, context-awareness (network/user) to the service
environment, and adapted services/content to the end user for her/his best service
experience possible, where the end user can take the role of a consumer and/or
producer. The term environment denotes a grouping of functions defined around
the same functional goal and possibly spanning, vertically, one or more archi-
tectural (sub-)layers. This term is used to characterize a broader scope than the
term layer.

The ALICANTE architecture introduces two novel virtual layers on top of the
traditional network layer, i.e., a Content-Aware Network (CAN) layer for packet
processing at network layer and a Home-Box (HB) layer for the actual content
adaptation and delivery. Furthermore, Scalable Video Coding (SVC) is heavily
employed for the efficient, bandwidth-saving delivery of media resources across
heterogeneous environments (cf. Sect. 26.2). Technical use cases that will benefit
from this architecture are outlined in Sect. 26.3, and Sect. 26.4 details the research
challenges and open issues to be addressed in the course of the project. Finally, the
chapter is concluded in Sect. 26.5.

26.2 ALICANTE: Media Ecosystem Deployment Through

Ubiquitous Content-Aware Network Environments

26.2.1 Overview and System Architecture

The ALICANTE architecture promotes advanced concepts such as content-
awareness to the network environment, user context-awareness to the service
environment, and adapted services/content to the end user for her/his best service
experience, for both consumer and producer roles.
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Two novel virtual layers are proposed on top of the traditional network layer as
depicted in Fig. 26.1: the Content-Aware Network (CAN) layer for network packet
processing and a Home-Box (HB) layer for the actual content adaptation and
delivery.

Innovative components instantiating the CAN are called Media-Aware Network
Elements (MANE). They are actually CAN-enabled routers and associated man-
agers, offering together content-aware and context-aware Quality of Service/
Experience (QoS/QoE), content-aware security, and monitoring features, in
cooperation with the other elements of the ecosystem.

The upper layer, i.e., the Service Environment, uses information delivered by
the CAN layer and enforces network-aware application procedures, in addition to
user context-aware ones. The Service Environment comprises Service Providers
and Content Providers (SP/CP) which offer high-level media services (e.g., video
streaming, video on demand, live TV) to the end users.

The novel proposed Home-Box (HB) entity is a physical and logical entity
located at end users’ premises which is gathering context, content, and network
information essential for realizing the big picture. Associated with the architecture
there exists an open, metadata-driven, interoperable middleware for the adaptation
of advanced, distributed media resources to the users’ preferences and heteroge-
neous contexts enabling an improved Quality of Experience. The adaptation will
be deployed at both the HB and CAN layers making use of scalable media
resources as outlined in the next section.

For more detailed information the interested reader is referred to [3].

Fig. 26.1 ALICANTE concept and system architecture
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26.2.2 Scalable Video Coding and Content-Aware Networks

The adaptation relies on Scalable Video Coding (SVC) [4]. SVC follows a layered
coding scheme comprising a base layer and one or more enhancement layers with
various dimensions. Three basic scalable coding modes are supported, namely
spatial scalability, temporal scalability, and Signal to Noise Ratio (SNR) scala-
bility, which can be combined into a single coded bit stream:

• Spatial (picture size) scalability. A video is encoded at multiple spatial reso-
lutions. By exploiting the correlation between different representations of the
same content with different spatial resolutions, the data and decoded samples of
lower resolutions can be used to predict data or samples of higher resolutions in
order to reduce the bit rate to code the higher resolutions.

• Temporal (frame rate) scalability. The motion compensation dependencies are
structured so that complete pictures (i.e., their associated packets) can be
dropped from the bit stream. Note that temporal scalability is already enabled by
the Advanced Video Coding (AVC) standard and that SVC only provides
supplemental enhancement information to improve its usage.

• SNR/Quality/Fidelity scalability. Each spatial resolution is encoded at different
qualities. The data and decoded samples of lower qualities can be used to predict
data or samples of higher qualities in order to reduce the bit rate to code the
higher qualities.

The adaptation deployed at the CAN layer will be performed in a Media-
Aware Network Element (MANE) [5]. MANEs, which receive feedback mes-
sages about the terminal capabilities and delivery channel conditions, can remove
the non-required parts from a scalable bit stream before forwarding it. Thus, the
loss of important transmission units due to congestion can be avoided and the
overall error resilience of the video transmission service can be substantially
improved.

Design options of in-network adaptation of SVC have been described in
previous work [6] and first measurements of SVC-based adaptation in an off-the-
shelf WiFi router have been reported in [7]. More complex adaptation operations
that will be required to create scalable media resources, such as transcoding [8]
of media resources which have increased memory or CPU requirements, will be
performed at the edge nodes only, i.e., in the Home-Boxes. Therefore, the
ALICANTE project will develop an SVC (layered-multicast) tunnel, as depicted
in Fig. 26.2, inspired by IPv6 over IPv4 tunnels. That is, within the CAN layer
only scalable media resources—such as SVC—are delivered adopting a layered-
multicast approach [9] which allows the adaptation of scalable media resources
by the MANEs implementing the concept of distributed adaptation. At the
border to the user, i.e., the Home-Box, adaptation modules are deployed
enabling device-independent access to the SVC-encoded content by providing
X-to-SVC and SVC-to-X transcoding/rewriting functions, where X = {MPEG-2,
MPEG-4 Visual, MPEG-4 AVC, etc.}. An advantage of this approach is the
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reduction of the load on the network (i.e., no duplicates), making it free for
(other) data (e.g., more enhancement layers). However, multiple adaptations may
introduce challenges that have not been addressed in their full complexity
(cf. Sect. 26.4).

The key innovations of the ALICANTE project with respect to service/content
adaptation are as follows [10]:

• SVC tunnels with in-network adaptation will be set up, enabling better network

resource utilization while maintaining a satisfactory QoE for the end user.
• Regarding the adaptation decision-taking framework, the project will aim at
providing a self-organizing control framework including adaptation decision

aggregation (for scalability reasons) and propagation.
• Means for dynamic and intelligent adaptation of content at the Home-Box level

will be investigated, based on distributed coordination with the CAN layer to
perform optimal adaptation and to improve bandwidth and Home-Box’s
processing power usage.

• A metadata-driven in-network adaptation solution at the Content-Aware

Network level will be deployed enabling dynamic adaptation based on context

information (terminal capabilities and network characteristics).
• Finally, a test-bed and subjective tests for evaluating the QoE for given use
cases will provide the feedback for fine-tuning the parameters for the adaptation
at the Home-Box and CAN levels.

26.3 Use Cases

In order to evaluate the concept of SVC in the context of CANs/HBs, several use
cases have been defined, a selection thereof is briefly introduced in the subsequent
sections.

Fig. 26.2 Concept of SVC (layered-multicast) tunnel
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26.3.1 Multicast/Broadcast

In this scenario, multiple users are consuming the same content from a single pro-
vider (e.g., live transmission of sport events). The users may have different terminals
with certain capabilities as depicted in Fig. 26.3. The ALICANTE infrastructure is
simplified in Fig. 26.3 to highlight the interesting parts for this scenario (i.e., the
HBs and the MANEs). Note that the SVC layers depicted in the figure are only
examples and that SVC streams in ALICANTEmay comprise temporal, spatial, and
quality (SNR) scalability with multiple layers. The properties and numbers of SVC
layers will be determined by the HB at the Service/Content Provider (SP/CP) side
based on several parameters (e.g., diversity of terminal types, expected network
fluctuations, size overhead for additional layers, available resources for SVC
encoding/transcoding, etc.) which are known a priori or dynamically collected
through a monitoring system operating across all network layers.

26.3.2 Home-Box Sharing

In this scenario, a user consumes content through a foreign (shared) HB, e.g., the
user accesses the content/service to which she/he has subscribed while being
abroad (e.g., business trip, vacation). Figure 26.4 depicts a user consuming content
at two different locations on two different terminals, connected to different HBs.
Note that the user might as well use her/his mobile phone to consume content
through HB2.

Fig. 26.3 Multicast/broadcast with SVC adaptation
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26.3.3 Video Conferencing

This scenario consists of an m:n video conferencing session (e.g., in family
meetings, office meetings, etc.) as depicted in Fig. 26.5. The media distribution is
handled over a multicast shared bi-directional non-homogeneous tree in the
ALICANTE network. In such a way only the minimum amount of network
resources are spent, while assuring maximum quality to the end user.

26.3.4 Peer-to-Peer Media Streaming

The HBs operate in peer-to-peer (P2P) mode within the ALICANTE ecosystem as
illustrated in Fig. 26.6. The MANEs, through which the P2P traffic flows, act as
proxy caches which intercept requests for content pieces issued by HBs and

Fig. 26.4 Home-box sharing

Fig. 26.5 Video conferencing

26 Scalable Video Coding in Content-Aware Networks 355



aggregate them respecting the capabilities of requesting terminals. Furthermore,
content pieces are only forwarded if the requesting terminals can decode them.
Therefore, unnecessary traffic is reduced to a minimum freeing up the network
resources for other data (e.g., additional enhancement layers).

26.4 Research Challenges and Open Issues

In this section we point out some research challenges and open issues with respect
to utilizing Scalable Video Coding within Content-Aware Networks.

Distributed adaptation decision-taking framework. Due to the fact that many,
possibly heterogeneous entities are involved—in the production, ingestion, dis-
tribution, and consumption stages—there is a need to develop a framework for
distributed adaptation decision-taking; that is, finding the optimal decision
regarding the adaptation of the content for a single entity (i.e., HB, MANE) within
a network of various entities in the delivery system. Note that decision-taking is
needed at the request stage and during the delivery of the multimedia content as
(network) conditions might change.

Distributed adaptation at HB and CAN layers. The actual adaptation at both
layers needs to be done efficiently, based on several criteria, in order to obtain low
(end-to-end) delay, minimum quality degradation, and assuring scalability in terms
of the number of sessions that can be handled in parallel.

Efficient, scalable SVC tunneling and signaling thereof. The approach of tun-
neling the content within SVC streams in the (core) network opens up a number of
issues due to SVC adaptation within the MANEs, SVC transcoding/rewriting
within the HBs, and the associated signaling requirements. The issues range from
efficiency and scalability to quality degradations and latency.

Fig. 26.6 P2P media streaming
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Impact on the quality of service/experience (QoS/QoE). As there may be many
adaptations happening during the delivery of the content, the impact on QoS and
QoE needs to be studied in order to find the best trade-off for the use cases in
question. While for the QoS many objective measures are available, the QoE is
highly subjective and requires tests involving end users; these tests are time
consuming and costly. In any case, a good test-bed is needed for both objective
and subjective tests for the evaluation of the QoS and QoE, respectively. The
possible mappings between QoS and QoE will be considered in this work also.

Cooperation between the adaptation framework and CAN overlay management.
While the adaptation framework operates mainly at flow level, the CAN man-
agement deals with control information at an aggregated level. Appropriate
cooperation between them and mappings for monitoring and control information
have to be defined in order to ensure efficient use of transport resources.

26.5 Conclusions and Future Work

In this chapter we have introduced the usage of Scalable Video Coding in Content-
Aware Networks for various use cases. In particular, SVC is a promising tool for
making the network aware of the actual content being delivered, i.e., when it
comes to technical properties such as bit rate, frame rate, and spatial resolution.
Furthermore, it allows for efficient and easy-to-use in-network adaptation due to
the inherent structure of SVC. The goal of the ALICANTE project is to provide an
advanced Media Ecosystem that enables the management of media services with
respect to QoS and QoE on the one hand, while delivering the media content at
dynamically adaptable bit rates to heterogeneous terminals on the other hand.

The use cases described in this chapter indicate the advantages of using SVC
and in-network adaptation and we have highlighted research challenges and open
issues. However, as this work is in its early stage it lacks validation results for the
scenarios and solutions proposed which remains part of our future work.
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Chapter 27

Network Layer Solutions for
a Content-Centric Internet

Andrea Detti and Nicola Blefari-Melazzi

Abstract Nowadays most people exploit the Internet to get contents such as web
pages, music or video files. These users only value ‘‘what’’ they download and are
not interested about ‘‘where’’ content is actually stored. The IP layer does the
opposite and cares about the ‘‘where’’ and not about the ‘‘what’’. This contrast
between the actual usage of the Internet and the service offered by the IP layer is
deemed to be the source of several problems concerning usability, performance,
security and mobility issues. To overcome this contrast, research on the Future
Internet is exploring novel so-called content-centric architectures, where the net-
work layer directly provides users with contents, instead of providing communi-
cation channels between hosts. In this paper, we identify themain functionalities of a
content-centric network (CONET), we discuss pros and cons of literature proposals
for an innovative, content-centric network layer and we draw our conclusions,
stating some general requirements that, in our opinion, a CONET should satisfy.

Keywords Content-distribution networks � Domain names � IP � Content routing

27.1 Introduction

There is a growing consensus in the recent literature that the central role of the
IP address poorly fits the actual form of Internet usage. A typical user does not type
IP addresses; she gets data or services by using application tools (e.g., Google,
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YouTube, Facebook, Skype), which operate on the basis of a description of the
desired content. This means that users actually exploit the Internet in a content-
centric way; indeed, they are not interested in knowing from ‘‘where’’ contents are
provided, they are only interested in the fact that they can get ‘‘what’’ they want.
Conversely, the underlying IP communication model is still address-centric
(or host-centric); that is, the network layer has to be fed by IP addresses, which are
used to ascertain from ‘‘where’’ contents have to be taken. Therefore, there is a
mismatch between the content-centric usage model of the Internet and the address-
centric service model offered by the IP layer. Such a mismatch gives rise to several
problems that would not exist if the network layer were a content-centric one
[1–3]. Some of these issues are:

• Persistence of the Names. Once a user gives a name to a content, she wishes that
the name remains valid even if the provider that makes available the content on
the Internet changes. Today, naming is based on the WEB URL structure, which
has a ‘‘where/what’’ format. The URL structure is perfectly tailored for an
address-centric network layer, but it implies the change of the name in case the
provider (i.e., ‘‘where’’) changes. If the network-layer were a content-centric
one, it would be able to route on the basis of the content (routing-by-name), thus
avoiding the need of including ‘‘where’’ in the name of the content.

• Content distribution. Today the reliability of a content and the time required for
retrieving a content are improved by distributing (caching or pre-fetching)
replicas of the content on different servers, geographically distributed. Fur-
thermore, content replication strongly limits the amount of traffic traversing the
backbone, since a lot of data sessions are locally handled by these servers. Since
the IP layer is unable to ‘‘understand’’ contents, content distribution is achieved
by means of proprietary application-layer systems [4], like Akamay CDN, or
WEB proxies. While the success of these systems is undeniable, they do not
cooperate with each other, often they are not free of charge and they are not
available everywhere; thus, their potential effectiveness is reduced. If the net-
work layer were a content-centric one, it would be aware of which contents are
traversing the network and could autonomously and natively implement repli-
cation strategies, everywhere and for all [5].

• Lookup delay. Today the real delivery of a content begins only after that the
client application has queried the DNS server, in order to discover the IP address
of the related server. The additional DNS request-response delay is quickly
becoming a dominant delay factor [1]; indeed Internet data-rates are faster
growing, reducing the time needed to transfer content. If the network layer were
content-centric, it would route directly the request toward the content, thus
avoiding the mediation of a DNS server.

• Mobility. An IP address identifies both the location and the identity of an end-
point; this location-identity tie is deemed to be the source of many mobility-
related weaknesses. A content-centric network overcomes these limitations by
basing the routing directly on the identity of an end-point; in this case the end-
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point is the actual content and its identity (e.g., a name) does not include any
reference to its location.

• Security. Users are interested in receiving trusted contents; today this is
achieved in an indirect way: a user trusts ‘‘who’’ provides the content, rather
than trusting the content itself. This approach could be risky as there are a lot of
actors to trust, in the process of content retrieval [6]. For instance, a user
believes that she is trading with Amazon because she clicks on a link with the
name ‘‘http://www.amazon.com’’, which is provided by a search-engine tool,
like Google. In doing so, she is trusting both the search-engine and the DNS
server providing the name-to-address translation. Moreover, she is also trusting
the mirror server where she could be redirected by a content distribution system
[4]. The higher the number of actors to trust, the more critical is the overall
security of the system. In a content-centric network, security information travels
with the content, so that even if content is provided by an un-trusted server or is
transferred on an un-trusted network, it can be validated by the consumer.
Moreover, such a content-based security also enables the replication of secure
contents by any network node, which is very important as users can get contents
not only from the original content creator or source node but also from any
node/user that has already downloaded that content.

Currently, several researchers and research projects are proposing their network
architectures and protocol stacks aimed at implementing the content-centric par-
adigm. In terms of deployment, the proposed solutions can be classified as evo-
lutionary [1, 2, 7] or clean-slate [3, 8–10]. The evolutionary architectures
implement content-centric functionalities by enhancing the actual Internet. The
enhancement consists in deploying new entities that form a content-centric
‘‘overlay’’ network. Conversely, clean-slate architectures are alternative to the
TCP/IP one. A clean-slate architecture is devised to operate directly over the link-
layer and, therefore, implies a redesign of network layer functionalities from
scratch. Obviously, a clean-slate solution can also be implemented at the overlay
level, e.g., by visualizing IP tunnels as link-layer interface; however, in this case
some functionalities could be duplicated in TCP/IP and content-centric layers.

In this paper, we outline the principles of a content-centric network layer and
discuss pros and cons of literature approaches. Of course, a complete system
requires also functionalities provided by higher protocol layers, in addition to the
network ones; however, as of today, the main research effort focuses on the net-
work layer, considered as the main pillar of a future content-centric Internet.

27.2 Principles of a Content-Centric Network Layer

In this section we discuss the main principles of a content-centric network layer,
i.e. we deal with the protocol functionalities that should be implemented in each
router of a clean-slate content-centric network architecture. A content-centric
network layer should:
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• Address contents, rather than hosts, adopting an addressing scheme based on
names, which do not include any reference to their location.

• Route a user request, which includes a ‘‘destination’’ content-name, toward the
closest copy of the content with such a name (name-based anycast routing).

• Deliver contents to address-less hosts.
• Provide a native, in-network caching to achieve efficient content delivery both in
fixed and mobile environments.

• Exploit security information embedded in the content so as to avoid the diffu-
sion of fake versions of contents.

For the sake of clarity we describe all these functionalities in a use-case,
depicted in Fig. 27.1. Bob Smith is a young reporter that has recorded a video and
wishes to publish it on a content-centric network. Bob prepares a data-package that
embeds video and security information, he names this package as ‘‘bob.smith.
video’’ and puts it in a storing device, connected with one or more network routers.
Such a data-package is the actual content. Alice wishes to retrieve Bob’s video and
submits a request to the network layer, where the ‘‘destination’’ content-name is
bob.smith.video. Each network router forwards Alice’s request toward the closest
storing device that holds a copy of Bob’s content (exploiting only the name
‘‘bob.smith.video’’); we name this phase ‘‘content-routing’’. When Alice’s request
reaches a storing device, the network layer delivers Bob’s content to the address-
less device of Alice; we name this phase ‘‘content-delivery’’. During the content-
delivery phase, some intermediate routers may decide to cache and then forward
[5] the content. When the content is received by Alice’s device, the whole security
information is checked to verify, for instance, the authenticity of the embedded
video, the right of Alice to play it and so forth.

This scenario involves a set of functionalities like naming, routing, delivery and
caching, which we discuss in the next subsections by presenting some recent
literature proposals.

27.2.1 Content-Naming

In a content-centric network, routing is based on the name of the content; there-
fore, choosing the structure of names is an important aspect of the overall
architecture.

Fig. 27.1 Use-case
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From the user point of view it is better not to have any protocol restriction, so as
to freely name contents. From the routing protocol point of view, this translates in
flat-labels [11], i.e. names are a sequence of unstructured bytes.

Zooko’s Triangle [12] identifies possible tradeoffs among three desirable
properties of a naming scheme of a network protocol. Zooko’s Triangle states that
names can enjoy simultaneously at most two of the following characteristics:

• Secure. A name surely addresses only a given content; i.e., names can not be
forged for addressing fake contents.

• Memorable. A human can remember a name for a couple of hours since the first
time she has seen it on the side of a moving bus (moving bus test).

• Decentralized. A name can be chosen in a distributed way, i.e. without the need
of a centralized naming authority.

For instance, actual DNS names are secure (if we trust the DS system) and
memorable. Nick-names used by proprietary applications (e.g., Skype) are mem-
orable and decentralized. So-called self-certifying names [2, 13] are secure and
decentralized.

As regards the latter solution it is worth recalling that a self-certified name is
cryptographically constructed so that one can securely verify if the associated
content is the original one. For instance, in [2] the authors propose that a publisher
P of a content may autonomously label the content as L and the resulting self-
certified name is the Digest (Pubkeyp):L, where Digest (Pubkeyp) is a digest of the
public key used by the publisher to sign the data. If that the publisher ensures the
uniqueness of label L among her published contents, a self-certifying naming
schemes is secure and decentralized.

We argue that the security of names is a necessary property for a content-centric
network. In the actual Internet, we can be (almost) sure to obtain an original
content, e.g. the CNN homepage, because we trusts the DNS system, which
provides the IP address of the original WEB server (or of an authoritative one). In
a content-centric network, the retrieval of the content from the original server may
be a rare event. Indeed, any untrusted router or device may make available its
cached copy of the CNN homepage, and the network layer provides the user with
the closest data named ‘‘CNN homepage’’. Therefore, it is fundamental that all
contents named ‘‘CNN homepage’’ are equal to the original one; i.e., the name
‘‘CNN homepage’’ must not be forge-able (security property).

Since security is a must, given the Zooko’s Triangle, we have to choose
between decentralization and memorability. We think that this choice depends on
requirements of applications, therefore we could have both secure-memorable and
secure-decentralized [2] content-names. The memorability property is desirable
for contents that need to be advertised, like the home-page of a business company
or of a newspaper. Conversely, memorability may be not desirable for contents
that have a very narrow interest, like a content describing the status of a DHL
shipment, or the value measured by a sensor. Finally, we point out that imple-
menting a secure-memorable naming for a content-centric network is currently an
open issue (the DNS approach is not applicable in a content-centric network that
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directly routes contents by name); also an open issue is how to allow the coex-
istence of secure-decentralized and secure-memorable naming schemes in the
same network.

27.2.2 Content-Routing

The aim of content-routing is to forward a content request issued by an host toward
a storage device that can provide such a content. With this regard, recent research
proposals on future Internet [1–3, 8, 11] focus on devising a network layer anycast
routing, which is ‘‘simply’’ based on names of contents, rather than on locations
(i.e., IP address); consequently, in this paper, the term content-routing is synon-
ymous with anycast routing-by-name. We observe that, before this wave of
renewed interest, content-based routing has been widely studied for P2P overlay
networks (e.g., [14]), improving also the simple routing-by-name with semantic
functionality. Nevertheless, the inclusion of semantic functionality strongly
increases the complexity of the architecture and may make critical its scalability at
the Internet level.

Currently, the literature proposes two kinds of architectures, which implement
the content-routing paradigm; we name these alternatives advertise-based and
rendezvous-based architectures. In case of advertise-based architecture [1–3],
routing protocols are practically the same of the actual IP ones (e.g., BGP), with
the only difference that instead of advertising IP subnets, routers advertise the
names of the contents that they can provide. Routing tables do not contain any-
more IP addresses but content-names. Forwarding is executed by finding the best
match between the name of the requested content and the entries of the routing
tables.

A good example of a rendezvous-based architecture is the one proposed in [15].
The name of a content (and eventually other information, like the information-
scope [8]), identifies a rendezvous-node (i.e., a location) by using a standardized
function; all requests of that content will be forwarded towards that node by the
network layer. The content provider stores in the rendezvous-node routing infor-
mation, enabling the forwarding from the rendezvous-node to the node where
content is effectively stored.1 Therefore, the end-to-end path is composed of two
parts: user-to-rendezvous and rendezvous-to-content. Routing protocols are
inspired by overlay routing algorithms used in Distributed Hash Tables (DHTs)
but they do not rely on an underlying network routing protocol [11, 16]

We argue that advertise-based architectures achieve optimal routing in terms of
path length and are more effective in supporting content replication or caching,
with respect to rendezvous-based ones; in fact, the same shortest-path anycast

1 Obviously, if the content is uploaded directly on the rendezvous-node, this routing information
is not necessary.
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routing algorithm used for IP networks can be adopted for advertise-based
architectures. In case of rendezvous-based architecture an end-to-end path is at the
best stretched in two shortest-paths, and the absence of advertisements issued by
nodes storing the same content (e.g., due to caching) makes more difficult to
exploit content replication; i.e., the achievement of a perfect anycasting
(see Sect. 27.2.4)

Advertise-based architectures seem to better use transport resources; however
we argue that advertise-based architectures may suffer of routing scalability and
stability issues. Scalability concerns arise if we observe that the number of entries
of a routing table may be proportional to the number of content-names, unless an
efficient and effective mechanism to compress name-based routing-tables will be
devised. Nowadays IP routing is showing its scalability limits in terms of size of
the routing tables [17, 18]; if we replace the actual IP prefix-based routing tables
with name-based routing tables, surely the problem worsen as there are more
contents than Autonomous Systems [1]. Moreover, we observe that the actual
convergence delay of IP routing tables is short enough to cope with the actual
dynamics of link creation and removal, thus ensuring the stability of the whole
routing system. Conversely, the convergence delay of a name-based routing sys-
tem has to cope with the dynamics of creation and removal of contents, and the
occurrence of these events is more frequent than link creation and removal.
Therefore, it is more difficult to ensure routing stability.

Finally, we observe that advertise-based architectures perfectly support a
request-response interaction model but are less suitable for a publish-subscribe
model [23]; indeed, it is difficult to handle the case of subscriptions issued before
the corresponding publication, since routing tables are not configured in absence
of actual content, i.e. of the publication. Conversely, in case of rendezvous-based
architectures, a subscription can be routed and temporarily stored on the ren-
dezvous-node, until the related publication gets available. However, rendezvous-
based architectures can not easily control where in the network a rendezvous
node handling a given content is located, e.g. in which geographical or admin-
istrative domain; a user publishing a content may not like that the related ren-
dezvous node is located in the administrative domain of a competitor or in
another country.

27.2.3 Content-Delivery

While content-routing is concerned with the host-to-content routing of user
requests, content-delivery regards the content-to-host data transfer; i.e. the trans-
ferring of a content from its storage device to the requesting host.

In a content-centric network, hosts are not addressed by routing tables; i.e.,
routing tables contain only information about contents and not about hosts. This
implies that, differently from IP, host-to-content and content-to-host routing
involve different protocol functionalities.
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Currently, the literature [3, 11, 19] copes with content-to-host routing by
defining a temporary ‘‘response’’ channel, e.g. the sequence of downstream link-
layer interfaces that content, or part of it, must follow from the storage device to
the host. There are two proposed approaches to maintain the interface sequence:
(i) the sequence may be explicitly contained in the header of the data-units
transporting the content [19] (similarly to a source-routing approach); (ii) each
downstream node may temporarily memorize information about the next-hop link-
layer interface [3, 11] (similarly to the soft-state approach of the RSVP protocol).

In addition to the content-to-host routing issue, the delivery protocol may also
include congestion control mechanisms. With this regard, the authors of [3] pro-
pose to download a content through a sequence of request-response interactions.
At each interaction, a request conveys the interest for a number of ‘‘chunks’’ of the
content; chunks have a fixed size (e.g., 512 kB) and the number of required chunks
follows the dynamic of the TCP congestion control algorithm; nevertheless, dif-
ferently from TCP, these chunks have to be network layer data-units, to allow
caching (see Sect. 27.2.4)

27.2.4 Content-Distribution

Content-distribution concerns the possibility of caching (or replicating) a content
or part of it in order to reduce the content-to-host path length. Reduction of path-
length implies both a lower use of transport resource and, likely, a lower latency.
In response to this challenge and considering the rapidly decreasing cost of
memory, an approach that is attaining an increasing consensus is the ‘‘in-network’’
caching; i.e., to supply network routers with memory, to cache traversing contents
[3, 5, 20].

Practically, to enable in-network caching, content delivery should be structured
in a sequence of network data-units, which are stored, recognized by content-name
and by a sequence-number, eventually cached, and forwarded hop-by-hop by each
router on the content-to-host path. Obviously, a greater size of the data-units
reduces the computation load of the caching operation, since routers would have a
lower number of content parts to handle. Practically, it seems reasonable to have
data-unit of 256–512 kB; therefore network layer data-units of a content-centric
network should support sizes similar to the chunks of P2P file transfer applications
(e.g., BitTorrent), rather than the typical sizes of IP packets. Obviously, increasing
the size of the network data-units increases the store-and-forward delay; never-
theless the increasing of the line-speed should make negligible this kind of delay,
if compared to the queueing one.

In-network caching could be carried out by routers either in an autonomous way
or in a coordinated way [5]. In the autonomous way, a router could choose to cache
a chunk of the content (i.e. a network data-unit) on the basis of a local algorithm,
for instance based on the analysis of the request frequencies. In this case, never-
theless, closer routers have an high probability to store the same data, thus using
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un-efficiently the whole system memory. Coordinated caching copes with this last
issue by adopting caching algorithms based also on which are the data cached on
closer routers.

Finally, in-network caching should inter-operate with content-routing in order
to obtain an effective anycasting. This is simply achievable in case of advertise-
based architecture, since every time a router has cached a content, the router
advertises it. Conversely, in case of rendezvous-based architecture, the routing
algorithm forwards user requests toward a specific rendezvous-node and then to a
specific node storing the content; thus, if an intermediate router of the host-ren-
dezvous-content path has a cached copy of the content, that router will serve
directly the content request; nevertheless, it is more difficult to exploit also the
caches of routers that are not on the path but that are close to the path
(or elsewhere located).

27.3 Conclusions

A content-centric network is devised to directly provide what users value in the
actual Internet, i.e. contents. This may imply a clean-slate re-design of the network
layer, changing the actual communication paradigm (which has two hosts as end-
points) in a novel paradigm (which has an host and a content as end-points). In this
paper, we have classified and discussed pros and cons of some recent literature
proposals coping with the main functionalities that a content-centric network layer
should provide: content-naming, content-routing, content-delivery and content-
distribution.

Although a content-centric architecture may better satisfy user needs, it is not
easy to imagine a replacement of the actual TCP/IP infrastructure in the medium
term. Thus, we argue that a content-centric network could more likely be deployed
in a Future Internet consisting of software-routers running different network layer
protocols, thus forming different virtual networks [21, 22].

Finally, we conclude the paper by stating some general requirements that, in our
opinion, a content-centric network (CONET) should satisfy:

• A CONET should allow controlling where in the network contents or links to
contents will be stored, e.g. in a given geographical or administrative domain; it
is not acceptable that contents, or links to contents, are stored in ‘‘random’’
nodes, as it happens for instance in some solutions based on DHTs.

• A CONET should allow advertising the publication of a content within a limited
geographical, application or administrative scope, e.g. for instance limiting such
advertising to a definite section of the network (a campus, a shopping mall, an
airport).

• A CONET should support not only persistent naming of specific pieces of
content (e.g., a song, a CV, a movie) but should also support naming of a source
of information with a consistent purpose (e.g. a meteo service) and of a source
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of information made of possibly changing contents accessible with the same
name (e.g. different edition of a news magazine).

• A CONET should support mechanisms to delete/update contents, supporting
digital forgetting and garbage collection operations (e.g. giving to contents an
expiry date and deleting all contents after the expiry date, or allowing users to
delete/update contents that they generated and that are stored in the network and
that they do not want anymore to be available to other users in their actual forms
or at all).

• A CONET should allow selecting and retrieving the latest version (or earlier, or
specific versions) of a series of contents identified by the same name
(e.g. referenced by the same source of information).

• A CONET should allow supporting service sessions that require interactive
exchange of data between two upper layers entities (e.g. a client server couple).
This means that the network should provide functionality to deliver not only
named content but also ‘‘un-named’’ content made up of data that are necessary
to upper layer entities. Un-named contents can be any kind of data that upper
layers need to exchange but that do not need to be named and do not need to be
made accessible and identified in the network, per se. This is a key requirement
necessary to natively support ‘‘traditional’’ client/server service (e.g. HTTP,
POP, SMTP). For example, in the case of a client-server service session,
un-named-contents are upper layer data (e.g. HTTP, SMTP, POP, SQL data) that
are exchanged between a local client application and a remote server one (e.g. an
HTTP server). Thanks to this functionality, a CoNet could natively support most
of the actual Internet services, and any service that requires a point-to-point
bidirectional interaction. We point out that this functionality extends the capa-
bilities of a ‘‘plain’’ content-centric network and makes a CoNet suitable not only
for content retrieval but for also for more traditional service deployment.

• A CONET should natively support a caching functionality without resorting to
‘‘external’’ mechanisms such as Content Distribution Networks. Caching shall
be supported in principle by each node and also by user terminals. Users should
be able to get the desired content from whatever node/terminal (e.g. the closest)
and not necessarily from the original source, and even when disconnected from
the CONET, but connected with a single other node/terminal that has a copy of
the desired content. This requirement is fundamental to support recently pro-
posed schemes such as wireless caching, distributed storage, recommendation
strategies; such caching functionality, and more in general, making the network
aware of the contents that is handling allows moving away the traffic from
congested regions and balancing the load, for instance offloading cellular net-
works, or implementing other distribution strategies beneficial to network
operators. This functionality would also give more control to network operators
to handle traffic generated by so-called over-the-top players (such as Facebook,
Youtube, etc), which generate vast amounts of traffic, leaving very little margin
of actions to network operators.
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