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Preface 
 
 
 
This book includes the proceedings of the 2008 International Conference on Engineering Education, 
Instructional Technology, Assessment, and E-learning (EIAE 08) and International Conference on Industrial 
Electronics, Technology & Automation (IETA08).  Both conferences were part of the International Joint 
Conferences on Computer, Information, and Systems Sciences, and Engineering (CISSE 08).  The 
proceedings are a set of rigorously reviewed world-class manuscripts presenting recent technological 
developments in education and automation. 
 
CISSE 08 was a high-caliber research conference that was conducted online. CISSE 08 received 948 paper 
submissions and the final program included 390 accepted papers from 77 countries, representing the six 
continents. Each paper received at least two reviews, and authors were required to address review comments 
prior to presentation and publication. 
 
Conducting EIAE 08 online presented a number of unique advantages, as follows: 

• All communications between the authors, reviewers, and conference organizing committee were done 
on line, which permitted a short six week period from the paper submission deadline to the beginning 
of the conference. 

• PowerPoint presentations, final paper manuscripts were available to registrants for three weeks prior to 
the start of  the conference 

• The conference platform allowed live presentations by several presenters from different locations, with 
the audio and PowerPoint transmitted to attendees throughout the Internet, even on dial up 
connections.  Attendees were able to ask both audio and written questions in a chat room format, and 
presenters could mark up their slides as they deem fit 

• The live audio presentations were also recorded and distributed to participants along with the power 
points presentations and paper manuscripts within the conference DVD.  

 
The conference organizers and us are confident that you will find the papers included in this volume 
interesting and useful.  We believe that technology will continue to infuse education thus enriching the 
educational experience of both students and teachers. 
 
 
Magued Iskander. PhD, PE 
Vikram Kapila, PhD 
Mohammad Karim, Ph.D. 
June 2009 
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Abstract- This study employs the Data Envelopment Analysis 

(DEA) technique, an efficiency model, to measure public schools 

in Thailand. Data came from 455 public upper secondary schools 

in Northern Thailand. The results reveal that the schools mostly 

operate inefficiently. To ascertain the efficiency measures, 

sensitivity analysis reveals the robustness of the resulting 

efficiency measures on efficiency. Policy to improve school 

efficiency may thus consider using efficiency-based analysis for 

measuring school performance to identify which school will yield 

higher marginal returns to prioritize inefficient schools for 

treatment, in addition to allocating budget based on block grants 

or enrolments.  

 

I. INTRODUCTION 

 

With the scope of unstoppable change under globalization 

age, governments in the Asia-Pacific region are finding it 

increasingly more difficult to put their educational policies into 

practices [[1], [2]]. Although spending on education is major 

government expenditure for the region’s countries, the capacity 

of their educational systems to meet the new demands of this 

global age is still in question [3].  

 

Thailand, one of the relatively fast-growing economies of 

Southeast Asia, has been providing the largest share of total 

public expenditure to education since 1991--even after the 

1997 economic crisis began, the government provided 25% of 

total expenditures, or 4.3% of GDP, for education, which was a 

greater portion than before, demonstrating its commitment to 

education for the nation’s recovery and development [4]. 

However, although the Thai government has committed 

significant resources, its degree of efficiency in providing 

educational services and procedures is still unclear [4].  

 

This study employs a DEA technique to assess public 

general upper secondary school efficiency in Northern 

Thailand. DEA has been recognized as a useful management 

tool that can be applied for evaluating the relative efficiency of 

various organizations, e.g., hospitals [5], banks [6], or schools 

[7], as it compares a given unit to the best-performing units in 

its peer. The results obtained can identify relatively 

efficient/inefficient organizations and allow policy makers to 

develop performance-based policies to assist inefficient ones to 

improve their performance. 

 

The purpose of this study is to estimate school efficiency and 

examines the robustness of resulting measures on efficiency by 

using sensitivity analysis. During the past decade, while most 

DEA studies have measured school efficiency in the U.S., 

U.K., Finland, Spain and Australia, very few studies have dealt 

with schools in Thailand. The novel methodological 

contribution of this study is a statistical foundation of output 

efficiencies along with a sensitivity analysis for the robustness 

on efficiency.  

 

II. THE ANALYTICAL FRAMEWORK 

 

The analytical framework of this study would entail: (1) 

measuring school efficiency, and (2) testing the robustness of 

resulting on efficiency measures.  

 

The data envelopment analysis (DEA), an efficiency model 

initially introduced by [8], is used to assess school efficiency, 

through viewing schools as productive units using multiple 

inputs to generate multiple outputs. DEA is a deterministic 

means of constructing a “piece-wise linear” approximation to 

the frontier based on the available sample. In simple terms, the 

distribution of sample points is observed and a “kinked” line is 

constructed around the outside of them, “enveloping’’ them 

(hence the term “data envelopment analysis”). DEA provides a 

comprehensive analysis of relative efficiency by evaluating 

each decision-making unit (DMU) and measuring its 

performance relative to an envelopment surface composed of 

other DMUs. Each DMU in a given set can then be ranked 

according to how efficiently it either utilizes its inputs to 

produce its outputs or it maximizes its outputs using its given 

inputs, depending on the measuring propose. Units that lie on 

the surface are deemed “efficient” in DEA terminology, while 

units that do not lie on the surface are termed “inefficient”. The 

unit of measurement of DMU performance used is an 

efficiency score. After evaluation of the relative efficiency of 

the present set of units, the analysis shows how inputs and 

outputs have to be changed in order to maximize the efficiency 

of the target DMU. DEA also suggests a benchmark for each 

inefficient DMU at the level of its individual mix of inputs and 

outputs. 

 

DEA has been used and cited as an important approach to 

assess school efficiency internationally [[7], [9], [10], [11], 

M. Iskander et al. (eds.), Technological Developments in Education and Automation, 
DOI 10.1007/978-90-481-3656-8_1, © Springer Science+Business Media B.V. 2010  
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[12]] and has been proposed and assessed Thai school 

efficiency [[13], [14], [15], [16], [17]] due to its several unique 

advantages over other traditional techniques, e.g., ratio analysis 

and regression analysis [18], [19]]. First, DEA can handle 

multiple inputs and outputs on a simultaneous basis in the 

input/output education production function. Second, DEA does 

not require parametric specification of the production function 

in mathematical form. Third, DEA does not assume behavioral 

assumptions, e.g., like cost-minimizing or profit-seeking 

behavior, and this is especially relevant to public schools, 

which are non-profit organizations. Fourth, inputs and outputs 

that are contributing to inefficiency are identified and 

administrators can decide whether a reallocation of resources is 

necessary or feasible. Finally, managerial strategies for 

improvement of inefficient decision-making units can be 

determined.  

 

In the context of public schools, [11] noted that an output 

maximization DEA model was more appropriate behavioral 

assumption to take than an input minimization one since school 

principals should be oriented towards obtaining the best results 

on the basis of the resources available to them, rather than 

minimizing these resources, over which they exercise no 

control –which is a philosophy that is implicit in the output 

orientation version. A number of studies including [[7], [9], 

[11], [13], [14], [17], [20], [21]] used the output-oriented 

approach for assessing school efficiency. The graphical 

illustration of output maximization DEA model is shown in 

Figure 1.  

Figure 1 illustrates technical efficiency using the case of 

four schools, A, B, C and D, utilizing a single school input (x) 

to produce two outputs, y1 and y2. The best practice production 

frontier is defined by the schools that can maximize outputs for 

a given input. Schools C and D, in this example, are efficient 

because they lie on the best practice production frontier 

(isoquant G-G') and the value of the output distance function 

for each is equal to one. School A and B, which lie inside the 

frontier, are inefficient and each has an output distance 

(OA/OAƍ) and (OB/OBƍ) of less than one, respectively.   

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 1. Output-Oriented DEA Model 

 

DEA technique can be carried out by solving an output-

oriented linear programming, incorporating the assumption of 

constant returns to scale in the following equation [(Eq. (1)].  
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where ijx and rjy represent the observed values of the ith 

input and the rth output for school j (j = 1, …, n); jλ is the 

input and output weights of other schools; 
−

is  and 
+

rs  are the 

slacks; 0φ  represents the efficiency of the school being 

evaluated; İ, a small positive constant, guarantees that inputs 

and outputs are positive and that the slacks do not influence the 

target function Z0.  

 

For assessing all schools in the sample, Eq. (1) is n times, 

giving n sets of ,jλ one set for each school, to determine its 

relative efficiency. In an output-oriented DEA model, technical 

efficiency is measured by the reciprocal of the output distance 

function [[20], [22]]. The reciprocal of the direct output 

function gives the proportion by which all outputs can be 

expanded, given the inputs. This output-oriented DEA model 

implies that the efficiency score (φ ) will be equal to or higher 

than 1. An efficiency score (φ ) of 1, together with nil values 

for all the slacks, indicates efficiency, i.e., that the school being 

evaluated has obtained the maximum possible production on 

the basis of the limited resources are available to it and the 

conditions under which it operates. A score of higher than 1 

indicates that the school being evaluated could increase its 

production by the proportion (φ -1) without changing its 

current resources.  

 

Sensitivity analysis was conducted to ascertain the 

robustness of the efficiency scores from the empirical findings. 

Two other input and output specifications are conducted to 

examine whether additional modifications in the educational 

production function could result in substantive changes in the 

empirical findings of efficiency measures. In addition to primal 

specification (Specification 1), one of output variables is 

decomposed into 3 sub-variables in Specification 2. In 

Specification 3, one input variable is added. Moreover, it is 

meaningful to note that there are several factors which may 

affect the stability of the efficiency results [[9], [10]]. First, the 
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efficiency frontier may be partly based on outlier units or 

efficient schools that are very different from other units, either 

genuinely or due to miscoding, measurement error, etc. In such 

a case, omitting these outliers may change the mean efficiency 

and rankings based on efficiency scores. Second, the use of 

different combinations of inputs and outputs may change the 

ranking of individual schools. Thus, two forms of sensitivity 

analysis were conducted. First, a form of sensitivity analysis 

known as “jackknifing” is used to test the robustness of DEA 

results in regard to outlier schools. Second, Spearman rank 

correlation between DEA specifications was used to test the 

changes in their ranking based on efficiency score from one 

DEA specification to another.  

 
III. DATA AND RESULTS  

 

Data came from 455 public general upper secondary 

schools that were in Northern Thailand in 2003. All of these 

schools were under the same regulations of the Office of the 

Basic Education Commission (OBEC) of the MOE and utilized 

the same curriculum, thus ensuring homogeneity across the 

schools, and that all schools had the same production 

technology. 

 

Inputs (Xi) used here are the teacher-student ratio [[7], 

[11], [13], [14]] and proportion of students not from low-

income families [[9], [13], [14], [23], [24]], to reflect the 

quantity of resources available (e.g., teachers) and quality of 

inputs (e.g., students). This study includes SES input in DEA 

model since it has been argued that if SES was not included in 

calculating efficiency, the results obtained would not be 

operationally valid [25]. Because general upper secondary 

school lasts for three years, input data covers 2001-2003, 

measured as an average whenever possible. To measure school 

outputs (yr), average national test scores [[7], [9], [10], [13], 

[14]], the number of students who passed their grades after first 

and second year (average of 2001-02) or were moved up [[10], 

[13], [14]], and number of graduates [[10], [13], [14]] were 

included to measure school efficiency. (A full list of 

descriptive statistics of input and output variables, together 

with description of variables, is provided in the Appendix.)  

 

Applying the output-oriented DEA model in Equation 1 to 

each school in the sample yields descriptive statistics of the 

efficiency measures in Table 1. The average level of efficiency 

for the sample is 2.2618, indicating that, on average, all outputs 

being produced could be expanded by 126.18% (2.2618-1) at 

the given input usage. Variation of efficiency measures is 

0.7373 when the gap between the maximum inefficiency 

measure and best practice is 4.6399 (5.6399-1). This suggests 

that although efficiency of schools in the set differ from each 

other by 0.7373 on average, the range between the least 

efficient and best practice schools in the pooled sample is as 

high as 4.6399 (5.6399-1). Further, only 4 schools were on the 

efficiency frontier (with efficiency score of 1). These results 

indicate that the schools under observation operate efficiently 

only 0.88% (4/455). In the other words, almost all schools 

operate inefficiently.  

 
TABLE 1 

EFFICIENCY RESULTS 
 

Mean (S.D.) Maximum  Maximum  No. of Efficient  

 Inefficiency Score Efficiency Score Schools 

       

2.2618 (0.7373) 5.6399 1.0000 4 

        

 

At the individual school level, the efficiency measure 

indicates how much output could be proportionally expanded 

and using the same amount of inputs. For example, in Table 2 

the efficiency score of school “Sh17” is 1.6633, implying that 

all outputs of this school could be expanded by 66.33 % 

(1.6633 – 1) using the same amount of inputs. In addition, 

setting adjustment targets for a given school needs to take into 

consideration that institution’s input and output slack. Sh17 has 

output slack of 42.77 graduates. The output slack figures 

indicate the extent of further output augmentation after the 

expansion by 66.33%, while still maintaining the same input 

level.  

 

On the input side, there is slack of 0.16 SES, representing 

the potential input reduction for the school even after its 

outputs have been adjusted for efficiency. Further, adjustment 

targets for school (Sh17) show that it’s passing, graduates, and 

SAT scores can be raised by 483.55, 191.35, and 23.68 

respectively. The SES of this institution can be reduced by 

0.16. Slack in the SES index can reflect the school’s relative 

ease of overcoming learning difficulty due to student SES. 

Similarly, the number of passing and graduates, and SAT of 

schools are also dependent on the SES.  
 

TABLE 2 

ADJUSTMENT TARGETS OF SCHOOL (SH17) IN THE SAMPLE 

 

Variables Existing Inputs Slacks 

 

Adjustment Efficient 

  And Outputs   Targets Targets  

Inputs      

    Teacher-  

     student  

    ratio 3.42 0.00 0.00 3.42 

    SES 0.80 0.16 0.16 0.64 

Outputs      

    Passing 729.00 0.00 483.55 1,212.55 

    Graduates 224.00 42.77 191.35 415.35 

    SAT scores 35.70 0.00 23.68 59.38 

 

Further, efficiency scores of schools in the sample were 

calculated using the output-oriented DEA model in Equation 1 

together with the two additional specifications. Table 3 

compares the efficiency scores of schools the primal 

specification (1) and the alternative specifications (2 and 3).  
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TABLE 3 

DESCRIPTIVE STATISTICS OF EFFICIENCY SCORES, SPECIFICATIONS 1 – 3 

 

Specification Mean  Maximum of 

No. of 

Efficient  

% of 

Efficient 

  (S.D.) 

 Inefficiency 

Score           Schools  Schools 

1* 

2.2618 

(0.7373) 5.6399 4 0.90 

2 

2.1017 

(0.6649) 5.3242 5 1.10 

3 

2.0321 

(0.6616) 5.0663 12 2.60 

* Primal specification    

 

The mean value and number of efficient schools using 

specification 2, which decomposes SAT scores into verbal, 

numerical and analytical ability scores in place of total SAT 

scores in the production model, are higher than those of 

specification 1. This result may be because schools are likely to 

be better when they are estimated by various subjects (i.e., 

verbal, numerical and analytical abilities) rather than the total 

ones. The mean value of efficiency and number of efficient 

schools of specification 3 are higher than those of specification 

2. One likely explanation of this result is that the production 

model of specification 2 is a ‘subset’ of specification 3, which 

has more input/output variables. As more variables are 

included into the model, the greater is the chance that some 

inefficient schools will become efficient [26]. Having more 

variables in specification 3 will thus generally lead to higher 

average efficiency and more efficient schools, vis-à-vis 

specification 2.      

 

To ascertain the efficiency results in “jackknifing” 

sensitivity approach, DEA results are tested to find the extent 

to which there were extreme outliers which affected the 

frontier, efficiency scores, and efficiency ranking in each of the 

DEA model specifications. For example, in the case of 

specification 1, each efficient school was dropped out one at a 

time in sequence, without replacement, and then the DEA 

model is re-estimated. The similarity of efficiency ranking 

between the DEA results with all schools included and those 

based on dropping out each efficient school one at a time was 

tested by the Spearman rank correlation coefficient. The mean 

efficiency from the iterations was also calculated. The results 

are summarized in Table 4.  

 
TABLE 4 

STABILITY OF DEA RESULTS TO OUTLIER SCORES, SPECIFICATIONS 1 – 3 
 

Specification No. of Efficient  Range in  

    Schools Spearman Rank Correlation  

  Min Max 

 1* 4 0.8548 0.9991 

2 5 0.8770 0.9999 

3 12 0.8947 1.0000 

* Primal specification  

 

The high rank correlation coefficients show that the 

rankings are relatively stable in regard to outlier schools 

determining the efficiency frontier. From the table, the 

variation of rank correlation coefficient was lowest in 

specification 1, ranging from 0.8548 to 0.9991. In other 

specifications, the ranking correlation was somewhat more 

stable, ranging from 0.8770 to 1.0000 in specification 2 and 3. 

As the outliers may affect to the stability of efficiency scores 

and ranking, e.g., due to the extreme difference of input-output 

combination, Specification 1 was somewhat more sensitive to 

outliers. Moreover, the greater the number of inputs and 

outputs in the additional DEA specifications, the greater the 

apparent stability of the DEA efficiency scores is in regard to 

outlier schools.  
 

IV. CONCLUSION AND POLICY IMPLICATIONS 

 

This study proposes the DEA technique to measure school 

efficiency, as DEA has been recognized as a practical method 

for this purpose. DEA uses benchmarking to measure 

efficiency of each school relative to others in its group. Such 

comparisons can assist in identifying efficient and inefficient 

schools within the group as well as indicating potential 

adjustment targets for the inefficient institutions. The empirical 

results reveal that the schools under observation, on average, 

operate inefficiently. To ascertain the robustness of the 

analytical framework and resulting measures, a sensitivity 

analysis was conducted by introducing two other 

specifications, different from the primal one. This was to 

examine whether modifications in the educational production 

function would result in substantive changes in the empirical 

findings on school efficiency. For each specification, the 

efficiency measures were re-estimated using the DEA model. 

Under jackknifing method, by dropping each outlier or 

efficient school one at a time in sequence without replacement 

and then the DEA model is re-estimated, the results suggest 

that efficiency ranking correlation was stable for all 

specifications. Moreover, under Spearman rank correlation, 

based on various additional school inputs and outputs, the 

results also indicate that the ranking between all specifications 

were almost similar.  

 

This study, if validated, may have wide implications for 

national education policy. The performance-based DEA results 

indicate that the schools under observation, on average, operate 

inefficiently. Schools under observation have both efficient and 

inefficient schools and the adjustment targets of inefficient 

institutions, e.g., of SAT scores, indicate the extent to which 

these schools can improve their performance. If validated by 

further research, the findings could be used to prioritize 

institutions for treatment. In addition to allocating budget based 

on block grants or enrolments, policy-makers may use 

performance-based analysis to identify which institution will 

yield higher marginal returns, and which individual institution 

will give the most marginal returns.  

 

For the future research direction, this study employs data 

only from public general upper secondary schools in Northern 
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Thailand; therefore, the principal limitation of this study is in 

the ability to generalize its findings to other level of 

educational institutions, or in other types of societies which is a 

limitation of studies in general. Moreover, this study assessed 

school performance through efficiency analysis only for a 

given period. Future research could focus on analyzing over a 

longer time or across subgroups or regions in a panel data 

setting. By doing so, a fuller understanding on the school 

efficiency analysis as well as the robustness of resulting 

measures on efficiency may be achieved. Further, this study 

uses inputs and outputs of the educational production function 

that may not be fully amenable to the other types of schools. 

Future studies might refine the inputs and outputs based on the 

objectives of each school type.   
 

APPENDIX 
 

DESCRIPTIVE STATISTICS OF INPUT, AND OUTPUT VARIABLES 

Variables 

Mean  

(S.D.) Min. Max. 

Schools (n = 455)    

Inputs    

  Teacher-student ratio (%) 

 

4.77 

(1.3945) 

1.73 

 

11.35 

 

  Proportion of students not from low-

income families 

0.52 

(0.1966) 

0.01 

 

0.97 

 

  Teaching aide-student ratio (%) 

 

0.60 

(0.2828) 

0.00 

 

1.94 

 

Outputs    

   Passing 

 

381.31 

(381.3945) 

9.00 

 

2,389 

 

  Graduates 

 

114.98 

(119.9489) 

2.00 

 

779 

 

  National test score (SAT) 

 

36.01 

(5.5340) 

25.45 

 

67.81 

 

  SAT  - Verbal Ability  

 

13.33 

(1.6837) 

9.73 

 

23.08 

 

  SAT  - Numerical Ability 

 

12.24 

(2.2635) 

8.00 

 

26.00 

 

  SAT  - Analytical Ability  

 

10.44 

(2.0142) 

6.77 

 

21.51 
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Abstract 
In today’s ultra modern world the 
traditional face to face (F2F)teaching 
has been replace by e-learning or 
online learning .Companies find this 
method very effective to  train their 
employees without using up work 
hours. E-learning has been 
implemented by many educational 
institutions at undergraduate and 
graduate level in the Gulf region. 
Blended learning has been adopted 
by many schools and universities in 
the Gulf. Blended learning is e-
learning along with onsite support. 
This paper will discuss different 
modes of e-learning, assignment 
design techniques and E-learning 
trends in the Gulf region. 
 
 

I. Introduction 

There has been an increase in the number of 

universities and colleges implementing in E and 

blended learning as an integral part of 

instructional activities. They are trying to make 

best use of the technology available to promote 

e-learning  and to motivate students to study 

outside the four walls of a classroom. These 

technological innovations have a direct impact 

on current university practices policies and have 

the potential of changing our traditional 

definition of education [1].E-learning can also 

mean extended learning that is learning outside 

the class room, from anywhere and at anytime. 

Many schools in the gulf region are adopting 

this innovative style of teaching. Students find it 

interesting compared to the traditional method of 

teaching. Web-based instruction is already 

revolutionizing  how students work, think , and 

access information [5].Some schools are using 

the free  

 

 

Learning Management Systems like ‘Moodle ‘ 

which provides all the essential features required 

for blended learning. 

 

Universities are also adoption tools like 

Blackboard.com and WebCT for online support 

along with the onsite teaching support. This can 

also be integrated with some classes being  held 

in the second life which is 3D virtual world. 

Increase in usage of e-learning technology
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Figure1, increased usage of e-learning 

technology 

 

As depicted in Figure 1, a recent survey 

conducted shows an increasing interest in  

e-learning over the years in the Gulf. Most of the 

universities in the gulf have a  ‘e-learning center 

for excellence’. It is very helpful at university 

levels for students who are working or who are 

frequently traveling to keep in touch with what 

is happening in their classes. It allows students 

who find it difficult to speak up in class to 

participate in online discussion forums. The 

students can participate in the online class 

discussion during their free time by logging on 

to the online class and posting his views to the 

discussion folder in an asynchronous mode.  

 

The lecturers and teachers are able to save a lot 

of more time which can be utilized to develop 

and improvise on the course material. 

 

E-learning can be very beneficial for students 

who are interested in continuing education along 

with their jobs and for people who have a lot of 

M. Iskander et al. (eds.), Technological Developments in Education and Automation, 
DOI 10.1007/978-90-481-3656-8_2, © Springer Science+Business Media B.V. 2010  

E-learning and Blended Learning in the Gulf Region



experience in the field or are currently working 

in the same field and want to enhance their 

knowledge about the subject. It does not require 

you to be physically present at a particular 

location. You can login to your class anytime 

from anywhere .This definitely saves a lot of 

time and helps the student to continue working 

while studying which is one of the major 

advantages. E-learning is a boon to specially 

those who have difficulty in travelling to and 

forth to attend the classes at the university. 

 

II. Modes of online learning 

 
A. Asynchronous mode 

 
Online learning usually has two modes one is a 

completely asynchronous mode and 

synchronous mode. In case of asynchronous 

mode the lectures, assignment and examination 

questions are uploaded and available to the 

students online. The students can study from the 

lecture notes and specified text and then attempt 

the quizzes and question uploaded. There is no 

synchronised session between the lecturer and 

the student. Any query by the student will be 

send to the lecturer’s mail id, who will then 

reply it within 24 hours in most of the online 

programs. Students used to the traditional mode 

of teaching may feel a little lost initially but will 

be able to cope up with online teaching.  

 

 

B. Synchronous mode 

 
In case of synchronous mode, the students and 

the instructors are required to login to the class 

at a particular time decided in advance. The 

lecturer will then conduct the class using 

PowerPoint presentation which will be visible to 

the student on his screen. There are many 

advance softwares that support this facility. The 

student will be able to listen to the explanation 

given for each of the slide displayed .He can ask 

a question to the instructor by clicking on an ion 

provided for the same which is very similar to 

raising your hand in the class to ask a question. 

In this case you can have an experience of a 

virtual class room. The only drawback in this 

case is that the student should login to the class 

at a specific time given. This may be difficult 

and impossible for students who are constantly 

travelling. E-learning involves online class 

discussions where the students can login in their 

own free time and posting their opinions and 

views on the topic of discussion. The students 

are encourages to read each others suggestions 

and give their view about it. Data collected for 

this research shows that students enjoy the 

discussion session the most. It motivates them to 

login into the class more often. 

 

III. Just-in-Time Teaching 

 
“One Web-based approach, Just-in-Time 

Teaching (JiTT), was first devised by Novak, 

Patterson, Gavrin , and Christian (1999) to teach 

problem solving in physics” [3].This can be  

incorporated into online teaching .The students 

can be given assignments after every class and 

based on their performance in the assignment, 

the next lecture could be modified to suit the 

requirement of the class such that the it  

addresses the concepts the student have not 

understood correctly. 

Universities in the Gulf region have adopted 

both these modes of e-learning. Many colleges 

in the U.A.E. prefer having a blended mode of 

teaching which is online teaching (asynchronous 

or synchronous) and onsite teaching(face to 

face) teaching. 

 

IV. Designing Assignments 

 
Assignments could be multiple choice questions 

or essay type questions. There are number of 

software vendors who provide standard 

softwares to support e-learning needs.. WebCT 

provides a facility wherein it is possible to create 

a question bank and then select the question for 

multiple choices. These questions banks are also 

available in the market for certain courses. 

These could be material that is designed for 

certain e-learning tools. eg. In WebCT, the 

instructor can select the required questions from 

the database of questions.  

E-learning is not only converting text into an 

electronic form, it is making content more 

interactive and interesting with more audio and 

video effect. 

The content design should be student centred. . 

From [4], a number of studies in recent years 

have highlighted critical aspects of learner 

readiness that need to be addressed. Some of 

these include: 

1. Technology skills 

2. Access to Technology 

3. Technology Literacy and 

4. Self-regulated learning 

Points 1 to 3 can be addressed easily by the 

universities in the Gulf .Learning at self pace is 

a challenging task to achieve due to the fact that 

the courses are always designed for a particular 

period of time. 
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Online Group Projects: 

It is very effective as the class can be divided 

into groups by the instructor and assigned 

different projects. Separate folder can created for 

each group. The student can use these folders to 

post their finding so that it is available to 

everyone within the group. They can also use the 

discussion forum or the chat session as a virtual 

meeting place. Instructor can keep a track of 

their participation and progress. 

 

V. Other tools used for e-learning 

 
E-learning classes could also be designed in 

Second Life. Second Life is a 3-D virtual world. 

There are virtual colleges and universities in the 

second life which have virtual classrooms and 

labs where experiments are carried out just like 

in a actual class room .This is very beneficial for 

some online programs .One such example could 

be a Chemistry class where experiences can be 

carried out in the virtual world. All the virtual 

chemicals used exhibits all the properties of the 

actual chemical. This also gives the student to 

explore and experiment without fear of any 

dangerous accidents. There a number of 

organizations in the Gulf region which provide 

training classes for flying a plane or driving a 

car is also provided online. 

Colleges and universities are also using 

technologies like pod casting, wikis and blogs. 

Colleges, universities and schools in the Gulf are 

encouraging students to create e-portfolios 

which can then be given to potential employers. 

An e-portfolio can be a web-based information 

management system that uses electronic media 

and services. The learner builds and maintains a 

digital repository of artifacts, which they can use 

to demonstrate competence and reflect on their 

learning. Having access to their records, digital 

repository, feedback and reflection students can 

achieve a greater understanding of their 

individual growth, career planning and CV 

building. Accreditation for prior and/or extra-

curricular experiences and control over access 

makes the e-portfolio a powerful tool [2]. 

Mobile learning is a complete anywhere 

,anytime learning technology.As shown in  the 

figure it can acquire data and learning material 

not only from the internet but also from other 

mediums. Due to the successful development of 

Bluetooth, WAP (Wireless Application 

Protocol), GPRS (General Packet Radio System) 

and UMTS (Universal Mobile 

Telecommunications System), the technological 

structures for wireless telephony and wireless 

computing are now ready for use in the field of 

teaching. In most parts of the world wireless 

technologies and applications are replacing 
wired ones: e-Commerce is moving to m-
Commerce; m-Business is replacing e-Business. 
The move to wireless technology in telephony 
and computing is irreversible. 

In the education filed there has been a gradual 

change from traditional onsite learning to 

electronic learning (e-Learning) to mobile 

learning (m-Learning). 

VI. Conclusion 

 
The is a tremendous and fast increase in the 

number of colleges in the Gulf adopting for e-

learning .E-learning is a very effective tool to 

making learning a very enjoyable and interesting 

experience. E-learning requires smart 

assignment design .The latest learning tool is the 

m-learning or mobile learning which is portable 

and a truly anywhere anytime technology. 

Further study needs to be conducted based on 

the technology used and favoured the most in 

the Gulf.  
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Abstract—In this paper, we present a scene change or shot
boundary detection method based in the changes in entropy
of differences between uncompressed video frames. As in the
uncompressed domain, cues for scene or shot boundaries are
not available, detecting video content features is a non-trivial
and typically requires additional complexity in the evaluation.
The entropy presents a metric for the complexity of information.
Used on the differences between video frames, the entropy is
able to measure the complexity of changes. We find that due to
content dependency, however, the relative entropy changes in the
sequence of video frames is a better indicator for detection.

An evaluation of the presented approach finds that detection
for a combination of video test sequences can be reliably
performed using the U component of uncompressed YUV 4:2:2
video only.

I. INTRODUCTION AND RELATED WORK

The domain of video annotation, indexing, and retrieval has

attracted a large body of research in the past. One of the

main drivers for this area of research is the readily available

computing power in normal desktop computers, digital video

equipment, and motivation to share content over the Internet

in various forms of access models, i.e., sharing via web pages,

live streaming, and so on. It is expected that the amount of

digital video that is available will continue to grow. With

this vast amount of data available, annotation and logical

indexing of video becomes a desired feature. One standard for

the annotation of multimedia data is MPEG-7, see, e.g., [1].

Amongst different approaches to annotation, segmenting the

video into its scenes or shots is the most intuitive and basic.

Several different approaches exist to detect shot boundaries in

video, see, e.g., [2], [3] for an extensive overview of different

algorithms and their classifications.

Reliable and universal detection of scene changes or shot

boundaries in the uncompressed domain in a fast manner,

however, is still a challenge. While in the compressed video

domain, typically cues can be obtained that are readily avail-

able from the encoded video stream (e.g., motion vector

intensity or transform coefficients), these cues are not available

in the uncompressed domain. To alleviate this problem, the

authors in [4] employ a two-stage histogram-based method

to determine scene changes and filter out unwanted false

detections. More sophisticated approaches have to implement

additional methods, such as edge detection, see, e.g., [5]. Other

venues of research employ neural networks to determine scene

changes based on several pixel- and color-based features of

uncompressed video, see, e.g., [6]. In [7], the authors apply

fuzzy logic approaches to detect scenes. Recently, the authors

of [8] employed an autoregressive model based on the color

histogram in the uncompressed domain to determine scene

changes.

In the following, we present a scene detection algorithm that

is solely based on the entropy of differences between frames.

The motivation for using this approach is that with changes

between frames, the entropy of the differences will increase.

We evaluate the algorithm against a short video test sequence

and a Combined video sequence, which is derived from

multiple test sequences. We present the performance metrics

precision and recall obtained with the proposed algorithm

before we conclude.

II. ENTROPY OF FRAME DIFFERENCES

The scene boundary detection method introduced in the

following is applied on uncompressed video frames using the

YUV 4:2:2 format. This format is typically used for video

coding and transcoding for a variety of video codecs. The

YUV format describes each individual pixel by its luminance

(Y) and two color differences (U) and (V), also known as

chrominance components.

We denote the i-th byte in the n-th frame out of n =
0, 1, . . . , N frames as Fn(i). Furthermore, let Yn(iY ) denote

the luminance byte values and Un(iUV ), Vn(iUV ) denote

the i-th byte values for the two chrominance components.

Note that due to the chroma sub-sampling, 0 ≤ iUV ≤ iY

4
,

i.e., the two chrominance components are restricted to half

the resolution of the luminance component. Sub-sampling is

used since the human eye is most sensitive to the luminance

component. In the 4:2:2 format, the U and V values are each

sub-sampled for a group of 4 luminance pixels and stored by

component in a grouped manner on disk. The manner in which

the individual values are sub-sampled and typically stored on

disk is illustrated in Figure 1 for an individual frame.

We denote the probability for a specific byte value Fn(i) in

frame n as pFn
with Fn(i) ⊂ {0, . . . , 255},∀i. The entropy

gives a measure for the complexity of an individual frame’s

information content. The entropy for the byte values of frame

n is calculated as in Equation 1.

Hn = −

255∑

b=0

pFn
· log

256
(pFn

) (1)

The entropies for a frame’s three individual components can

be calculated in a similar manner.
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In order to derive a better estimator for the changes between

frames, we calculate the entropy for the differences between

frames n and n − 1 for all frames n ≥ 1. The differences

between two complete frames are calculated as in Equation 2.

Fn,n−1(i) = |Fn(i) − Fn−1(i)|∀i (2)

The entropy for the frame differences is then calculated as in

Equation 1 for pFn,n−1
. The entropy of the difference frames

(or the differences frames’ components) can then be used

to determine the scene boundaries by comparing subsequent

difference frame entropies. We note that this approach requires

at least three frames to be processed, as illustrated in Figure 2.

III. SCENE CHANGE DETECTION METHOD

The initial evaluation of the algorithm presented in this

paper is performed on the News sequence in the QCIF format

(i = 38016, iY = 25344, iUV = 6336). This sequence features

two news anchors and a changing background with varying

displays of dancers, as illustrated in Figure 3. Details for the

News video sequence’s content are provided in Table I. We

illustrate the entropy for the frame differences in Figure 4. We

observe that the entropy of frame differences “spikes” where

the content of the underlying video sequence changes at frames

91, 262, and 241. This “spike” of the entropy can be used to

detect the changes in scene content.

For the evaluation of the scene change algorithm introduced

in Section III with respect to shot boundary detection, we

now employ a Combined video sequence in the QCIF format,

which is derived by concatenation of multiple video sequences.

The sequences’ details are given in Table I. The resulting

entropy for the differences between complete frames Fn,n−1

is illustrated in Figure 5. We initially observe that the changes

between individual scenes are represented by spikes in the

entropy of the differences between full frames. We additionally

observe that for each original sequence, a separate level and

behavior of the entropy of frame differences can be observed

in Figure 5. The scenes containing more motion and camera

movement exhibit more varying entropies. For the Husky

sequence, a generally high level of entropy is observed, while

the Bow sequence’s entropy exhibits more pronounced changes

or “spikes” of the entropy.

Fig. 1. YUV 4:2:2 pixel format and single video frame storage.

Fig. 2. Calculation of difference frames and entropy values.

Sequence Frame Content

News 0 A news sequence with two anchors and
varying background.

91 Background is one dancer close-up.
151 Background is two dancers.
241 Background is one dancer close-up.

Salesman 301 A salesman presents his product.

Akiyo 750 A news anchor talks in front of a
static background.

Husky 1050 Several runners and their dogs, with some
camera panning and zooming.

Bow 1300 A person enters, bows, and leaves.

Hall Monitor 1600 A hall monitor with people passing by.

TABLE I
DETAILS FOR THE CONCATENATED Combined VIDEO SEQUENCE.

The entropy of the differences for the individual frame

components is illustrated in Figure 6. We observe that overall,

all three individual components exhibit similar characteristics

of the entropy compared to the complete frame. We note,

however, that the two chrominance components exhibit a

significantly lower level in their entropy values than the

luminance component for the Husky and Bow sequences. We

conclude that comparing the entropies of the difference frames

for identification of scene boundaries itself is not advisable

with respect to the different levels of entropy due to the content

differences.

When the change in the entropies of the frame differences

is evaluated, however, the scene changes can be detected

Fig. 3. Example screenshot of the News video sequence.
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Fig. 4. Entropy of the frame differences for the News QCIF video sequence.
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Fig. 5. Entropy of the frame differences for the Combined QCIF video
sequence.
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Fig. 6. Entropy of the frame differences for the individual Y,U, and V
components of the Combined QCIF video sequence.
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Fig. 7. Relative entropy changes for the frame differences of the Combined

QCIF video sequence.

in a manner that takes the underlying content into account.

As illustrated in Figures 5 and 6, the level of the entropy

changes with the scene’s content. The relative changes in the

entropy values are hence a better estimator to determine scene

boundaries. We calculate the relative entropy changes as

Hn,n−1 =

|Hn − Hn−1|

Hn−1

. (3)

The resulting relative entropy changes are illustrated for Com-

bined video sequence in Figure 7. We initially observe that for

the first part of the Combined video sequence, a fairly high

level of noisy changes in the relative entropy can be examined,

whereas this behavior is not visible for the other parts of the

sequence. This behaviour can be explained by the background

video in the News video sequence, see Figure 3. Thus, this

behavior is content-dependent. Secondly, a closer examination

of the “spikes” in the relative entropy yields that they occur at

the scene change boundaries. We also note that these “spikes”

are at least in the region of 100 percent changes in the relative

entropy. This leads to the conclusion that changes of more

than 100 percent in the relative entropy are indicators of scene

changes.

To detect scene changes following this approach, we define

the threshold for the detection as

Hn,n−1 ≥ t. (4)

IV. PERFORMANCE EVALUATION

Typical performance metrics for the detection of shot and

scene boundaries are Recall and Precision. The recall value

presents a measure for the correct detection of changes,

whereas the precision measures the correctness of detected

changes. Let D denote the correct number of detections, DF

denote the number of false detections, and DM denote the

number of missed detections. Recall and precision can then
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TABLE II
PRECISION AND RECALL VALUES FOR DIFFERENT THRESHOLDS FOR THE

Combined VIDEO SEQUENCE.

Thres. All Y U V

t Prec. Rec. Prec. Rec. Prec. Rec. Prec. Rec.

1 1 0.5 1 0.875 1 1 1 0.875

1.1 1 0.5 1 0.875 1 1 1 0.875

1.25 1 0.5 1 0.75 1 0.75 1 0.75

1.5 1 0.5 1 0.5 1 0.5 1 0.5

2 1 0.5 1 0.5 1 0.5 1 0.5

be calculated as

Recall =
D

D + DM

(5)

Precision =
D

D + DF

(6)

For the review of the proposed method on the Combined video

sequence, we provide the values for precision and recall in

Table IV for different thresholds t of the relative entropy.

We observe that precision for the entropy of the complete

frame differences is high for all components combined and

individually. We furthermore note that there is no impact

of different threshold levels on the precision. For the recall

values, on the other hand, we observe a low value for the

complete frame’s entropy and slightly higher values for the

Y and V components. Overall, only the U component yields

complete detection of all scene changes with a threshold level

close to 1.

An additional observation from this characteristic is the time

required to parse the complete video, especially if resolutions

above QCIF are considered. As the U component’s size in

bytes is only 1

6
of the complete video frame’s size, the scene

detection speed can be greatly increased.

V. CONCLUSION AND OUTLOOK

In this paper, we presented a method to detect scene

changes or shots based on the relative changes in the entropy

of difference frames in the uncompressed domain. As the

differences between frames increase, the entropy will increase

as well. However, due to content dependency of the level and

behavior of the entropy, we use the relative changes in the

entropy of differences between frames for detection. We found

that based on the performance metrics precision and recall, the

fasted and most reliable approach to detect scene changes or

shots is to calculate the relative entropy differences for the U

component only.

Future research venues will include evaluation of the de-

tection method presented herein for a larger variety of video

content and additional refinements to detect additional changes

in the underlying video based on the entropy of the frame

differences.
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Abstract-An experimental assessment of the impact of the 
electromagnetic environment of a 400 kV substation on the 
performance of ZigBee equipment is described. The experimental 
assessment includes a pragmatic field trial and a laboratory test. 
The laboratory test, in which all external noise and interference 
are excluded, is used as a control. A simple set of metrics are used 
to compare the performance of ZigBee equipment deployed in the 
substation with that deployed in a controlled laboratory 
environment. The results based on more than 1.6 Gbit of 
transmitted data show no significant adverse impact of the 
substation electromagnetic environment on the performance of 
ZigBee equipment. 

 

Keywords: ZigBee, partial discharge, power substation, 
IEEE 802.15.4. 

I. INTRODUCTION 

The infrastructure investment in a national power 
transmission system is colossal. It is therefore necessary to 
operate such systems as efficiently as possible, consistent with 
maintaining acceptable security of supply. Efficient and 
reliable operation demands continuous monitoring of the 
system state resulting in instrumentation and control equipment 
being widely scattered throughout substation compounds. 
Information and control signals for both normal and abnormal 
operation are traditionally connected, using cables or optical 
fibres, to a SCADA (Supervision, Control and Data 
Acquisition) system [1] and/or its successor UCA (Utilities 
Communication Architecture) system [2]. Ethernet local area 
network (LAN) implementations of such UCA/SCADA 
systems, which simplify the addition/reconfiguration of 
instrumentation and the coordination of protection systems, 
have been proposed and are already being evaluated [3].  

Significant flexibility and cost advantages over a wired LAN 
infrastructure would be gained, however, if signals could be 
routed around electricity substation compounds wirelessly. 
Furthermore, wireless communication technologies hold out 
the prospect of ‘hot-line’, sensors that can be deployed on 
energized high-voltage (HV) equipment without the 
inconvenience and costs associated with bridging the system’s 

primary insulation [4, 5]. WLAN and WPAN technologies 
represent obvious opportunities to realize these advantages. 

The casual deployment of wireless technologies for critical 
functions is not, however, without risk. Whilst the naturally 
occurring noise environment is relatively benign at WLAN and 
WPAN frequencies [6] the man-made noise environment 
within a substation compound is complex and hostile due, for 
example, to PD from imperfect insulation and sferic radiation 
from switching and fault transients. (The term sferic usually 
relates to radiation from a lightening event but is used here as a 
shorthand for similar radiation arising from any large current 
transient.) The latter is of particular concern since it is on just 
such occasions that control and protection equipment is 
required to operate reliably. It is possibly for this reason that 
UCA demonstration systems have until now employed a 
‘wired’ (often fibre) transmission medium e.g. [7]. 

An investigation into the vulnerability of WLAN and 
WPAN technologies to impulsive noise in electricity 
transmission substations has been proposed [8]. One of the 
project objectives requires an assessment of ZigBee technology 
in impulsive noise environments and its suitability for 
deployment in HV substations. As part of this assessment a 
laboratory test and field trial of ZigBee equipment have been 
carried out. 

The field trial comprises a deployment of ZigBee equipment 
in a 400 kV electricity supply substation. The laboratory test 
replaces the antennas and radio path between Zigbee 
transceivers with high-quality coaxial cable and appropriate 
microwave attenuators. 

This paper describes partial discharge as observed in 
electricity supply substations, briefly reviews the relevant 
aspects of ZigBee technology, and presents the results of both 
laboratory test and field trial. 

II. PD IN SUBSTATIONS 

An electrical discharge is partial if it fails to fully bridge the 
space between a pair of electrodes. It can occur around an 
electrode in a gas (corona), within gas bubbles in a liquid or 
within the space created by voids in a solid. HV plant 
(transformers, switchgear, cables etc) is especially prone to PD 
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if its insulation is damaged and/or as its insulation ages. If 
remedial action is not taken the insulation can be seriously 
compromised leading, ultimately, to catastrophic failure. PD 
current pulses in strong insulators (e.g. SF6) can have rise-
times as short as 50 ps and may contain significant energy at 
frequencies up to 3 GHz [9]. Such impulsive signals can give 
rise to electromagnetic resonances within the conducting 
enclosures in which they occur. 

PD propagation within a Gas Insulated Substation (GIS) is 
by a combination of transverse electric (TE), transverse 
magnetic (TM) and transverse electromagnetic (TEM) modes 
[10]. Laboratory tests have suggested that two principal 
mechanisms are responsible for PD signal damping. These are 
reflections due to characteristic impedance discontinuities 
(such as is caused by spacers) and energy conversion from 
TEM to TE or TM modes [11]. Although the character of PD 
appears to have some dependence on the size and geometry of 
plant components (e.g. insulating spacers, L-shaped buses, T-
branch buses) damping typically appears to become significant 
somewhere between 100 MHz and 300 MHz and increases 
with increasing frequency above this [12]. PD energy in the 
frequency range 0.5 - 1.2 GHz, however, is readily radiated 
from apertures formed, for example, by insulating spacers or 
bushings [13]. 

Energy from PD processes can be radiated whenever 
spectral components arising from current pulse edges extend 
into the radio frequency (RF) region [14]. Signals radiated 
from open-air substations are typically stronger than those 
from underground substations due, in the latter case, to an 
enclosing metallic tank located in a steel-reinforced concrete 
building [15].  

III. ZIGBEE 

ZigBee is a specification of a network and security services 
application layer technology developed by the ZigBee Alliance 
and based on the IEEE 802.15.4 standard. It is a low-cost, low-
power, two-way wireless communications technology. It is 
primarily intended for domestic and commercial applications 
e.g. home and building automation, PC peripherals, toys and 
games but also finds application in other contexts, e.g. medical 
sensors and industrial control [16]. The IEEE 802.15.4 
standard addresses the physical (PHY) and media access 
control (MAC) layers and defines a 250 kbit/s, 32-chip, direct 
sequence spread spectrum (DSSS), offset quadrature phase 
shift keying (OQPSK) radio signal operating in the 2.4 GHz 
unlicensed Industrial, Scientific and Medical (ISM) band. 
Alternatives bands exist around 868 MHz and 915 MHz. From 
a total of 27 frequency channels, one lies in the 868 MHz band, 
ten in the 915 MHz band and 16 in the 2.4 GHz band. In 
addition to providing link-layer security including access 
control, confidentiality, message integrity and optional 
message freshness, it employs network- and application-layer 
security services, a 128-bit link key to secure pair-wise 
communications and a 128-bit network key to secure broadcast 
communications [17]. A commercial system-on-chip 

implementation of a 2.4 GHz IEEE 802.15.4 compliant 
transceiver is already available [18, 19]. 

Previous work on the impact of interference on ZigBee 
systems has concentrated on the coexistence of this technology 
with similar technologies, especially WLAN and other WPAN 
transceivers. ZigBee has been shown to be potentially 
vulnerable to IEEE 802.11b (WiFi) and IEEE 802.15.1 
(Bluetooth) transmissions. An analytical model suggests, 
however, that the IEEE 802.15.4 network should have little 
effect on the performance of IEEE 802.11b networks [20]. It 
has been concluded, from practical measurements, that IEEE 
802.15.4 transmissions produce no significant impairments on 
the operation of IEEE 802.11 equipment, but that the converse 
is not necessarily true, i.e. IEEE 802.11 transmissions might 
degrade the performance of an IEEE 802.15.4 network [21]. 
The measurements reported appear to show that interference 
from IEEE 802.11b transmissions does not significantly impact 
IEEE 802.15.4 performance providing a physical separation of 
at least 8 m is maintained [22]. (References [21] and [22] 
suggest that a frequency offset of at least 7 MHz in operational 
frequencies is required for a satisfactory IEEE 802.15.4 
performance.) 

The authors are not aware of any similar work to establish 
the interfering effects on ZigBee transceivers of impulsive 
noise of PD origin as found in electricity supply substations. 
The practical field trial and laboratory test described in section 
4 address this. 

IV. FIELD TRIAL AND LABORATORY TEST 

The field trial was carried out at Strathaven 400 kV Air 
Insulated Substation (AIS). The trial assesses the performance 
of ZigBee in this challenging electromagnetic environment. 
The laboratory test was carried out in the Geoffrey Smith 
Intelligent Dynamic Communications Laboratory at the 
University of Strathclyde. The laboratory test represents a 
control, i.e. a test which replicates that of the field trial but 
excludes all external noise and interference. The 
methodologies are described below. 

 
A. Field Trial 

The field trial system consists of two terminals, one a data 
source and the other a data sink, as shown in Figure 1. The 
data source and data sink terminals comprise a ZigBee module 
interfaced to a laptop computer. The ZigBee modules are based 
on the Ember EM250 ZigBeeTM/IEEE802.15.4 chip. The RF  

 
 
 
 
 
 
 
 
 

Fig.1. Field trial system  
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frequency band is 2.4 GHz and a total of 16 channels (IEEE 
802.15.4 channels 11 to 26) are used. The maximum air-
interface data throughput is 250 kbit/s. The maximum RF 
output power is 4 dBm. The receiver sensitivity with nominal 
1% packet error rate is -98 dBm. Communication between the 
ZigBee module and the 2.33 GHz, 1 GB RAM, 120 GB HDD 
laptop computer is via an RS232 serial port. 

The data source and data sink were located in different 
rooms of the 400 kV control building within the substation 
compound. The transmitter powers of the ZigBee modules 
were set to their maximum of 5 dBm. The separation between 
transmitter and receiver terminals was 21 m. The data sink 
signal strength indicator (RSSI) was -87 dBm which was 11 
dB above the ZigBee receiver sensitivity. 21 m therefore 
represents close to the maximum separation in this 
environment. The serial port settings for interface between 
ZigBee modules and laptop computers are 115.2 kbit/s, 8 data 
bits, 1 stop bit, 1 parity bit (even) and hardware control flow. 

Data was transmitted constantly from the source to the sink. 
Two transmission modes have been implemented; raw data 
transmission (mode 1) and data transmission with cyclic 
redundancy check (mode 2). In the former scheme data is 
neither encoded nor error checked. In the latter scheme data are 
CRC (cyclic redundancy check) encoded at transmitter and 
checked for errors at receiver. 

All data transmissions are of pseudo fixed code blocks. The 
block lengths are 114 symbols for mode 1 transmissions and 
65 symbols for mode 2 transmissions. These are the maximum 
block lengths specified by the ZigBee chip manufacturer. 

The durations of the trials were a little more than four days 
and 10 days for mode 1 and mode 2 trials, respectively. These 
durations were chosen to yield a comparable volume of 
transferred data in both cases. 

 
B. Laboratory Test 

For the laboratory test terminal hardware, interface and 
settings were identical to those in the field trial. The 
communications channel between data source and sink, 
however, was replaced with a microwave cable and adjustable 
microwave attenuators, as shown in Figure 2. The cable and 
attenuators are specified for operation between DC and 18 
GHz, and DC and 20 GHz, respectively. The ZigBee modules 
are enclosed in metallic boxes to provide shielding from 
external electromagnetic interference. 

 
 
 
 
 
 
 
 

Fig. 2. Laboratory test system 
 
The attenuators between source and sink modules were 

adjusted to give an RSSI of -84 dBm for mode 1 transmission 
and an RSSI of -87 dBm for mode 2 transmission. -84 dBm was 

found to be required for mode 1 transmissions (i.e. 3 dB more 
than that used for mode 2) in order to avoid complete system 
failure. This received power level therefore represented the 
minimum required to avoid the risk of transmission termination. 

 

V. RESULTS AND DISCUSSION 

Data transmission errors can be caused by external noise and 
interferences or internal noise (including clock jitter). Two 
types of error can be distinguished: (i) symbol (byte) error and, 
(ii) symbol (byte) loss. Symbol error refers to a received 
symbol being different from that transmitted and is directly 
linked to bit errors. Symbol loss refers to symbols transmitted 
from the data source that remain detected at the data sink. Bit 
error ratio (BER), symbol error ratio (SER), symbol loss ratio 
(SLR) and overall symbol error and loss ratio (OSER) are used 
here as performance metrics. 

  ZigBee performance for mode 1 transmission is summarized 
in Table 1 for both field trial and laboratory test. Performance for 
mode 2 transmission is summarized in Table 2. 

Table I shows that the mode 1 laboratory test SER and BER 
are better than those of the field trial by factors of 1.45 and 
1.48 respectively. Laboratory test SLR and OSER, however, 
are worse than those for the field trial by factors of 3.65 and 
3.59 respectively.  

Table II shows that the mode 2 field trial SER, SLR, OSER 
and BER are worse than those of laboratory test by factors of 
1.03, 1.60, 1.54 and 1.03, respectively. 

These results taken together suggest that (i) symbol loss 
dominates symbol error and (ii) the electromagnetic 
environment of the substation did not significantly affect 
ZigBee performance.  

For mode 1, symbol loss probability was greater for the ideal 
(laboratory) channel than in the substation trial, despite RSSI 
being 3 dB greater. It is thought that this may be explained by 
RF signal leakage from the antenna connector or PCB 
connector track arising due to the high attenuation path (> 73 
dB) between data source and sink. Such leakage present in the 
electrically screened enclosure might be reflected back into, or 
otherwise recaptured by, the transmitter, thereby disturbing the 
module transceiver. 

TABLE I 

PERFORMANCE SUMMARY FOR MODE 1 (RAW DATA) TRANSMISSION 
 Field Trial Laboratory Test 
RSSI  -87 dBm -84 dBm 

Number of 
transmitted symbols  

204,825,738 204,825,852 

Symbol error ratio 
(SER) 

1.9578 ×10-6 1.3475×10-6 

Symbol loss ratio 
(SLR) 

9.5691 ×10-5 3.4928×10-4 

Overall symbol error 
& loss ratio (OSER) 

9.7649 ×10-5 3.5062 ×10-4 

Number of 
transmitted bits 

1,638,605,904 1,638,606,816 

Bit error ratio (BER) 5.2179 ×10-7 3.5335×10-7 
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TABLE II 

PERFORMANCE SUMMARY FOR MODE 2 (CRC PROTECTED) TRANSMISSION 

 Field trials Laboratory Test 
RSSI   -87 dBm -87 dBm 
Number of 
transmitted symbols 

230,806,745 230,806,810 

Symbol error ratio 
(SER) 

2.7945 ×10-6 2.7036 ×10-6 

Symbol loss ratio 
(SLR) 

3.446 ×10-5 2.1516 ×10-5 

Overall symbol error 
& loss ratio (OSER) 

3.7252 ×10-5 2.4219 ×10-5 

Number of 
transmitted bits 

1,846,453,960 1,846,454,480 

Bit error ratio (BER) 7.4196 ×10-7 7.1813 ×10-7 

 

VI. CONCLUSION 

A field trial to determine the practical performance of 
ZigBee technology operating in the severe electromagnetic 
environment of a 400 kV electricity supply substation has been 
described. A laboratory test which excludes all external noise 
and interference and which has been conducted as a control has 
also been reported. The results of trial and test suggest that 
there was no significant adverse impact on the performance of 
ZigBee technology by the electromagnetic environment 
(including partial discharge) of the substation. 
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Abstract - This paper presents an effort estimation model for the 
content management systems which can be used to estimate the 
effort required for designing and developing. The data from the 
different content management system projects are studied and 
the model is finalized by using the bagging predictor on linear 
regression learning model. These projects are categorized based 
on their size and total/build effort ratio. The size of the project is 
estimated by using the modified object point analysis approach. 
A questionnaire is prepared to help project managers to find out 
the different objects, their categories and their complexity in the 
project. Final effort is estimated using the project size and the 
different adjustment factors. For better calculation of these 
adjustments factors, these are categorized based on their 
characteristics viz. Production and General system 
characteristics, Developer’s experience and capability. Another 
questionnaire is used to refine the model and it has to be filled by 
the project managers after completing the project. The proposed 
model is validated by studying twelve completed projects taken 
from industry and seventy different projects completed by the 
students. The proposed model shows a great improvement as 
compared to the earlier models used in effort estimation of 
content management system projects. 
 

I. INTRODUCTION 

The way the information is currently being accessed on web 
may get change drastically in the coming years with the Web 
2.0. The creativity of user is enhanced as numerous ways can 
be devised to collaborate. But with this, there is a challenge of 
efficient web design that gives independence to share 
information in a user defined way [1]. The Content 
Management System (CMS) tools have already started playing 
this role and their use in developing and maintaining the web 
sites is increasing day by day. This is mainly because of their 
ability to enable the companies to build, deploy and maintain 
highly dynamic internet, intranet and extranet web sites, 
quickly and efficiently. The processing engine of CMS 
dynamically creates hypermedia pages using the different 
multimedia contents, which are stored as objects on different 
server [2, 3]. These objects are stored on the smart server 
cache and served to the different devices and individuals. The 
effort required to design such hypermedia application is very 
high because of the high coupling among the elements. 
Further designing customizable screens which user can 
change for better information sharing is always difficult than 
normal screens. In a typical business environment with 
changing customer needs, the designs are always inconsistent. 

This may lead to underestimation or overestimation of the 
resources [4]. The underestimation causes understaffing, 
under scoping of QA effort, and mismanagement of schedule. 
Similarly overstaffing is the main cause for cost increments, 
time increments and overuse of resources. These effects have 
large impact on other concurrently going on projects. Further 
as software grew in size and importance, it also grew in its 
complexity, making it very difficult to accurately predict the 
cost of the software development. The software development 
process of web CMS requires gradual refinement. Size 
estimation in these projects is very difficult because of 
multimedia contents having different characteristics, access 
methods and storage requirements [5]. So it is hard to find 
basis for good estimates in web CMS. It is observed that the 
better accuracy in estimation can be achieved by developing 
the domain based models. 
The main aim of this research is to propose the effort 
estimation model for the content management systems. For the 
size estimation of the project, the different techniques such as 
function point analysis, object point analysis and use case 
analysis are compared. An Estimation model, to address the 
estimation needs for the client in the projects that uses tools 
like CMS, ITG etc, is developed using data from the Subject 
Company and different student projects executed at Panjab 
University, Chandigarh. The estimation model is finalized by 
using the bagging predictors.  
The rest of the paper is organized as follows. Section 2 
reviews the different effort estimation model for web based 
projects. The proposed effort estimation model is discussed in 
detail in section 3. Section 4 discusses the validity of the 
model and represents the results. Finally, Section 5 concludes 
the paper. 
 

II. RELATED WORK 

Over the years, different approaches have been 
suggested for the estimation of different types of projects. 
These projects are categorized as development projects; 
maintenance projects and support services by keeping in mind 
that these activities never occurred simultaneously. Most of 
these approaches estimate the effort based on the size of the 
development project and same approach is also used in 
estimating the effort of web projects [6].   
Most of the web development companies are very small and 
are working at SEI CMM level 2. Hence a study was 
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conducted by Ruhe et al [7] to assess whether the COBRA 
(Cost Estimation Benchmarking and Risk Analysis) method 
was adequate for estimating Web development effort 
accurately using data from these companies. As COBRA is 
heavily depended upon the expert opinion and data on past 
projects to estimate development effort hence accurate results 
are possible only if size estimates are correct. Although the 
prediction accuracy obtained using COBRA for similar 
project is very good but for new projects some learning 
oriented method need to be incorporated. 
Mendes et al. [8] studied the different learning oriented 
techniques such as the case-based reasoning, linear regression, 
and stepwise regression techniques with an aim to estimate 
development effort for Web applications.  He concluded that 
the case based reasoning gives the best result for experienced 
student datasets. In 2001, Mendes et al. [9] studied the 
prediction accuracy of these approaches using linear and 
stepwise multiple regression models. This time data was 
collected from the web sites of experienced programmers by 
considering the three main entities such as application page, 
media and program. In each entity the following five factors 
are considered such as: length size, reusability, complexity 
size, effort, and confounding factors. Results showed that the 
best predictions were obtained for the entity program, based 
on non-reused program measures (code length and code 
comment length). In this study, results were not very good for 
application page entity. So in the next study, Fewster et al [10] 
proposed a generalized linear model for estimation of effort. 
This model provides a flexible regression framework for 
predictive modeling of effort. But the model was very much 
dependent on the accuracy of the different data and size 
metrics used.  
Reifer et al [11] proposed an extension to the COCOMO-II 
model by introducing WEBMO model. Different cost drivers 
were proposed by keeping in mind the demands of web 
projects. Further, as web projects keep on changing, hence 
variable effort power law was used rather than the fixed one. 
In WEBMO, size was measured by using analytical Halstead’s 
formula for volume. Although, all the different sub 
components in a typical web project were considered, but with 
the changing development tools, the fixed cost drivers are not 
suitable. Morisio et al [12] solved this problem by introducing 
the estimation model for the web development companies to 
predict and track the development costs when new 
technologies are employed. An object oriented framework was 
used to gather the data and a learning factor was associated 
which changes with every usage of framework. The results 
clearly show that effort to write a code reduces with every 
usage of the framework. 
In 2003, Baresi et al. [13] conducts a study with an aim to 
estimate the design effort of web applications. Their dataset 
comprised 30 Web applications developed by students. The 
relationship between the numbers of size measures were 
obtained and organized in categories. The categories 
employed were information model, navigation model and 
presentation model. They identified a few attributes that may 

be related to the total design effort. In addition, they also 
carried out a finer grain analysis, to find out which of the used 
measures have an impact on the design effort when using 
W2000 [14].  But all of these approaches discussed above are 
not directly applicable to the web content management system 
projects.  This is mainly because: 
1. There are no well defined guidelines to identify the 

development model for CMS. Most of the processes 
employed are ad hoc.  

2. There are no standard tools and technology defined for 
CMS. It is very difficult to estimate the size of the project 
when the developers are not experienced. No mechanism 
available to create estimations model for new technologies 
and tools. 

3. Existing web project estimation guidelines are not robust 
enough to take care of the complexities of the interfacing 
system in CMS.   

Braga et al [15] suggested that the bagging predictors [16] can 
be used to improve the performance of any methodology that 
uses linear regression, regression trees or support vector 
regression for estimation. But still, it is felt that for different 
technologies which are being used in different domain, there 
should be different estimation model which are developed just 
from the experience gained in that domain only. 
 

III. EFFORT ESTIMATION MODEL 

The basic approach of the Content Management System 
Effort Estimation Model (CMSEEM) is described in the 
Figure 1. The initial effort estimation model is an extension of 
the COCOMO 2.0 Model [17]. The data collected from the 
twelve different content management system projects taken 
from the subject company. It is assumed that all the data of 
twelve different project requests studied is correct without any 
deviation. The model is then refined from the data collected 
from the 70 different CMS projects completed by the post 
graduate students. All the students who are involved in 
developing projects are provided with a detailed set of project 
requirements. After studying the requirements, they need to 
certify the following points before they start developing the 
projects. 
• Requirements Specifications are clear and well understood 
• Tools used to develop the project can be mapped to Object 

Point analysis [18] i.e. from Requirement analysis, it is 
possible to count the total number of objects required for 
development in the specified tool. 

• Overall size of project is small and do not involve any 
research activity. 
All the students were given a questionnaire, which they 

have to submit after completing the software requirement 
specification document. The questionnaire is about the 40 
different parameters related to the setup, implementation, 
design, performance, user interface, usability, reliability, 
external interface, and other requirements of the project.  
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Figure 1: Approach for Effort Estimation of CMS 

 
A. Estimation of Size  

For Size calculation, we have opted for the Object Point 
Analysis. Object Points are a measure of the size of computer 
applications and the projects that build them. The size is 
measured from a components point of view. It is independent 
of the computer language, development methodology, 
technology or capability of the project team used to develop 
the application. Following steps are mainly followed to 
calculate the total number of Object Points of a particular 
project. 
Step 1:  Assess Object Counts: All the different categories of 
possible components in CMS are recognized [19-20]. These 
components and categories may vary according to the tools 
used. 
Step 2:  Each object instance is classified into corresponding 
total number of object points depending upon the value of its 
characteristic dimensions. This value depends upon the 
different characteristic of the objects which may have additive 
or multiplicative effect on it. Brief description about the 
different object instances categories and their characteristics is 
as follows. 
• Branch Setup: In Branch Setup, Main Multiplicative factor 

is total number of branches and sub branches. Other tasks 
such as setting up work area, creating template data, 
changing configuration settings (setting proxies, receivers, 
color palettes and visual formats) are counted as additive 
task.  

• Authorities Setup: Number of functionalities to be 
enhanced in a CMS is taken as multiplicative factor. The 
number of tasks need to be performed for each of the 
functionality are taken as additive tasks such as changing 
permissions, events and privileges for each users, security 
settings etc.  

• Work Flow Setup: Different tasks (user tasks, group tasks, 
local, external, CGI tasks, update, submit, end tasks etc) 
and different directives (Team Info, CGI Info, element 
Info etc) in work flow are taken as multiplicative factors. 
For each task different dependencies are taken as additive 
factors. 

• Static Containers: Total number of different items in each 
container is taken as multiplicative factor. For each of 
these items, number of different characteristics and 

properties settings and other GUI settings are considered 
as an additive factor. 

• Dynamic Containers: No of Object Points for Dynamic 
Containers is counted as sum of object points for the extra 
Template created and object points of container by 
considering it as static with current data items. 

• Data Components: For each data component, the total 
number of validations required for that component is 
considered as multiplicative factor. For each of these data 
components, number of source of data tables from where it 
is taking its data or sending its data along with the 
different hyperlinks associated with it are considered as 
additive factor for that item. 

• External Interface Components: For this category, the total 
number of internal objects interlinked with external 
objects is taken as multiplicative factor. For each internal 
object, total number of external objects, API, ODBC, and 
tools.are taken as an additive factor. 

• Screens: Different data forms, message boxes, error 
messages, tabs, menus, frames etc are considered as 
different views. Total number of such views is considered 
as multiplicative factor. For each view, its interaction with 
databases, validations using Java Script functions, 
operations and different style classes used are taken as 
additive factors. 

• Reports / Files: Different sections in each report / file are 
considered as multiplicative factors. In each section, the 
number and source of data are considered as the additive 
factors. 

• Database Setup: Different tables/views or triggers in 
particular database are considered as multiplicative factors. 
In each table/view/trigger, the different attributes and any 
changes made to these attributes are taken as additive 
factors. 

For all the objects, their multiplicative and additive factors are 
used to calculate the final object point count. 
Step 3: Estimate the expected percentage of reuse to be 
achieved for the different Object Categories in this project. 
Compute the New Object Points (NOP) to be developed, 
 
NOP= (Object Points)  X (100- % Reuse) / 100                   (1) 
 
Step 4: Determine the Object Points: Add all the weighted 
object instances to get one number, the object point count. 
 
B. Estimation of Adjustment Factors 

The adjustment factors affect the feature overall and not 
any object in particular. Main three adjustment factors 
considered are: 
• Production System Characteristics (PSC) 
• General System Characteristics (GSC) 
• Developer’s Experience and Capability (DEC) [21] 
Main Production System Characteristics (PSC) that affects the 
system can be categorized as follows: 
• Application Characteristics (Round the Clock Support, 

Criticality, Complexity) 

Estimate the Size Using 
Object Point analysis 

Calculate Final 
Adjustment Factors 

Estimate the nominal 
Effort using linear 

Improvise the prediction 
using Bagging Predictors 
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• Data Characteristics (Volume, Quality, Change Dynamics, 
External Dependency) 

• Others (Security, Portability, Privacy, Audit ability, User 
training etc.) 

The weighted influence of each of these characteristics is 
added to get the Adjustment factor corresponding to the PSC. 
If a characteristic has strong influence then 3 points are added, 
for average influence, 2 points are added and for less 
influence, one point is added.  
The General system characteristics such as effective GUI, 
distributed data processing, installation and operational ease 
also have the direct impact on the effort. The complexity of 
GUI increases with the amount of control provided to user. 
The other factors that increase it are consistent interface with 
visual, conceptual and linguistic clarity and support to 
different languages. In most of the CMS, data is processed 
dynamically using the appropriate component of the system. 
These components may be located at different servers used by 
the CMS. The total number of such components in a particular 
system defines the complexity of that system. Further the total 
different types of servers used to store data and different types 
of network used to connect these, increases the complexity.  
Some of the CMSs, require automated installation and 
operation without any operator intervention. Developing such 
applications is very complex. Similarly, the applications 
designed for automated recovery from failure or errors have 
more degree of complexity. The effects of all such general 
system characteristics are calculated on the same lines as we 
have calculated the PSC.  
Finally, the effect of developer’s experience and capability on 
the estimated effort can be considered in the similar way as 
suggested by Boehm et al [21].  
The Final adjustment factor is calculated as follows 
Final Adjustment factor (AF) =  
((Sum of PSCs & GSCs) * 1/100) + 0.5) / DEC                    
(2) 
 
C. Effort Estimation using Bagging Predictors 

As the model is proposed to be used in early stage of 
development, so the following formula is used to estimate the 
effort. 

Effort nominal= AF X (NOP) B                            (3) 
 

The inputs are the NOP (Number of Object Points) of 
software development, an adjustment factor AF, and a scale 
factor, B. The scale (or exponential) factor, B, accounts for the 
relative economies or diseconomies of scale encountered for 
software projects of different sizes. Finally, value of factor B 
is adjusted using regression analysis from the data collected 
from all these projects. As the project size grows, it exhibits 
more diseconomies of scale. Further, it is found that in the 
maintenance based project, due to large overhead, projects 
exhibit more diseconomies. To improve the overall 
performance of the regression analysis, the bagging predictors 
are used. The bagging predictors’ technique was first 
proposed by Breiman [16]. In this technique, multiple versions 

of same predictor over the different training sets are proposed 
to get an aggregated predictor. The final prediction of 
aggregated predictor is just the average of prediction of all the 
predictors. The same learning approach has to be used for 
each of the predictor.  Main parameters of bagging approach 
are defined as follows: 
• no-of-bootstrap-replica : As suggested by Breiman [16], 

we have tested our system for 25 and 50 different 
bootstrap replica.   

• bag_percentSize –For each replica, randomly 10 projects 
are chosen among the 70 different students projects used 
for training. 

• Classifier- linear regression model is used for all the 
replica 

Different steps used for bagging predictor approach are as 
follows: 
• Let T contains the data of all the training sets 
• Initialize the variable sum to zero. 
• For i = 1 to no-of-bootstrap-replica 

̇ Let Ti, the new training set of size bag-percentSize is 
created randomly from T.  

̇ Use the classifier to built a new regression model, Ri 
corresponding to Ti 

̇ Predict the value of each instance of T using the Ri 
and add to the sum. 

• Compute the average of all the predictions to get the final 
predicted value. 

Above steps are checked for two different values (25, 50) of 
no-of-bootstrap-replica. It is found that 25 iterations are 
sufficient for the bagging predictors. Results do not vary 
much, if we increase the number of iterations. 

IV. RESULTS AND VALIDATIONS 

Data is collected from the two different sets of projects. First 
set contains data and other details of twelve completed 
projects. This set is used for testing only. Similarly, second set 
contains data of 70 different projects undertaken by post 
graduate students. These student projects are used for training 
purpose. Different projects studied vary in the complexity of 
implementation of different phases of life cycle. These 
projects have been grouped together into the following 
categories using their total/build ratio parameter. These 
categories are created keeping CMS projects in mind. 
 
̇ Type 1 - Small Projects, low total/build effort ratio 
̇ Type 2 - Small Projects, high total/build effort ratio 
̇ Type 3 - Large Projects, low total/build effort ratio 
̇ Type 4 - Large Projects, high total/build effort ratio 
 
For all these 70 projects, students have to answer two separate 
questionnaires, first one after studying the requirements and 
then the second one after completing the project. The answers 
of the first questionnaire are used to predict the effort using 
the proposed model and of the second questionnaire are used 
to refine the model. First questionnaire contains six different 
categories of questions. 
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Table I: Comparison of Effort Estimation using Proposed Model and Bagging Predictors 

 
Without Using 

Model 
Using Proposed 

Model 
Using Bagging 

Predictors 
Type of 
Projects 

No. of 
Projects  

Mean  
Actual 
Effort  Effort 

Prediction 
MRE Effort 

Prediction 
MRE Effort 

Prediction 
MRE 

Type 1 30 72 55 0.24 62 0.13 63 0.12 

Type 2 21 82 51 0.38 69 0.16 72 0.12 

Type 3 11 272 210 0.23 240 0.12 245 0.10 

Type 4 18 332 219 0.34 253 0.24 290 0.13 

These categories are Design requirements, Set up 
requirements, Implementation requirements, Usability 
requirements, External interface requirements, Reliability and 
Performance requirements, Maintainability and Adaptability 
requirements. Each category contains 8-10 questions about the 
specific requirements. Hence all the details, which are 
required by the proposed models, are covered in this 
questionnaire. Second questionnaire is used after the 
completion of project. In this first of all, project heads were 
asked about the increase in complexity as compared to their 
first assessment in all the different phases of software 
development life cycle. Secondly, they were asked to 
distribute the total effort in phase wise manner. The predicted 
effort is compared phase wise for all the projects.  
The proposed model is validated using two approaches. The 
first approach is based on the data available from the past 
projects. The estimated effort of the proposed model is 
compared with the effort estimated in those projects. Its 
detailed analysis is shown in Table I. In each category, mean 
actual effort in person months is calculated. This is compared 
with the effort predicted using the proposed model and 
without using it. By using bagging predictors, prediction 
efficiency is improved as shown in Table I. Finally, the Mean 
Relative Error (MRE) in each category is calculated.  From 
the Table I, it is very clear that MRE is very less when the 
effort is predicted using our model and further variance in 
prediction is improved using bagging predictors. Mean of all 
MRE (MMRE) using proposed model is 0.16 as compared to 
MMRE of 0.30 without using the model and it is further 
improved to 0.12 when bagging predictors are used. 
The prediction at level 25 by using proposed model is more 
than 80%, which earlier was about 62% when the proposed 
model was not used. 
In our second approach, the project managers were asked to 
estimate the effort of new project using the proposed model 
and another one of their choice. Then a survey is conducted 
using a questionnaire to check the confidence level of project 
manager in using the proposed model.  

 

V. CONCLUSION 

In this paper, Content Management System Effort Estimation 
model is proposed for the current technologies using which a 

piece of work can be estimated most accurately. The model is 
designed to help project manager to estimate effort at the very 
early stage of requirement analysis. The initial model is 
finalized using bagging predictors on linear regression model. 
After the requirement analysis stage, the project size metric is 
estimated using the object point analysis. A set of 
questionnaire is used to estimate the complexity of the project 
and the other adjustment factors, which has to be filled after 
completing the initial requirement analysis. This model is 
proposed to be used differently for the different types of 
projects. Different projects have been categorized based on 
their total/build effort ratio. After analyzing 12 completed 
industry projects and 70 students projects, the model shows 
very good accuracy for Type 1 and Type 3 projects, where 
total / build effort ratio is very low. But when the project 
contains very less coding then the effort estimation accuracy is 
not very good. This clearly shows that for the maintenance 
projects, adjustment factors needs to be modified. 
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Abstract—Traditional Gaussian Kernel is the most 
widely used in Kernel Machines, such as Support 
Vector Machines and has been extensively studied 
in the field of Neural Networks, such as Radial 
Basis Function Network. However, because of the 
same weight and data distribution defined in 
traditional Gaussian Kernel, the weights of Neural 
Network based on such kernels are controlled 
mostly by the input data. There is no difference 
between the Activation Function(that is, Neuron or 
Neurode). We propose a new kernel called 
Weighted Gaussian Kernel with Multiple Widths 
to have more parameters to control the data. Using 
the new kernel in Neural Networks, we propose a 
new conception call Network Kernel Pattern to 
improve the traditional structure of Radial Basis 
Function Network with some new definitions. 

 

Index Terms: Weighted Gaussian Kernel with Mul

tiple Widths, Gaussian Kernel, Neural Networks, 

Radial Basis Function Network, Network Kernel P

attern, Pattern Factor. 

I. INTRODUCTION 

GAUSSIAN Kernel(GK, RBF kernel) is the 
most widely used kernel in Support Vector 
Machines(SVM)[1~3] and Radial Basis 
Function Network(RBFN)[4] 

2 2( , ) exp( || || / 2 )x y x yκ σ= − −       (1) 

The feature space of GK is infinite degree. With 
enough numbers of GK as Activation 
Function(AF), the RBFN could solve all the 
given problems theoretically. Further more, GK 
has only one parameter σ  to control the data 
and could not influence the weights of RBFN 
artificially, even if the weights of feature in input 
space should be different. Thus, we propose a 
new kernel based on GK called Weighted 
Gaussian Kernel with Multiple 
Widths(WGKMW) 

2 2( , ) exp( || || / 2 )
d

x y x y Rκ σ⎡ ⎤= − − +⎣ ⎦  

0, 0,R d d N∀ ≥ ≥ ∈                 (2) 

The WGKMW have three parameters, σ , R, 
and d, which control the weights of feature, 
distribution of data in the input space and 
numbers of AF in RBFN. 

II. NETWORK ESSENCE OF WGKMW 

Consider the Binomial Theorem to unfold the 
expression (2) 

2 2( , ) exp( || || / 2 )
d

x y x y Rκ σ⎡ ⎤= − − +⎣ ⎦  

0, 0,R d d N∀ ≥ ≥ ∈                 (3) 
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Define: 
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where sc =y, are the centers of input data set 
and could have the same values. Further more, 

Define: 

d s

s

d
a R

s

−⎛ ⎞
= ⎜ ⎟⎝ ⎠                       (6) 

2

2

|| ||
(|| ||) exp( )

2
s

s

x c
x c

s

ρ
σ

−
− = −       (7) 

Thus, the expression (5) could be expressed in a 
more general way[5] 

1

( ) (|| ||)
d

s s

s

x a x cψ ρ
=

= −∑  

1 , ,s d s N d N≤ ≤ ∈ ∈               (8) 

where d is the number of neurons in the hidden 
layer of Neural Network(NN), sc is the center 
vector of neuron, sa is the linear weight of 
linear output in NN, and (|| ||)sx cρ − is the 
nonlinear AF of NN,  all of which construct the 
framework of RBFN. The essence of WGKMW 
is a certain kind of Gaussian RBFN(GRBFN)[6] 
but has great difference comparing to traditional 
GRBFN. 

 

III. NETWORK KERNEL PATTERN 

Note that compared to the traditional GRBFN, 
whose weights are completely determined by the 
Objective Function(OF) and certain iterating 
algorithm such as Gradient Descent 
Algorithm(GDA), in WGKMW, the weights 

sa is also influenced by parameter R and d. 

Define: 

( )
d

s
s

α
⎛ ⎞

= ⎜ ⎟⎝ ⎠  

1 , ,s d s N d N≤ ≤ ∈ ∈               (9) 

This disrete function is symmetric in middle 
value u, where / 2u d=  when d is even and 

( 1) / 2u d= ±  when d is odd, with maximum 
when s=u and minimum 1. In Fig. 1, we show 
the distribution of ( )sα  when d=7. 

 

Fig. 1. ( )sα  distribution when d=7 

Define: 

( ) d ss Rβ −=                        (10) 

This discrete function is controlled by R, which 
is decreasing and concave, gets the minimum 1 
at s=d, when R>1, which is increasing and 
concave, gets the maximum 1 at s=d, when 
0<R<1. ( ) 1sβ ≡ , when R=1. In Figs. 2 and 3, 
we show distribution of ( )sβ  when R=1.5 and 
R=0.5, both d=7. 

 

Fig. 2. ( )sβ  distribution when R=1.5, d=7. 

 

 

Fig. 3 ( )sβ  distribution when R=0.5, d=7. 
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Define: 

( ) ( )sa s sα β=                     (11) 

This is the weight function of WGKMW, which 
is increasing and local convex(not strict globle 
convex, that is meaning on certain successive 
values depending on the parameters of s and R.), 
when s<u and R>1, and is decreasing and local 
concave when s>u and R>1. The situation of 
0<R<1 is that the function is increasing and local 
concave when s<u and decreasing and local 
convex when s>u. In Figs. 4 and 5, we show the 
distribution of sa  when R=1.5 and R=0.5, both 
d=7. 

 

Fig. 4. sa  distribution when R=1.5, d=7 

 

Fig. 5. sa  distribution when R=0.5, d=7. 

When R=1, the distribution of sa  is the same 
as expression (9) as Fig. 1. 
It is clearly that the parameter R controls the 
weigths distribution with the given number of 
neurons. When R>1, the first Uth neurons 
contributes more(that is, with bigger weight 
power). When R=1, the middle part of neurons 
take an important role. When 0<R<1, the last 
Uth neurons makes the point. 

Note that (|| ||) ( )(|| ||)s sx c s x cρ ρ− = − , 

which means that all the AF(here is GK)in the 

RBFN have different varience, which is changed 

from 2σ , 
2

2

σ
,…, 

2

s

σ
,…to 

2

d

σ
.  

Comparing to traditional RBFN based on GK, 
WGKMW has Relative Weights Power(RWP) 
which is controlled by parameter R, and a series 
GK as AF but with linear changeable variences. 
In Fig. 7, we show the WGKMW structure 
comparing with traditional GRBFN in Fig. 6. 

 

Fig. 6. traditional structure of RBFN 

 

Fig. 7. new structure of WGKMW 
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Based on WGKMW, we propose a new 

conception—Network Kernel Pattern (NKP), if 

the function is satisfied with expression(12): 

( ) [ || || ]d

sx x c RρΝ = − +  

0, 0,R d d N∀ ≥ ≥ ∈                (12) 

where (|| ||)sx cρ −  is any radial basis 

function defined in the RBFN. And R is the 

Pattern Factor(PF), which controls the RWP of 

the RBFN. 

IV. RBFN BASED ON NKP 

Consider that a NKP is not only an independent 

RBFN, but also is an AF in the NN. When 

certain NKP is embeded into the RBFN, a new 

structure of RBFN with two hidden layers is 

created. 
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                                  (14) 

In Fig. 8, we show the characteistics of such new 

structure of RBFN when a NKP is used. 

Fig. 8. structure of RBFN based on NKP 

 

Note that the communication(that is, information 

transition) between the 1st and the 2nd hidden 

layers is different with the traditional RBFN 

which has two hidden layers. The neurons in the 

1st layer with the same centers could only 

influence only one neuron in the 2nd layer. That 

is neurons with different centers in the 1st layers 

could not add weights to the same neuron in the 

2nd layer.  

V. CONCLUSION 

In this work, we have proposed a new kernel 

based on GK called WGKMW. With more 

parameter to change than GK, WGKMW could 

have more flexibility. More important, we have 

developed the essence of WGKMW, that is a 

kind of RBFN, from which we have proposed a 

new conception called NKP based on WGKMW. 

Finally, we have shown the general form of 

RBFN based on NKP, which displays a new 

structure of hidden layers. 
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                      Abstract 

      The rapidly evolving engineering technology 
and globalization process have changed 
educational roles and expectations from teachers. 
All these lead to some curriculum and teaching 
reforms that focus on introducing potential 
programs which provide students with challenging 
technologies. A recent graduate course “Production 
Techniques and Technologies” has been developed 
at University of Bridgeport to establish 
entrepreneurship opportunities for fast-pace and 
developing world. Some advanced technologies, 
including Failure Modes and Effects Analysis 
(FMEA), Standard Operation Procedure (SOP), 
and Lean Manufacturing, have been introduced in 
helping students to gain high level of engineering 
experiences. It also helps students to examine 
political, social and economic issues that associated 
to engineering project delivery processes that can 
lead to save product process expenses, increase 
manufacturing efficiency, improve product quality 
and shorten production period. Although this 
course was taught at mechanical/manufacturing 
engineering majors, it also can be applied to most 
areas of US industrial and engineering practices.  
 

                                Introduction 

      Many students enrolling into the engineering 
major will have the difficulty to choose an 
appropriate engineering discipline. One of the 
good ways is to cover the disciplines through 
multidisciplinary engineering studies and 
provide students with the real industrial case 
study and feasible/potential solutions. The 
explanation of how engineers in different 
disciplines can contribute to the solution of the 
engineering issue could become the feasible 
ways of obtaining a general idea of what is the 
duty of engineers in each engineering discipline.  
Related engineering examples from industry are 
good resources in the engineering classroom, and 
it can be applied to help students to understand 
the real issue and to show how the technical 
concept can be used in real cases.  

      The Failure Model and Effects Analysis 
(FMEA) has been applied to many different 
industries through the world for years and 
implementation of this technology will save 
product process expenses, increase the 
manufacturing efficiency, improve the product 
quality and shorten the production period which 
will enhance the company’s competition in the 
market. To understand the potential failures and 
effects on companies’ daily production and 
manufacturing processes, several modeling and 
simulation tools will be used to help 
understanding the major factors that affect the 
manufacturing processes, process efficiency, 
product quality and production quantity. FMEA 
is intended to document: 

           (1). A failure 

           (2). Its mode 

           (3). Its effect 

           (4). By analysis with focus on lean  

                  Manufacturing 

      The basic idea of Failure Model and Effects 
Analysis (FMEA) is to spot risks and to initiate 
dedicated efforts to control or minimize risks in 
manufacturing processes. Knowing your risks 
can make your production and manufacturing 
process plan more realistic. FMEA seems to 
work best, when an engineering team documents 
its known knowledge about known cause- and 
effect-relationships. In this analysis mode, the 
timely sequence of failure events should be 
worked out first, before entering results into a 
FMEA sheet. The Ishikawa or flow diagrams can 
be introduced to organize the items into a logical 
sequence of events and start with key functions 
your manufacturing process/production has to 
perform and then identify ways to deteriorate 
those key functions (modes and causes). It is not 
easy to anticipate the unknown risks and 
unknown failure mechanisms in manufacturing 

New Advanced Graduate Course Designed to Provide 
Students Exposure to Today’s Developing and 

Challenging World 
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process/production and AFD (Anticipatory 
Failure Determination) will be recommended 
when you need to analyze subtle failure 
mechanisms or have to predict future failures 
from the manufacturing process/production. It is 
important and critical to stay well disciplined in 
cause- and effect-thinking to create strong 
FMEA-results.  
      Lean Manufacturing can improve the 
industrial material handling, inventory, quality, 
scheduling, personnel and customer satisfaction. 
With the Standard Operation Procedures (SOP) 
in manufacturing, and ISO 9001/ISO14000 
standard, the plant performance in manufacturing 
flow, organizational functions, process control, 
metrics and logistics can be improved.    
      The feedback from our many graduated 
students who are currently working in different 
industries indicated that all these knowledge 
learnt from our class are important for them to be 
succeeded in their career to face today’s 
challenging world. These techniques will also 
determine if the businesses are successful or not. 
This shows that, if we educate the important 
technologies to our students early in the school, 
they can get ready to face the challenge when 
they leave the school. 
 

                     Case Study and Projects  

      Several examples from real engineering 
practices are discussed in the class to help 
students to understand the concepts of these hot 
technologies. The thorough discussion on these 
real case studies will indicate   how the feasible 
solutions can improve the quality of engineering 
education in today’s engineering school. Two of 
the class case studies of applying the FMEA are 
as follows: 
Case 1: 

Function CAM shaft rotation 
Failure Mode CAM follower never rotates 
Effects Machine is not working 
S(severity rating) 9 
Cause(s) CAM shaft coupling loose 
O(occurrence rating) 3 

Current Controls 
Inspection of CAM coupling 
assembly 

D(detection rating) 4 
CRIT(critical 
characteristic) 

N 

RPN(risk priority 
number) 

108 

Recommended 
actions 

Performing tolerance and structure 
analysis 

Responsibility and 
target 
completion date 

Eric Smith 15-Oct-2006 

Action taken  

Case 2: 

Function Filling tub 
Failure Mode Control pressure sensor never trips 
Effects Water spills on user floor 
S(severity rating) 7 

Cause(s) 

Pressure control sensor 
malfunctioned 
Pressure sensor is not proper 
connected 

O(occurrence rating) 4 

Current Controls 
Fill timeout based on time to fill to 
low pressure sensor 

D(detection rating) 3 
CRIT(critical 
characteristic) 

N 

RPN(risk priority 
number) 

84 

Recommended 
actions 

Perform cost analysis of adding 
additional sensor halfway between 
low and high pressure sensors 

Responsibility and 
target 
completion date 

Janis Clinton 
 
10-Nov-2005 

Action taken  

 

      Here all failure modes should be determined 
by students based on the functional requirements 
and their effects. A failure effect is considered as 
the result of a failure mode on the function of the 
system as perceived by the customer. So it is 
convenient to write these effects down in terms 
of what the customer might see or experience. 
The examples of failure effects include: 
degraded performance, noise or even injury to a 
customer. Several important factors in the above 
cases can be detailed as follows:    

(1) Severity:  Each effect will be assigned a 
severity number (S) from 1 (no danger) 
to 10 (important) that can help all 
engineers to identify the defect levels. If 
the severity of an effect is 9 or up, 
necessary actions are considered to 
modify the design by eliminating the 
failure mode to protect customer from 
the effect. The severity rating of 9 or 10 
is generally considered for those effects 
which will cause injury to a customer or 
otherwise result in a lawsuit. 

(2) Occurrence: It is important to 
investigate the cause of a failure and 
determine how many times it can occur. 
This can be done by comparing the 
similar products or processes and the 
failures that have been previously 
documented. A failure cause is 
considered as a design weakness and all 
the potential causes for a failure mode 
must be verified and documented. A 
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failure mode is given a probability 
number (O) with number 1-10. Actions 
must be taken if the occurrence is high 
(i.e. > 4 for non safety failure modes, 
and > 1 when the severity number is 9 
or up). This step is also considered the 
detailed development section of the 
FMEA process. 

(3) Detection: While the proper actions are 
determined, it is necessary to verify 
their efficiency and the design 
verification should be considered. The 
appropriate inspection techniques need 
to be chosen. The engineers should first 
review the current controls of the 
system that either prevent failure modes 
from occurring or detect the failure 
before it reaches the users. Engineers 
should determine the testing, analysis, 
monitoring and other techniques that 
will be or have been used on similar 
systems to detect failures, and learn 
how likely the failures can be identified 
or detected from these controls. The 
detection number (D) represents the 
ability of planned tests and inspections 
to remove defects or detecting failure 
modes. 

(4) Risk Priority Numbers: Based on above 
3 basic steps, the Risk Priority Numbers 
(RPN) can be calculated. RPN are not 
important in the choice of an action 
against failure modes but they are more 
threshold values in the evaluation of 
these actions. After determining the 
numbers of severity, occurrence and 
detection, the RPN can be easily 
calculated by: RPN = S x O x D      

      This procedure must be observed for the 
entire project or production process. Once this is 
done it will be easy to verify the areas of greatest 
concern. The failure modes with the highest RPN 
must be given the highest priority for corrective 
action. This indicates that it is not always to first 
treat the failure modes with the highest severity 
numbers. There could be less severe failures, but 
with more occurrences and lower detection.  
      After these values are determined, some 
recommended actions with targets, responsibility 
and dates of implementation are documented. 
These actions can include special inspection and 
quality testing. Once the actions have been 
implemented in the design/process, the new RPN 
must be re-checked again to confirm the positive 
improvements. If a design or a process changes, 

an FMEA should be simultaneously updated. In 
order to improve the current engineering process 
based on FMEA, the severity of the failure 
should be minimized, the occurrence of failure 
mode must be reduced, and the detection 
methods ought to be improved.         
      Through these case discussions, the students 
will understand that, in industrial and 
engineering processes, FMEA can provide an 
analytical approach while dealing with potential 
failure modes and their associated causes. When 
considering possible failures in a design, such as 
safety, cost, performance, quality and reliability, 
the engineers can gain many information on how 
to change the development/manufacturing 
processes to prevent these failures from 
happening as best as possible. FMEA introduces 
an efficient and easy tool to verify which risk has 
the greatest concern, and which correct action is 
needed to prevent a problem before it arises. The 
development of these specifications will ensure 
the product to meet the required functions. 
      All class formal projects, which are usually 
selected from some U.S. famous and successful 
companies, are introduced and assigned to 
students to help them in learning and 
establishing of industrial & engineering 
standards in today’s industry. One of the class 
projects is as follows:           
      The workshop manager walked into the 
workshop and found some defect product in the 
shop floor. He called the foreman over and told 
him to find out what cause the product problem. 
Next day while the workshop manager was in the 
same area of the workshop, he found other defect 
products again and he subsequently criticizes the 
foreman over the defect products for not 
following his directions from the day before. 
Please use the FMEA technique and Lean 
Manufacturing concept to improve the shop 
production situation. 
 
                                Conclusion 

      Today’s fast-path developing and 
challenging world requires college 
students/future engineers to gain more advanced 
and professional engineering knowledge, in 
order to be successful in their future career. The 
teaching reform efforts in this paper focus on directly 
improving faculty teaching capability and student 
learning curve to face today’s challenging world. A 
new course, currently taught at the 
mechanical/manufacturing engineering majors, was 
designed to introduce professional issues associated 
with today’s US engineering practice. This new 
course places more emphasis on how to guide 
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engineering students to gain the necessary 
industrial and engineering knowledge, that are 
usually missing from the current engineering 
course curriculum, including basic concept of 
FMEA, Lean Manufacturing, Six Sigma, ISO 
9001 and ISO 14000. In addition to the 
numerous real industrial cases’ study and 
discussion, a number of real projects have been 
developed in this course to help and allow 
students to actively apply the skills learnt from 
the lecture. The students will be benefited from 
these projects by interacting in a group 
environment with other multidisciplinary 
students. Finally, the students will learn about 
the industrial environment in the developing 
world and come up with feasible and sustainable 
solutions to today’s industrial and engineering 
issues. All these hot and useful industrial 
knowledge, combined with traditional 
engineering technology taught in current MS 
engineering degree level, can help students in 
their soon job hunting process and future 
engineering career. The feedback from our many 
graduated students confirms the promising 
curriculum reform in this new graduate 
engineering course. 
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Abstract – This work presents a new framework for three-

dimensional modeling of dynamic fires present in unstructured 
scenes. The proposed approach addresses the problem of 
segmenting fire regions using information from YUV and RGB 
color spaces. Clustering is also used to extract salient points from 
a pair of stereo images. These points are then used to reconstruct 
3D positions in the scene. A matching strategy is proposed to deal 
with mismatches due to occlusions and missing data. The 
obtained data are fitted in a 3D ellipsoid in order to model the 
enclosing fire volume. This form is then used to compute 
dynamic fire characteristics like its position, dimension, 
orientation, heading direction, etc. These results are of great 
importance for fire behavior monitoring and prediction. 

I. INTRODUCTION 

Research in the field of fire needs tools that permit to track 
fire characteristics over time. With the obtained results, we 
can compare the theoretical models to the situation in the 
ground. Also, in many real situations information about fire, 
like its position, orientation, height and volume, are crucial for 
firefighting. Examples of these situations are: compartments 
fire [1], propagation fire [2], oil platform fire [3]. 

For more than two decades, visual and infrared cameras 
have been used as complementary metrological instruments in 
fire and flame experiments [4-8]. Vision systems are now 
capable to reconstruct a 3D turbulent flame and its front 
structure when the flame is the only density field in the images 
[9, 10]. Image processing methods are also applied to follow 
forest fire properties like the rate of spread of flame fronts, 
fire base contour, flame orientation and maximum flame 
height [11-14]. These techniques extract information from a 
scene using multiple viewpoints (in general, frontal and lateral 
views) and synthesize the data in subsequent steps. This type 
of processing cannot be used in all experimental situations.  

In computer vision, many works has been done for the 
reconstruction of 3D object shape. However, the majority of 
these works deal with rigid objects [15-17]. Little work has 
been done for modeling 3D non rigid objects and many 
hypotheses are made in order to achieve an acceptable 3D 
reconstruction in this case [18-20]. The lack of a framework 
for 3D reconstruction of complex fire fronts is due to the 
dynamic and random nature of the fire which makes it 
difficult for vision systems to efficiently locate and match 
salient points. 

In this paper, we present a new framework for a three 
dimensional modeling of dynamic fires. This framework is 
robust to outdoor unstructured conditions. It permits the 
extraction of important 3D data and models the fire by means 

of a 3D ellipsoid. This later shape permits the extraction of 
important fire characteristics, like its dimensions, angles and 
volume. 

II. PROPOSED APPROACH 

The proposed framework uses stereovision for three-
dimensional modeling of parts extracted from fire regions. In 
order to build 3D data from stereo, we need to extract 
corresponding points in the left and right images of the stereo 
pair. The steps involved in the proposed approach are: 

1. Segmentation of fire images in order to extract fire 
regions. 

2. Features detection algorithm for extracting salient 
points from the segmented regions. 

3. Best features selection using correlation based 
matching strategy. This step permits the refinement 
and selection of salient points and the construction of 
a set of corresponding points. 

4. Computation of three-dimensional fire points using 
stereo correspondence. 

5. 3D Ellipsoid fit for volume reconstruction and fire 
characteristics computation. 

III. VISION FRAMEWORK FOR THREE DIMENSIONAL MODELING OF FIRE 

A. Stereo Vision 

Since our objective is to model three-dimensional shapes 
of fires in operational scenarios, we need a system than can be 
deployed quickly and efficiently in unstructured scenes. A 
stereo camera pair is the best choice in this case. A stereo 
vision system relies on epipolar geometry constraints to derive 
the 3D structure form 2D correspondences [21, 22-24]. Stereo 
triangulation permits to extract the 3D coordinates of a point 
form its 2D projections in two or more images. 3D position is 
depicted by stereo disparity, defined by the difference in the 
position of the projected point in two images. 

In order to compute the 3D position from 2D 
correspondences, the system must be calibrated. Calibration 
allows the calculation of cameras intrinsic and extrinsic 
parameters. Since calibration can be a difficult task in an 
outdoor scenario, we chose to use a pre-calibrated camera. 
With this type of camera, there is no need for calibration. A 
Point Grey XB3 Trinocular stereo system [25] was used in our 
experiments.    

In stereo processing, image rectification is an important 
step. Image rectification permits to align epipolar lines in the 
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two stereo images. Corresponding point in the right image are 
then located within the line passing through the same “Y” 
coordinate as their left counterpart [21, 22-23]. 

In order to derive the 3D data from the obtained images, 
we need to find corresponding points in the left and right 
images. Since fire is of dynamic and random nature, we have 
developed a new approach to extract salient corresponding 
points present in the two stereo images. The following 
sections give more details about the new technique. 

B. Two levels segmentation 

The fire image is characterized by dominant colors in 
yellow, orange and red intervals. Also, color variations inside 
the fire flame give rise to homogeneous color regions (Fig. 1). 
These characteristics will be used in the proposed two-level 
segmentation technique. The proposed approach is robust and 
can handle large variations present in unstructured scenes 

1) First level segmentation: a combination of YUV and RGB information 

Work we have conducted using different color spaces for a 
better segmentation of fire regions in complex unstructured 
scenes showed that “V” channel of the YUV color system [26-
27]   is interesting for finding fire regions.  However, in 
outdoor scenes other areas not corresponding to fire can 
appear close to fire regions (Fig. 2). K-means clustering 
technique is applied to “V” channel in order to extract the 
most interesting areas corresponding to fire.  

K-means clustering is used to find k partitions based on a 
set of attributes. It permits to find iteratively the centers of 
natural clusters in the data. It assumes that the object attributes 
form a vector space. The objective of the algorithm is to 
minimize total intra-cluster variance: 
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Fig. 1. Original image. 

 

 
 

Fig. 2. “V” channel of YUV fire image 

 
 We used K-means clustering technique with k = 2 (1 

cluster for the fire regions and 1 cluster for the background). 
Fig. 2 shows the results of this processing.  

Assuming that fire region corresponds to the bigger 
extracted zone in the clustered “V” channel, we used a 
learning strategy in the RGB color space to compute a 
reference model for color classification of fire pixels.    

We use a 3D Gaussian model to represent the pixels 
present within the fire zone. The 3D Gaussian model is 
defined by the following mean and standard deviation: 
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Where: 

im : is the mean for channel i. 

iσ : is the standard deviation for channel i. 

{ }BGRi ,,∈  

 
The pixels present in the white clustered “V” channel are 

then verified in the RGB image in order to see if their colors 
are close to the reference fire color.  

A pixel is classified based on the model learned from a 
reference area. A pixel is represented by a 3D vector defined 

by its color components: ),,( BGR pppp = . It is classified 

using the following formulation:  
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k : is a constant. 
 

  
The result of this first segmentation is a fire region as 

shown in Fig.  3. 
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Fig. 2. Extracted fire region. 

 

2)    Second level clustering and segmentation 

After the first level segmentation we obtain a fire region 
with different homogeneous color zones. A second level 
segmentation is then performed in the resulting image.  K-
means clustering technique is used to extract the interior fire 
regions. Fig. 4 shows the result of clustering the fire image in 
4 clusters (3 clusters for the fire regions and 1 cluster for the 
background). 

 

C.  Detection of feature points  

1) Contour Extraction. 

 The obtained image in the first level segmentation is used to 
extract the global contour of the fire region. The extracted 
region is binarized. The obtained binary image highlights 
abrupt discontinuities present in the image. A postprocessing 
step based on mathematical morphology is then conducted in 
order to eliminate spurious pixels, such as residual burning 
embers, and to correct imperfect segmentation results like 
holes that appear in the fire area due to the presence of smoke. 
The final contour is then obtained using Canny edge detection 
algorithm. The result is a list of points representing the 
bordering pixels along the global fire region (Fig. 5 (a)).  

 

 
 

Fig. 4. Clustering of interior fire regions. 

 

The two-level segmentation permits the labeling of interior 
homogeneous color regions. Theses regions are then 
processed separately in order to extract their contours. A 
labeled region is extracted in another image and binarized. 
Canny edge detection algorithm is then applied in order to 
extract the labeled region contour (Fig. 5 (b)). 
 
2) Features detection.  

Features like edges and textures are not easily found in fire 
images. In our approach we use peaks and valleys of the fire 
contour as feature points. A peak detector is used in order to 
find local positive and negative inflections along the extracted 
contour denoted )(xf : 
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Fig. 6 shows the result obtained with the peak detector: 

818 points where extracted from the left image and 830 points 
from the right image.  

 
3) Matching and refinement of features selection. 

  The previous step permits the extraction of all feature 
points satisfying our extrema detection criteria. Not all of 
these points can be matched due to occlusion and local color 
variations. 

 

  
 

(a)                                                  (b) 
Fig. 5. Contour extraction: (a) Global contour of the fire region; (b) 

Interior fire regions contours. 
 

  
 

Fig. 6.  Features detection. 
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The matching procedure selects the best features and finds 
corresponding points in the left and right images. The 
algorithm uses the following constraints during the matching 
process: epipolar, order and uniqueness constraints. Also, we 
have added a disparity constraint that restricts the search in a 
small interval along the epipolar search line. 

For each detected feature in the rectified left image, we 
start a 1D search for its corresponding feature point in a small 
area along the horizontal line in a rectified right image 
(epipolar and disparity constraints). The search algorithm uses 
a normalized cross-correlation pattern matching algorithm in a 
33x33 window around each potential corresponding point. 
The similarity criterion is the correlation score between 
windows in the two images [20]. When two possible 
correspondences to the left point are present in the right image 
and have close matching scores, priority is given to the 
leftmost unmatched point (order and uniqueness constraints).  

Fig. 7 shows the remaining points after the matching 
procedure: 281 corresponding points are detected. 

D.  3D positions  

Once the corresponding features are extracted, a 
triangulation technique is used to compute their 3D 
coordinates. A line l is passed through the point in the left 
image and the left optical center Cl and a line r is passed 
through the corresponding point in the right image and the 
right optical center Cr. A mid-point method finds the point 
which lies exactly at the middle of the shortest line segment 
which joins the two projection lines. This point represents the 
3D coordinate of the corresponding pixels. 

E. Ellipsoid modeling  

From the computed 3D points, we use the Khachiyan's 
algorithm [28] to obtain the minimum-volume enclosing 
ellipsoid. The radii and orientation of the ellipsoid were 
obtained by decomposing the ellipsoid matrix with the 
Singular Value Decomposition (SVD). This information was 
used to approximate the position, dimensions, orientation and 
volume of the fire shape model. Fig. 9 shows the ellipsoid 
obtained corresponding to the fire presented in Fig. 1. 

 
 

   
 

Fig. 7. Refinement of selected features and matching. 

 
Fig. 8 shows the sparse 3D representation of the obtained 

points.  
 

 
Fig. 8. 3D position of corresponding points. 

 

 
 

Fig. 9.  Ellipsoid modeling of fire 

 

IV. EXPERIMENTAL RESULTS 

 
Experiments were conducted in an operational scenario: 

outdoor unstructured environment. Tests were conducted 
outdoors during the day in Corte region (Corsica Island, 
France). Since the fire has a dynamic and random nature, the 
acquisition of the two images must be synchronized. We 
chose to use a pre-calibrated stereo camera form Point Grey 
(XB3 Trinocular stereo system). This camera gives perfectly 
registered images (synchronization time is around 125μs). The 
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images were captured at full resolution 1280x960. Brightness 
and white balance were adjusted before acquisition and 
integration time was set to 0.1ms to avoid successive image 
averaging. The stereo system was positioned at approximately 
12m from the fire front. The height of the fire was 
approximately 2.5m. The obtained results of fire 3D model are 
in concordance with these data. 

Captured images were stocked in RAW format and later 
processed for segmentation and 3D reconstruction. Image 
acquisition code was developed in C++ and optimized for real 
time processing. Image processing was done offline using 
Matlab. Fig. 10 shows the experimental setup used for 
capturing fire fronts in outdoor unstructured scenes. The 
arrow points to the XB3 stereo system. The figure shows other 
cameras used in our experiments (visible and infrared: NIR, 
LWIR). These cameras are part of ongoing research in multi-
spectral processing of fire images.  

V. CONCLUSION 

In this work we present a new framework for robust 3D 
modeling of dynamic fires.  The proposed approach deals with 
various problems arising from the dynamic nature of fires like 
occlusions, changing colors, etc. A two-level segmentation 
technique was introduced. The first level starts with a global 
segmentation of fire regions from the unstructured scene, and 
the second level segments the fire image in multiple interior 
regions of corresponding colors. The two levels use clustering 
techniques. A new matching strategy is also presented. It 
handles efficiently mismatches due to occlusions and missing 
data. In order to obtain fire shape, an ellipsoid modeling based 
on the obtained 3d data is proposed. From this model, 
information like position, orientation, dimensions and volume 
of fire are computed. These data can be used efficiently in 
operational scenarios for tracking and predicting fire fronts 
propagation. 

Future work includes the fusion of different strategies for 
enhanced detection of feature points and the use of multi-
spectral images in order to add more information to the 
processing steps. Also, of importance is the final rendering of 
the 3D data. Finally, work will be conducted to optimize the 
image processing for real time.  

 

 
Fig. 10. Experimental setup. 

 

This step will permit the deployment of the proposed setup 
in operational scenarios during fire fighting in conjunction 
with the fire spread models.  
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Abstract – Changes are made to the approximate pole placement 
iterative feedback tuning algorithm, allowing it to be performed 
in a simpler manner. Two methods of finding the initial 
controller parameters for the approximate pole placement 
algorithm are presented and investigated. The first is based on 
virtual reference feedback tuning and the second on offline 
iterative feedback tuning. The initial controller parameters 
obtained are close to the optimum and thus allow the algorithm 
to settle in less iterations. 

I. INTRODUCTION 

In closed loop design the poles of a process can either be 
shifted or cancelled depending on the design requirements of 
the engineer [1]. The disadvantage of cancelling the process 
poles is that they remain in the transfer function from the 
input disturbance to the output as shown in [2]. This may 
result in a process with poor internal performance [3]. 
Iterative feedback tuning (IFT) can at times result in a 
controller that cancels the process poles [4]. The reader is 
referred to [5] for an explanation of the IFT procedure. Four 
different methods for preventing pole-zero cancellation with 
IFT are also presented in [2]. The most useful of these 
methods is approximate pole placement iterative feedback 
tuning (APPIFT) since its resultant closed loop matches the 
user defined response in terms of damping factor and speed of 
response (for setpoint tracking and for disturbance rejection). 
However, a way of obtaining initial controller parameters was 
not suggested though good initial parameters will allow the 
optimum position to be reached rapidly when performing 
APPIFT. In addition it would prevent the algorithm from 
settling at local minimum points. 

The recommended way of obtaining an initial controller 
for classical IFT is Virtual Reference Feedback Tuning 
(VRFT) [6, 7]. However it will be shown later that it cannot 
be applied for approximate pole placement. The VRFT 
technique can also produce a controller that cancels the 
process poles [8]. This paper presents a simpler manner of 
performing APPIFT to make it more useable by finding 
reasonable initial controller parameters. After the 
modification, two methods for obtaining initial controller 
parameters are presented. The first method is based on VRFT 
and the second on closed loop identification using IFT. 
Similar to IFT, both these methods operate in the closed loop. 
These new methods are simulated on different processes and 
then applied to a DC motor for speed control. 

II. MODIFICATION OF APPIFT 

The basic idea of pole placement presented in [2] is that it 
places the controller zero in the desired closed loop model, 
and so the only difference between the closed loop and the 
desired model is the characteristic equation. When IFT is 
performed on this configuration the controller will use all its 
degrees of freedom on achieving pole placement. Given that 
the controller zero is always changing, the final achievable 
model is also unknown. Thus traditional VRFT cannot be 
performed for pole placement since it requires the inverse of 
the desired model. This motivates the research into finding a 
different approach for performing APPIFT.  

 
A. The Development of the Algorithm 

Consider the controller configuration shown in Fig. 1. 
Suppose that the feedback filter f(s) = 1 and that the prefilter 
p(s) was made a filter with poles at the position of the 
controller zero and a low frequency gain of one. 
Consequently the transfer function from the closed loop 
setpoint, r, to the output, y, will have no zeros in its 
numerator. Therefore APPIFT can be performed without 
inserting the controller zero into the desired model because 
the closed loop does not contain any zeros. Due to this, the 
controller zeros cannot cancel the process poles and the 
controller will use its degrees of freedom on pole placement. 
The reason is simply that the only difference between the 
closed loop and the model are the pole positions because the 
closed loop zeros have been cancelled by the definition of 
p(s). The only change from the normal IFT for a one degree 
of freedom control structure is the inclusion of a prefilter as 
defined above. Hence this prefilter is also updated at each IFT 
cycle. The IFT equations remain the same thus this method 
becomes a simpler way of implementing APPIFT because the 
model output derivative with respect to the controller 
parameters is now zero.  
 

 
Fig. 1. Control loop under investigation 
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These observations are now demonstrated in the 
mathematical equations below. For the loop considered, the 
transfer function for setpoint-tracking is: 
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where each transfer function is expressed as a ratio of 

polynomials (e.g. 
g
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sg =)( ). If the controller zero is 

cancelled by the prefilter pole, dp = nk then (1) becomes: 
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The numerator np can then be varied to give the transfer 
function unity gain at low frequency for setpoint tracking.  

The case study in this paper considers a closed loop 

configuration with the first order process 
Ts

A
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1
)(  and a 

PI controller 
s
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sk 01)(

+
=  since many industrial processes 

can be approximated as first order dynamics. The aim is to 
obtain initial controller parameters for the configuration 
investigated in [2].  

 
B. Algorithm Applied on First Order Processes 

When the procedure is applied to a first order process the 
closed loop transfer function becomes: 
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For the above to be equal to the second order model: 
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the controller parameters will be:                                                                                       
 

A

dT
b =0                                                                                                         

A

cT
b

1
1

−
=                                                             (5)                                                   

Therefore pole placement to dcssc ++= 2ϕ can be 

achieved. 
This was simulated for a number of first order processes, 

where the aim is to place the closed loop poles at s = -1+/-

j0.5. The initial controller parameters were 
s

s
sk

11
)(

+
= . The 

results are tabulated in table 1 and confirm that approximate 
pole placement had occurred for all processes.  

TABLE 1 

APPIFT USING p(s) APPLIED ON FIRST ORDER PROCESSES 

 

g(s) b0 b1 Closed loop h(s) poles 

s21

1

+
 2.525 3.043 -1.011+/-j0.491 

s31

1

+
 3.769 5.043 -1.007+/-j0.492 

s41

1

+
 5.021 7.047 -1.006+/-j0.493 

s51

1

+
 6.268 9.049 -1.005+/-j0.494 

s61

1

+
 7.519 11.052 -1.004+/-j0.495 

 
The procedure can be extended to higher order processes 

by increasing the complexity of the controller. For example, 
doing approximate pole placement of second order processes 

would require a controller such as 
)1(

)( 01
2

2

+

++
=

csTs

bsbsb
sk  

where a non-dominant filter is added for causality. 

III. A MODIFICATION OF VRFT 

The reader is referred to [6] for a thorough explanation of 
the VRFT technique which is summarised in this section for 
convenience.  

The idea of VRFT is that there is a process output 

r
kg

kg
y

+
=

1
 in closed loop for a one degree of freedom 

control structure (i.e. p(s) = f(s) = 1 in Fig.1) and a desired 
model output, mry = . When the closed loop and the desired 

model are the same then the input into the two transfer 
functions will give the same output, y. There is also a specific 
process output, y when a process has a particular input i.e. 

guy = . Suppose that a known set of data of u is used as an 

input into the process g to obtain another set of data y. Using 
this particular output data set, y, the setpoint, r, required by 
the desired closed loop model, m, to obtain an output 
equivalent to y can be calculated. This is done by passing the 

given output through the inverse model (i.e. ymr 1−= ). This 

setpoint, r is referred to as the virtual reference as it was not 
applied to the closed loop.  

In closed loop the input into a controller, k, is the error, e, 
between the setpoint and output. This error, e, can be obtained 
using the virtual reference and the output i.e. e = r-y. When 
both the closed loop and the desired model have this virtual 
reference as a setpoint, the outputs will be the same for the 
optimal controller. Thus the optimal controller is one that 
produces the vector of data u for the computed e.  

As a result the criterion to be minimised is:  
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where ρ represents the parameters of the controller 

Let ρβρ )();( ssk T= . Then (6) becomes: 
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where )()()( test Tβϕ =  is computed by digital simulation. 

When the optimum parameters have been obtained, the 
cost function is zero and the parameter vector is defined by: 
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VRFT settles at a global minimum but is only exact if the 

optimum controller belongs to the class of controllers being 
tuned. IFT optimizes its cost function locally [7, 9], and this 
makes the use of VRFT a complementary technique for IFT 
which is optimum for all controllers. 

Since VRFT can be used to obtain the initial parameters 
that can be fine tuned by IFT, there needs to be a method to 
obtain the initial parameters for the APPIFT algorithm. VRFT 
uses the inverse of the model to obtain the optimal parameters 
needed to achieve the closed loop model. Unfortunately the 
model zeros are unknown in pole placement since these are 
the zeros of the optimal controller that is being sought. Hence, 
the traditional VRFT cannot be used for pole placement. 

Given that the pole placement algorithm in the previous 
section performs pole placement using a prefilter that cancels 
the controller zeros a different approach can now be used. 
VRFT for pole placement is developed in this section and is 
referred to as approximate pole placement virtual reference 
feedback tuning (APPVRFT). Once again consider the case of 
a PI controller and a first order process. This gives the closed 

loop transfer function 
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the zero positions that would achieve pole placement are not 
known because there is no process model.  However if the 
zero of the controller is cancelled by a prefilter, p(s), on the 
setpoint the closed loop transfer function becomes 
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=  and therefore there are no zeros 

in the closed loop and so no zeros are needed in the model. 

Thus the model can be of the form 
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)(  and the 

normal VRFT procedure can now be applied. The inverse of 
the above model will be needed; therefore non-dominant 
poles will have to be added to the inverse model 
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=−  where e and f will have to be chosen 

carefully. This will allow for the reference model to be 
obtained. The error signal is now needed to obtain the 
controller that will give that output when the input is the 
virtual reference signal ep = pr-y in which p is not known 
since it is dependent on the final controller numerator, though 
it has a gain of one. The process input u = kep = k(pr-y) so 
that: 
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The challenge is to select the position of the non-dominant 
poles of the inverse model to obtain the virtual reference. This 
will also pose a restriction on the sampling time for digital 
implementations. 

Since the values of the input u and the output y are known, 
the equivalent z-transform of the model can be used to 
calculate the reference signal parameters at each sampling 
time. From this vector of reference signals, r, the value of 
parameters b0 and b1 can be calculated. 

As before, pole placement to the pole positions s = -1+/-
j0.5 is desired. For a sampling time of 0.02, this will give an 
equivalent z-transform of the form 
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zm  for the given m(s). Since the 

y values are known the r values at each sample time can be 
calculated using the equation below. 
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From this, the error e can be calculated and hence the 

optimum parameters b0 and b1. Table 2 shows the results of  
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TABLE 2 

APPVRFT APPLIED ON FIRST ORDER PROCESSES 

g(s) b0 b1 Closed loop h(s) poles 

s21

1

+
 2.463 2.990 -0.998+/-j0.486 

s31

1

+
 3.688 4.975 -0.996+/-j0.488 

s41

1

+
 4.913 6.960 -0.995+/-j0.488 

s51

1

+
 6.139 8.945 -0.994+/-j0.489 

s61

1

+
 7.394 10.930 -0.994+/-j0.489 

 
applying this method on various first order processes when 

using the initial controller 
s

s
sk

11
)(

+
= . 

It can be seen in Fig. 2 that the controller parameters 
obtained by APPVRFT are not dependent on the initial 
damping factor of the closed loop. However there is a 
difference between the optimum controller parameters and 
those obtained using APPVRFT. It was found that these 
differences decreased as the sampling time was decreased. 
Since the sampling time is limited in physical 
implementations, APPIFT can be used for fine tuning.  

As a one shot method APPVRFT does not produce a 
controller that cancels the process poles and it has the 
advantage of normal VRFT that it settles at a global minimum 
point. 

IV. OFFLINE POLE PLACEMENT IFT 

Normal IFT is done by tuning the controller parameters so 
that the closed loop can resemble that of the desired model in 
a least squares sense according to a cost function such as the 
errors squared cost function shown below. 
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Fig. 2. The effect of initial damping factor on APPVRFT 

The derivative of the cost function with respect to the 
controller parameters is used to tune these parameters 
iteratively. The model output derivative with respect to the 
controller parameters is zero so the model parameters remain 
constant.  

Consider again the case of a PI controller and a first order 
process. As shown earlier, another manner of performing pole 
placement is to cancel the controller zero from the closed loop 
using a prefilter and a model with no zero of the form: 
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because the prefilter has cancelled the controller zeros. 
In this section a different manner of performing pole 

placement is suggested. IFT should be performed and 
optimised according to what model parameters would result 
in the smallest cost function in a least squares sense. 
Therefore the first IFT experiment is performed by applying a 
setpoint to the closed loop and the chosen initial model. 
During this experiment the output, y and the model output ym 
are collected. The difference is that the first IFT experiment 
happens once on the closed loop. The data is stored and 
continuously used to tune the model so that its response to a 
setpoint resembles the closed loop output in the first IFT 
experiment. Thus for the cost function stated earlier the 
derivatives with respect to the model parameters, ı: 
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are needed. The model is: 
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where dn are variables depending on the process g(s). 

The model can then be tuned offline using the same IFT 

algorithm i.e. )(1
1 iiiii
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Once the optimal parameters have been obtained (for d0 
and d1) the controller parameters that can give pole placement 
to the desired location can be obtained. Therefore since d0, d1, 
b0 and b1 are known, the values of A and T can be calculated. 
Using these values of A and T the required values of b0 and b1 
that would give the desired pole positions can be calculated: 
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Therefore this method uses iterative identification to 
perform pole placement and will be referred to as 
approximate pole placement iterative feedback tuning 
modelling (APPIFTM). Normal APPIFT can then also be 
used to tune the system so that the bias of noise in the original 
signal is eliminated. The results of applying this method to a 
number of first order processes are shown in Table 3. 

An advantage of APPIFTM is that if used iteratively, the 
user will know the transfer function of the closed loop and 
can make sure that the closed loop, h(s) has the dynamics of 
the model, m(s). Another advantage is that if the closed loop 
cannot be modelled by a second order model then the order of 
the process is not first order. From this the user can determine 
that pole placement for a second order processes should be 
attempted.  

However the disadvantage is that the user needs to know 
the form of the model of the closed loop, and this requires 
that the user should be able to estimate the approximate order 
of the process dynamics. Another disadvantage is that it also 
requires an initial closed loop model before beginning IFT. It 
is recommended that this initial model be the desired model to 
avoid having to choose a new model. A further disadvantage 
is that since this method uses the normal IFT procedure, a 
gradient descent algorithm, it could become trapped in a local 
minimum.  

The effect of the initial closed loop damping factor on the 
obtained parameters is shown in Fig. 3. Unlike APPVRFT the 
controller parameters are dependent on the initial damping 
factor of the closed loop. 

V. APPLICATION ON A DC MOTOR 

When APPIFT was applied to a motor system for speed 
control the results were as shown in Fig. 4 and Fig. 5. The 
aim was to place the closed loop poles at s = -0.4+/-j0.2 and 
the programming sampling time was 250ms. The initial 

controller is 
s

s
sk
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=  and the nominal final controller 

after 250 IFT iterations was 
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s
sk

526.0770.1
)(

+
= . 

TABLE 3 

APPIFTM APPLIED ON FIRST ORDER PROCESSES 

g(s) b0 b1 Closed loop h(s) poles 

s21

1

+
 2.564 3.111 -1.028+/-j0.475 

s31

1

+
 3.816 5.116 -1.019+/-j0.483 

s41

1

+
 5.039 7.094 -1.012+/-j0.486 

s51

1

+
 6.397 9.200 -1.020+/-j0.489 

s61

1

+
 7.543 11.097 -1.008+/-j0.491 

 

 
Fig. 3. The effect of initial damping factor on APPIFTM 

 
The nominal transfer function for the DC motor was found 

to be 
s

sg
)3.05.7(1

1.00.3
)(

±+

±
= through step tests on the open 

loop. The chosen operating region was 5 - 8 volts to avoid the 
non-linear dead-band region of the DC motor around 0 volts 
and the maximum voltage reading of the ADC of 10 volts. 
 

 
Fig. 4. Responses with initial controller 

 

 
Fig. 5. APPIFT Responses with final controller 
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When the APPVRFT was applied on the closed loop with 
the same initial controller as before and the equivalent desired 

model 
8187.08074.1

000113.0
)(

2 +−
=

zz
zm , the final response is 

that shown in Fig. 6. The response of the process after one 
application of APPIFTM is also shown in Fig. 7.  

Judging from the responses in Fig. 6 and Fig. 7, it appears 
that both methods give reasonable initial controller 
parameters. However APPVRFT appears to give parameters 

that are closer to the optimum, 
s

sk
526.0770.1

)(
+

= , 

obtained using APPIFT. Its advantage is that it does not use 
an intermediate stage of identification before operation. The 
advantage of the APPIFTM on the other hand is that it can be 
applied iteratively until the closed loop directly matches the 
model and the user will know the transfer function of the 
closed loop. Its algorithm is also the same as that of IFT. 

VI. CONCLUSION 

The APPIFT method is considered the best way of 
preventing pole-zero cancellation. However it previously 
suffered from not having an automatic way of finding initial 
controller parameters that are close to the optimum 
parameters. Two novel methods were presented for finding 
initial controller parameters for this technique. Both are one 
shot methods and give a reasonable starting closed loop with 
a response close to the optimum desired performance. This 
will allow the APPIFT method to be used for fine tuning if 
the closed loop obtained is not satisfactory. 

 

 
Fig. 6. Responses after performing APPVRFT  

 

 
Fig. 7. Responses after performing APPIFTM  
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Abstract Standard based management systems (as quality 

ISO9001, environmental ISO14001, information security 
ISO27001, hygiene management systems ISO 22000 and others) 
are widely implemented and based on common principles: ob-
jectives and strategies, business processes, resource manage-
ment and continuously optimization. These systems contains all 
relevant information, regulations, forms and process descrip-
tions and must also be documented (system documentation), 
communicated, implemented and continuously improved. 
Therefore they represent an optimal basis for a systematic and 
well structured management of regulations, if the requirements 
of management systems are completely and the organization 
adapted implemented. Although this documentation is distrib-
uted recently usually IT supported it is almost felt as additional 
workload with a little or no advantage, it is not totally corre-
sponding with the lived processes. Therefore it is hardly used as 
reference book for solving job problems and questions. It is not 
basis for a structured, systematic regulation management to 
improve the organization.  
Based on this situation we prepared the regulations and system 
documentation according to media-pedagogical and didactical 
principles and published it on organizational document learn-
ing and knowledge system based on constructivist theory. In 
the case study the regulations promotes in a confidence-based, 
open and fault-tolerant corporate and learning culture a need-
oriented workplace process integrated regulation access, organ-
izational development and knowledge generation, employee in-
volvement and knowledge sharing, practice-oriented regulation 
and system documentation, shorter initial training periods for 
new collaborators and a continuous optimization of the organi-
zation for securing a sustainable organization success. 
 
Keywords: regulations, document management, standard 
based management systems, need oriented access, knowl-
edge management, optimization of organization  
 

I. INTRODUCTION 

A Starting Situation 

By globalization and ever shorter change cycle’s organiza-
tions must improve increasingly faster their products, ser-
vices, technologies and organization according to customer 
requirements. Thus the largest potential is the continually 
improvement, the management of information, documents 

and knowledge, the sustainable continuous need-oriented, 
organizational learning due to individual learning and in a 
holistic interdisciplinary development approach. For an effi-
cient, effective and sustainable organizational development 
are more frequently integrated different relevant aspects into 
a holistic management system. More than one million or-
ganizations of different sizes and scopes are implementing, 
already since several years, management systems, such as 
ISO9001, ISO14001, ISO27001, ISO22000 or others [1], 
which are based on international standards with common 
principles: organization objectives and strategies, business 
processes, resource management and continuously optimiza-
tion of the organization. The established management sys-
tem must be documented, communicated, implemented and 
continuously improved. Thereby the regulation management 
must be implemented in a structured and systematic way. 
Therefore the system documentation should contain all up to 
date and necessary information, documents (organization 
regulations, forms, process description) and thus contain the 
entire clearly structured explicit organizational knowledge. 
Individual learning and thus organizational learning and the 
sustainable organizational development are promoted by an 
effective, need-oriented, process integrated access to regula-
tions. 
 
 

B Purpose of the article 

The documentation of standard based management systems 
(system documentation) was distributed for long time as 
books, whereby the collaborators received one-time the in-
formation and used them afterwards for possible questions 
scarcely ever. In the last ten years the system documentation 
was distributed more electronically through web-based intra-
nets, document management platforms or as pdf. The deliv-
ered system documentation is in theses way used a little 
more as reference book. But changes proposal are not related 
to the documentation and the collaborators are not able to 
discuss new ideas or questions in a context-sensitive way. 
The organizational improvement is isolated from the system 
documentation. The collaborators read it once when it is dis-
tributed, but is not used for solving ad hoc job problems. It is 
usually changed only once a year, if at all and it frequently 
does not correspond to lived processes. Moreover in addition 
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to it instructions and forms are developed as hidden system 
and these call the access and integrity of the whole system 
documentation in question.  
 
 

C Research approach and structure of the article 

The requests for always shorter innovation cycles, the in-
formation explosion, the increasing rules and regulations, the 
ever stronger IT involvement and the great importance of 
organizational development, the continually organizational 
and individual learning for the sustainable organization suc-
cess and the central role regulations and information leaded 
us to the extension of a constructivist learning platform as an 
organizational learning and knowledge system [2], [3] for dis-
tributing the system documentation of a standard based and 
knowledge integrated management in accordance to media-
pedagogical and didactical principles and introduced it in a 
confidence-based, open and fault-tolerant corporate and 
learning culture.  
 
Firstly we illustrate the main requirements of international 
standards for management systems [II] and based on the 
starting situation we describe the project objectives [III]. Af-
terwards we explain our approach [IV] including the re-
quirements for an organizational learning and knowledge 
system [IV A] and the success factors [IV B]. Finally we 
document the project experiences and results of the imple-
mentation in different organizations with distinct manage-
ment systems [V] including the achievement of the project 
principles [V A] and a reflection about cost and benefits [V B] 
and at the end we express an outlook [VI] and our conclusion 
[VII]. 
 

II. MAIN REQUIREMENTS OF STANDARD BASED MANAGE-
MENT SYSTEMS  

The standards for management systems have different spe-
cialized focuses, but are all based on common principles [4], 

[5]: 

• Organizations objectives and strategies must be estab-
lished regarding customer requirements. 

• All business processes including management process, 
support processes, resource processes and optimization 
processes must be defined and promote the optimized ful-
fillment of the organization objectives under the focus of 
the respective standard.  

• Process oriented resource management must be promoted 
including personnel development, IT – management and 
other infrastructures, tools and instruments.  

resource management

service/product realization

interested parties
vision 
policy

objective, priority, strategy

resource management

service/product realization

interested parties
vision 
policy

objective, priority, strategy

 
Fig. 1. Main requirements of standard based management systems 

• The organization and their objectives and strategies must 
be continually optimized according to established proc-
esses in sense of a PDCA cycle (plan, do, check, act). 

The established management system must be structured and 
systematically documented and communicated within the 
organization and the collaborators must be continually moti-
vated for implementing the system and for recommending 
improvements. 

III. PROJECT OBJECTIVES 

How can information, regulations, documents (e.g. forms, 
process description, checklist) prepared systematically and 
stored well structured to promote need-oriented access for 
the collaborators to get there job done efficiently and effec-
tively to bring advantages for the organization and how can 
they be constantly developed? 
 
By preparing the documents and regulations of a holistic, 
standard based, the organization adapted management sys-
tem in accordance to media-pedagogic and didactical princi-
ples systematically and structured and implementing it on an 
organizational learning and knowledge system by extending 
a constructivist learning system we expect to foster:  

• need-oriented workplace process integrated regulations 
access 

• organizational development and knowledge generation, 

• employee involvement and knowledge sharing,  

• practice-oriented regulation and system documentation,  

• shorter initial training periods for new collaborators.  
 
Thus the structuring of the regulations and documents, need-
oriented workplace process integrated access to get the job 
done efficiently and effectively, learning, knowledge genera-
tion, knowledge representation, knowledge communication 
and the application of the regulations should be optimized 
and the organization will be promoted in achieving its objec-
tives including knowledge objectives. 
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IV. APPROACH 

Firstly the system documentation must be established. Con-
sidering the needs and expectations of all interested parties 
we establish the organization policy with consistent strate-
gies and goals integrating knowledge objectives and plans 
[6], [7]. Afterwards the applied processes are analyzed bottom 
up by interviewing the collaborators involved and by inte-
grating knowledge management and optimized in accor-
dance with the objectives of the organization. The applied 
process modeling method defines regarding the organiza-
tional objectives and the legal and normative regulations for 
all activities the responsible function, the necessary docu-
ments, information, tools and it – applications. Thereby all 
responsible for the creation, change, change, elaboration of 
the documents and data, all needed access rights, the exter-
nal document and data sources and receiver, further the ar-
chiving procedures including duration and necessary infor-
mation security regarding document logistic and data protec-
tion are determined. 
The necessary resources, tools, instruments, trainings re-
quired for achieving the objectives and for improving the 
management system must be identified, made available and 
continually optimized. Also the training and human resource 
development processes must be optimized and established. 
The organization must also plan and implement the monitor-
ing, measurement, analysis and optimization processes nee-
ded to continually improve the effectiveness of the manage-
ment system. Thus also knowledge management and learn-
ing organization must be integrated and their improvement 
must be structured and systematically planned [8], [9], [10]. 
The entire system documentation must correspond with the 
lived processes [11]. All improvements or changes must be 
approved by the involved collaborators, documented, com-
municated and implemented.  
 
After the development of the management system documen-
tation, it must be prepared regarding media-pedagogical, 
motivation-psychological and didactical principles [12]. Ac-
cording to these principles it must be divided into small 
modules, which must be typecasted and functionally well 
structured. Thus, we use a constructivist method for organiz-
ing the content. In order to support the collaborators need-
oriented workplace integrated access, the way for accessing 
the single modules should be as short as possible, optimal 
structured and practice oriented. All needs and expectations 
of the collaborators must be analyzed and considered as 
early as possible [11], [13]. They demand particularly an effi-
cient and effective search function and a clear structured sys-
tem. Therefore we need effective indexing and different start 
assistances (for new collaborators, department oriented, 
management oriented, topics referred, based on the standard 
and others). Apart of the self-driven learning approach, the 
system must also offer guided learning for new collaborators 
or for collaborators with little IT competences.  
 
After the appropriate editing the system documentation can 
be published on the organizational knowledge and learning 

system. The upload of the content should be user-friendly 
and simply, because it is normally an activity done by the 
system manager (responsible for implementing and support-
ing the management system), which has organizational, 
managerial and controlling competences and competences in 
developing management systems and must not be an IT ex-
pert. The constructivist approach in learning requires the 
possibility of linking concepts and objects following one’s 
own needs. This feature must be available also for graphical 
objects and different document and media formats, which 
are widely used in hypertext contents.   
 
To promotes the acceptance of the system the collaborators 
must be trained on the handling the system and acquire also 
the necessary media competence [11]. Subsequently, ques-
tions will be answered by means of the discussion forum, the 
help desk and personal partners, e.g. the knowledge and/or 
system manager. Using the constructivist organizational 
learning and knowledge system every collaborator can intro-
duce his/her suggestions, ideas or questions directly in a 
context-sensitive way by referencing all the possible objects 
of the system documentation. Thus, ambiguous formulations 
in the documentation are showed up and the system docu-
mentation - organizational knowledge base - becomes the 
basis for the continuously optimization of the organization. 
Thereby we integrate also optimal process modeling, process 
standardization and transparency with need and objective 
oriented flexible process implementation.  
 
The collaborators have sometimes problems to distinguish 
between problem and optimization, or they do not know to 
which section of the system documentation they should re-
late their suggestion or question. Therefore we have inte-
grated the organizational knowledge and learning system 
with the existing workflow driven problem reporting system 
(help desk system). 
 
Following the management system requirements also clearly 
structured processes for the introduction of new collabora-
tors, for the maintenance of the system documentation and 
for the management of questions, optimizations and prob-
lems must to be established, documented, implemented and 
maintained.  
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Fig. 2. Approach for need oriented regulations access 
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A Requirements for an organizational learning and 

knowledge system  

Based on our project experiences an organizational learning 
and knowledge system for standard based management sys-
tems demands, in addition to the general requirements of 
learning or knowledge management systems, the following 
particular characteristics:  

• It must be simple and intuitive to handle, it must provide 
the possibility to use different views of (or leading to) the 
same object, different start facilities, comfortable search 
functions, filtering of content using object types, simple 
uploads of content and links to external literature and it 
must promotes individual learning and organization by al-
lowing personal bookmarks, annotations, summaries and 
notes, as well as glossary, FAQs, etc.. [13], [14], [15]. 

• It must offer secure context-sensitive communication to 
all elements (discussion forum, chat), as well as news-
groups, wiki, newsletters and whiteboards, support the 
knowledge distribution, the collective knowledge genera-
tion and collective learning [14], [16]. 

• Uploading and the administration of new content must be 
simple, with as large didactical and media pedagogic sup-
port as possible [2]. There must be the possibility to insert, 
annotate and discuss context sensitive the content of most 
different document and media formats (as text, graphic, 
table, picture, sound records, video). Also creativity tools 
should be integrated.  

• Due to the requirements of the standards for management 
systems, we need the administration of access rights [17], 
the support of change processes, versioning with change 
history and the efficiently and traceable distribution / 
communication of new or changed content. Depending on 
the organization culture also testing and examination 
tools for the traceable learning must be integrated. 

• The ideas of the collaborators, their discussion contribu-
tions and problem reporting must be implemented in ac-
cordance with the established systematic and structured 
process following the standard requirements and their ef-
fectiveness must be evaluated.  

• Open interfaces must be available for fostering optimal 
connectivity with other systems in order to support proc-
ess integration and simplify the administration [15], [17]. 
Within the controlling process all measured values should 
be evaluated by the responsible departments and conse-
quently changes and optimizations should be imple-
mented using the organizational learning and knowledge 
system. 

• The web-based accessibility of the organizational learning 
and knowledge system supports mobile and working 
hour’s independent learning and teleworking, making also 
easier the integration of absent collaborators [18].  

 
 

B Success factors for an organizational learning and 

knowledge system 

Corporate culture processes and IT technologies must be in-
tegrated optimally according to the objectives of the organi-
zation, to the collaborators needs and requirements and con-
sidering media-pedagogical and didactical principles, in or-
der to successfully introduce an organizational learning and 
knowledge system into management systems. The system is 
thereby only a tool, which supports the optimization of the 
organization so far as this is admitted by the culture. There-
fore we need an open, confident based, fault-tolerant corpo-
rate and learning culture with criticism and change readi-
ness. The collaborators should be interested in new knowl-
edge, able for self-driven learning, have personal employ-
ment, team ability and change willingness apart from neces-
sary IT-competences. All managers must use constantly and 
actively the system and motivate their collaborators in fol-
lowing these principles, promoting in this way learning and 
new knowledge generation. A strengthening point for 
achieving this is maintaining an optimal communication in-
ternally as well as with external partners.  
 
By introducing this system the system manager and/or 
knowledge manager extend their own job, needing also the 
acquisition of the necessary media-pedagogical and didacti-
cal knowledge for preparing the content and the necessary 
skills for supporting e-learning and knowledge management.  
 
Sufficient IT-infrastructure and IT-support are also very im-
portant for the project success. Only by using an organiza-
tional learning and knowledge system, which meets as far as 
possible the stated requirements [IV A] and by promoting a 
workplace need-oriented process integrated learning, a con-
tinuously optimization of the organization, in accordance 
with its objectives, and a sustainable organization success 
are secured. 
 

V. PROJECT EXPERIENCE AND RESULTS 

The concepts expressed so far have been implemented suc-
cessfully in several organizations with different management 
systems.  
 
The interdisciplinarity was a great challenge and also the 
great chance. Knowledge about organization theory, man-
agement methods and standards were required for the pre-
paring and structuring the content, information-technical 
knowledge were needed for extending the learning platform 
to meet the requirements of an organizational learning and 
knowledge system; didactical, media-pedagogical and com-
munication science knowledge were required for editing the 
contents.  
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A Achieving the project objectives 

The described concept has been implemented in medium-
size service organizations by integrating knowledge man-
agement into management systems. Most of the organiza-
tion’s collaborators own good media competences and use 
frequently e-tools. 
Nevertheless the platform used in the case studies fulfills 
only some of the system requirements [IV A] to an organiza-
tional learning and knowledge system], the adoption of the 
organization adapted system documentation according to 
media-pedagogical and didactical principles and taking into 
consideration a confident based fault-tolerant corporate cul-
ture, leads the following case study results collected by 
measuring the system accesses / user contributions and in-
terviewing the leadership and collaborators:  

• Need-oriented workplace process integrated regulations 
access: the accesses to the regulations are increased 
monthly at averaged two accesses per collaborator.  

• Organizational development and knowledge generation: 
we receive five times more suggestions and ideas, which 
improves the organization.  

• Employee involvement and knowledge sharing: the com-
municated ideas, problems and suggestions are discussed 
and read on the average by a quarter of the collaborators. 
Thus, the advantages and disadvantages of ideas are dis-
cussed and examined by all departments before their pos-
sible implementation and they are substantially more bal-
anced and more considered for implementation.  

• Practice-oriented regulation and system documentation: 
while conventional system documentation is usually 
adapted only once a year, now unclear formulations or 
missing regulations are soon analyzed and immediately 
changed according to established processes and automati-
cally communicated to all. Thus, the documentation is 
adapted optimally to the changing requirements of the or-
ganization.  

• Shorter initial training periods for new collaborators: new 
collaborators are quickly introduced into the system at 
their first working day and afterwards they learn in a self-
driven need oriented way, all relevant contents for their 
specific work. Thus the documentation is always accessi-
ble the new collaborator can focus on the principle infor-
mation and can after need-oriented access to all necessary 
regulations and process to fulfill his job. The lead time 
could be abbreviated around a quarter. New collaborators 
identify themselves substantially earlier with the corpo-
rate culture, they feel themselves also more integrated 
into the organization, can execute their tasks faster well, 
whereby the productivity increase and possible errors are 
avoided.  

The manager of an organization with an organizational 
knowledge and learning system is particularly enthusiastic 
for the sustainable promotion of an open, confident based, 

fault-tolerant corporate and learning culture with criticism 
and change readiness. 

The collaborators and particularly the management appreci-
ate the structured, effective, need oriented, location and time 
independent access to regulations. Thus no unnecessary 
regulations are distributed and nevertheless all collaborators 
can access exactly at the appropriate time from the desired 
location to the necessary regulation. The improved internal 
transparency and the discussion board promote organiza-
tional interrelationship and synergies. The discussion of all 
suggestions is appreciated. 

Standard based holistic management systems promotes by 
there clear structure and systematic document management 
(establish, check, approve, distribute and implement), the 
regulation structure, regulation retrieval and a process ori-
ented document management.  

Based on the experiences in different case studies the appli-
cation of this integrated organizational learning and knowl-
edge concept is recommended for medium and large sized 
organizations and enterprises with an confidence-based, 
open, innovative and fault-tolerant corporate and learning 
culture, where all collaborators command sufficient it com-
petences, particularly in know-how enterprises, distributed 
locations, many collaborators in field service or with flexible 
working-time model. 

 
 
 

B Cost and Benefits 

This new interdisciplinary holistic organizational learning 
and knowledge concept requires in comparison to previously 
applied introduction of a standard-based holistic interdisci-
plinary the organization adapted system additionally the re-
structuring of the system documentation in accordance to 
media-pedagogical and didactical principles, an organiza-
tional learning and knowledge system and the implementa-
tion of the documentation on it. The restructuring required in 
the case studies a slightly higher effort (approximately 1-2% 
of the total effort). 
Opposite to the costs are the large competition advantages 
through need-oriented process integrated regulation access 
to improve the organization by means of collaborators ideas, 
suggestions and discussion contributions. These advantages 
can be measured on one hand by the reached objectives of 
the project [5.1]. The influence to the sustainable achieve-
ment of the organizations objectives must be weighted es-
sentially more strongly. In the sense of a holistic, systemic 
management the different strategies and there measurements 
influences each other and all individual actions together de-
termine the achievement of the organizational objectives and 
the organizational success, which is at the end the essential 
critical factor. These effects must be evaluated in a longer 
term and could be objective of a subsequent study. 
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VI. OUTLOOK  

Learning or knowledge management systems must be ex-
tended [IV A] to organizational knowledge and learning sys-
tems for need-oriented, workplace process regulations ac-
cess. 

By introducing an organizational knowledge and learning 
systems for standard based management systems with inte-
grated knowledge management all success factors should be 
considered [IV B]. 

Training in system management, organization, knowledge 
management, information, document or regulation manage-
ment or E-Learning consider more this interdisciplinary ho-
listic and teach basic knowledge in all areas. 

The standards for management systems should underline 
more and promote the importance of an open, confident ba-
sed, fault-tolerant corporate and learning culture, knowledge 
management and integrated learning. 

VII. CONCLUSION 

Structuring all relevant information, regulations, forms and 
process descriptions of an organization regarding a inte-
grated, holistic, standard based management system, prepar-
ing the system documentation in accordance to media-
pedagogical and didactical principles and implementing it on 
a constructivist organizational learning and knowledge sys-
tem with an open, confident based, fault-tolerant corporate 
and learning culture promotes need-oriented workplace pro-
cess integrated regulations access, organizational develop-
ment and knowledge generation, employee involvement and 
knowledge sharing, practice-oriented regulation and system 
documentation, shorter initial training periods for new col-
laborators and a continuous optimization of the organization 
by means of collaborators ideas and discussion contri-
butions. Thus by fostering workplace need-oriented regula-
tions access the sustainable success becomes guaranteed. 
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Abstract - The Top and/or the gyroscope are devices able to 
produce inertial torques that maintains their direction in space 
if no external torques are applied. The resulted inertial torques 
are based on Coriolis forces. Two gyroscopes, placed as near 
as possible on a platform, may be used as a ‘doublet’ to 
produce inertial forces and/or torques. As the gyroscope is a 
‘gyrator’, the efficiency of such a system is good. To be used 
as an inertial motor/torque for a vehicle, this ‘doublet’ system 
needs also an (electronic) processor to control it, a sensor for 
the position and direction in space and an supply source. For 
the security of the whole system, a given vehicle must be 
equipped with at least 2 similar ‘doublets’. Then, such a 
system may be used as inertial motor/brake for terrestrial, 
submarine and/or even deep space ships. The big advantages 
of such a system are the facts that it needs not to eject masses 
as for the rocket engines, may be built inside the cell without 
any extensions to the exterior of the vehicle and may delivers 
inertial forces/torques big enough to vertically take off a given 
vehicle . 

 

     I.  INTRODUCTION 

Mechanical force F
r

 can appear due to the 
gravitational attraction between 2 masses 21 MM . . That 

is mathematically modeled by: 
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 is the position vector and γ  the constant  

of universal gravitation ( 22111067326 −−≅ kgmN ....γ ). 

This relation may be put also as: 
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where G
r

 may be  considered as a gravitational field 
and  a

r
 as an acceleration. This realizes the connection 

between a ‘static’ gravitational field and a ‘dynamic’ 
moving mass.  The acceleration can be in ‘pure 

translation’ and/or generalized, in translation and/or 
rotation. In this last case, some new accelerations can be 

discerned as centripetal 
cen

F
r

 and Coriolis 
corr

F
r
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whereω
r

 is the angular speed, v
r

 the translation 
speed, M  the mass of a rigid body and ‘× ’ stands for 
the cross product. The relation (1) leads to ‘attractive 

force’, the relation aMF
rr

.1=  (Newton) may leads also 

to repulsive forces as for the missiles motors and 
centripedal and Corriolis forces are generally repulsive 
rotating forces.  

To produce locally (on a platform) an inertial 
force/torque loosing only energy but not masses, 
Coriolis forces have preferentially to be used.  

The mathematical model for the rigid body in 
movement uses generally moving axis that have their 
origin on the point around which the rigid body rotate. 
In ‘pure rotation’, the linear speed v

r
 is replaced by the 

angular speed ω
r

 following the relation: 
 

            ;1rv
rrr
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(4) 
 

where 1r  is the rotation radius. The momentum 

vm
r

.  is replaced by the angular momentum M
v

 defined 

using the moment of inertia I
r

 and the angular speed 
ω
r

: 
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Here, kji
rrr

,,  stands for unit vectors. The torques L
r

 

may be obtained as: 
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where ξ
r

 is the angular acceleration. This last 

relation corresponds to Euler equations of a rigid body 
with one fixed point: 
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It can be remarked that taking into account (3) and 
(4) it results: 

 

   ;.... 122 rMvMF
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which make in evidence the difference between the 

centripetal 
cen

F
r

 and Corriolis 
corr

F
r

 forces: the 

centripetal force uses a single angular speed but the 
Corriolis two different angular speeds. Here we have to 
remark also that a translation may be locally regarded as 
a rotation with a big enough radius. 
          

 II.  THE MOTION OF A TOP. 

 
A Top is a simple device that can generate Corriolis 

forces. When a Top spin fast enough around the axis 
Pz’ where P is its mass center, it can nearly remain into 
a vertical position in spite of the torque generated by its 
own weight. The Coriolis forces compensate 
dynamically this torque.   
 

X

Y

Z

O

P

z’

 
Fig. 1. A Top arrangement. 
 

Following [26], the moving axis in this case are 
chosen with origin in O, the Oz axis is similar to Pz’ as 
the Top is symmetric about this axis, and the other axis 
Ox and Oy are let to rotate with an other angular 
velocity ω

r
 than the spin s

r
 of the Top.  Let the angle 

between OX and Ox be ψ  and the angle between OZ 

and Oz be θ . Then, the angular speeds about the 
moving axis will be given by: 
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   and by putting 
z

sS ω+= , the Euler equations 

becomes:  
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where m   is the mass of the Top, lPO =  and 

ssmg //.819≅  the acceleration of the gravity . If S  

is big enough it result approximately: 
 

               ;....
xyzz

LlgmIS =≅ω                       

(10) 
 

which is the well known result for the simple theory 
of gyroscope.  

A top and also a gyroscope have 3 orthogonal axes 
on which torque and/or angular speeds/acceleration may 
results or can be applied. As one axis is used for the 
spin s, only 2 axes are free as is shown in (10). This 
relation presents also the ‘gyrator’ property of such a 
system: an angular speed on Oy axis leads to a torque 
on the orthogonal axis Ox and evidently, a torque 
applied on Ox will leads to an angular speed on Oy 
axis.  
 
Remarks: 
 

- during its movement of precession (and also 
nutation) with the angular speed 

y
ω , the Top 

compensate dynamically the gravitational torque 
)sin(... θlgm  due to its own weight. Then, the 

compensation torque produced by the Top may be also 
considered as an ‘inertial (gravitational) torque’. 

- the resulting compensation torque needs a ‘strong 
point’ to be realized. This ‘strong point’ is the point 
where the peg of the Top lay on the ground. This 
contact point accepts rotation (theoretically without 
friction) but must be considered as an ‘inertial fixed 
point in space’ as to sustain the static own weight of the 
Top.  

- the nutation movement depend on the initial 
conditions: initial speed and position in space of Pz’ 
axis. The top of the Top may follow one of the curves 
shown in the figure 2.  The Top (and also gyroscope) 
motion may be mathematically modeled by Jacobi 
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elliptical complex functions. Some new properties of 
these functions was presented in [29]. It can be 
remarked that these functions models also the field in 
the air-gap of the electrical motors. 

- physically, during the precession movement, the 
Top fall to the ground due to its own weight. This will 
accelerate its precession movement. Starting from a 
given angular speed, the ‘gyrator effect’ reconverts this 
angular speed into a torque that tries to compensate the 
gravitational torque due to the own weight of the Top. 
The mass of the Top ‘filters’ these to the precession and 
nutation movements.  
 

 

 
 

Fig. 2. Nutation and precession possible movement of a Top. 

 

 

   III. PLATFORM EQUIPPED WITH 

GYROSCOPES. 

 
A gyroscope may be viewed as an improved Top. 

We will consider a symmetrical gyroscope equipped 
with 2 gimbals placed so to balance its mass center. 
Motors are used to sustain the spin of the gyroscope and 
on the gimbals to apply torques/brakes. The motors on 
the gimbals may change their speed and direction of the 
resulting rotation and/or even realize a ‘brake’. Torque 
sensors are placed in the link of the motors with the 
gimbals to control the applied torques. If the spin is 
high enough, the gyroscope try to maintain its direction 
of the Oz axis (on which the spin is applied) versus the 
stars until torques are not applied on its gimbals.  

On a platform in space equipped with such a 
gyroscope, a torque and/or a forced precession angular 
speed applied on a gimbals of a gyroscope have to bear 
on the mass center of this platform if the platform is 
tacked as a ‘charge’ for the other gimbals. So, the 
instantaneous angular speed and/or torque produced by 
the gyroscope will move from the mass center of the 
gyroscope to the mass center of the whole platform. 
During this time, the mass center of the platform will 
change slightly in space its position (translation) and  
will begin to rotate. Of course, the direction of Oz axis 
of the gyroscope will change also versus the stars. If the 
platform is equipped with 2 such a gyroscopes, one can 
stop the applied torque on the first gyroscope just before 
the instantaneous angular speed arrive to the mass 
center of the platform and apply it to the second 
gyroscope. This will produce also a (small) translation 
and the platform will begin to rotate too. A convenient 
choose of this sequence parameters may lead to a 
‘snake-like motion’ [2], [3], [4]. Of course, as the 
direction in space of the gyroscopes spin axis change 

during these operations, one has to restore conveniently 
the spin axis directions. This may be done by 
convenient torques applied on a single gimbals of each 
gyroscope, the other gimbals being free to move. To 
avoid the necessity of using clutch on the gimbals, we 
can uses the sensors to insure a ‘null torque’ delivered 
by the motors and then, insure an equivalent ‘free 
move’ of a desired gimbals.  

It can be seen that a convenient sequence of such 
operations may leads to a translation in space of the 
platform in any desired direction. A theoretical proof 
that a translation in space of such a platform may be 
possible by this means was presented in [5] and [6].  

An improvement may be realized by using the 
‘doublet’ [1], [7], [27]. If one gyroscope is placed on 
the platform as nearest as possible to the other, each 
gyroscope having the platform as ‘charge’ for one of its 
gimbals and the other being used for a common torque 
(corresponding to the forced precession

y
ω
r

 for 

example), it will result a force/torque F
r

 given by:   
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where by ‘ • ’ we have denoted the dot product. In 

that case, reciprocally, one gyroscope have to bear on 
the other. Supposing that at the beginning the spins 

21 SS
rr

,  are approximately parallel it results: 
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ω
rr . In that case, the 

resulting force has the direction of 
y

ω
r

. If the used 

gyroscopes are (as possible) identical, then:   
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and (12) becomes: 
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It can be remarked that the maximal value of this 

force appears 2 times on 3600 of the revolution angle 
for Oy axis. To avoid undesired rotations and/or 
direction change, the torques applied on Oy axis of 
gyroscopes when brakes (versus the platform) are 
applied on their Ox axis, have to be applied only for 
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smaller angles than 015±  of the ),( 21 SSangle
rr

 and 

),(
y

Sangle ω
rr

1  around the maximal value of this force. 

Of course, the equivalent angle corresponding to the 
angular speed  

y
ω  will depends on the ‘charge’ applied 

to the gyroscopes. Lets now consider the case where 

this equivalent angle correspond exactly to the 

),( 21 SSangle
rr

. Then, the remaining interval of 3000 for 

an entire revolution of this equivalent angle 
corresponding to the angular speed  

y
ω  is to be used to 

restore conveniently the direction in space of the Oz 
axis of each gyroscope. This may be done as before by 
a convenient sequence of torques applied on a single 
gimbals of each gyroscope, the other gimbals being free 
to move.  Figure 3 shows the relative amplitude 

variation of the force F
r

 terms during the angle interval 
of 015± . As seen, during this time interval, the 

variations of the force F
r

 are relatively small, the 

obtained force will be near to the maximal value of F
r

.  
Like for thermal engines, the obtained force in the 

case of the gyroscopic doublet will appears only as 
impulses on a relatively short interval inside a complete 
revolution period of 

y
ω . During the remaining time 

interval dedicated to restore conveniently the direction 
in space of the Oz axes it may results also relatively 
small inertial forces/torques. All these forces/torques 
will be ‘filtered’ by the entire mass of the platform in 
the same way in which a ‘flying wheel’ filters the 
forces/torques impulses of a thermal engine.  
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Fig. 3. Relative amplitude variation of 1-> )],(cos[... 21
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 terms during the angle interval 

of 
015± . 

 

A force applied in opposition to the movement 
direction of a body will diminish its speed (and kinetic 
energy too). Then, it may be considered as a ‘dynamical 
brake’. This kind of ‘brake’ is actually used for the Jet 
airplanes. If this force is ‘inertial’, it may replace  
efficiently the actual brake system for terestrial (car) 
vehicle when the road is covered by ice, for example. 
The possibility to change conveniently the direction and 
value of this inertial force may insure also a good 
security of cars by diminishing the probabilities of 
accidents.  

 It can be observed that two identical gyroscopes 
placed exactly in ‘opposition’ on a platform do not 
produce a gyroscopic effect due to their mutual 
compensation. This may be used to change easily the 
direction of the applied force on the platform.  

 

IV. PRACTICAL CONSIDERATIONS. 
 

It has been seen that a platform equipped with 2 
identical gyroscopes as described before may generate a 
force that can translate it. For the case of the ‘doublet’, 
the maximum value of this force is given by: 
 

       ;..max

22
SIF
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ω
rr

≅                            (15) 

 

Ideally, if we consider the case where the doublet 

act for 015± around the maximal maxF
r

  and during the 

remaining interval the delivered forces/torques may be 
neglected, the mean value of the obtained force on a 
precession revolution may be given by: 

 

        ;
.max

360

60F
F

mean
≅                          (16) 

 

Practically, the value of obtained 
mean

F  will be less. 

Of course, the magnitude of this force can be controlled 
by changing the time interval corresponding to 015±  

around the maximal maxF
r

  and/or changing the angular 

speed 
y

ω . 

To fix the ideas, we will consider a simple example. 
Let’s considering a system with 2 (ideally identical) 
gyroscopes, each with a mass of 1 Kg, diameter of 0.2 
m, an angular speed for the spin of 20.000 turns/minute 
and a forced precession angular speed of 200 
turns/minute. The obtained mean value force

mean
F  will 

be of ~ 382.7 Newtons. The internal (or even if desired 
external) obtained maximal torques using a single 
gyroscope will be of ~ 219.3 Kg.m. Then, even if the 
whole platform weights more than 25 Kg, this system 
will be able to vertically take it off! It results that such a 
motor system may be able to embark a (relatively) big 
charge.  

For a practical realization of such an inertial 
motor/brake, the following remarks may be considered:  

- from technological point of view, the considered 
parameters of the gyroscopes are actually feasible and I 
think that such a system will be mechanically not much 
more sophisticated than the mechanical system of a 
helicopter. 

- this inertial motor system must include a sensor for 
the position and direction in space (an inertial platform 

for example), an electronic processor to insure the 

convenient sequence of the applied torques/brakes and 

an energy supply source. For the security of the whole 

system, a given vehicle must be equipped with at least 
2 similar such ‘doublets’. 
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- care must be tacked to balance as much as possible 
all the internal torques of the system. The remaining 
torques will be compensated dynamically by the 
‘doublets’ in order to keep the desired direction in 
space.  

- as during the time intervals in which the 
gyroscopes are exactly in opposition, any change in 
theirs common direction in space may be done without 
the display of (big inertial) torques/forces, this fact may 
be used to change easily the direction in space of 
delivered force/torque by the ‘doublets’. 

- to diminish the inherent vibrations dues to the 
pulsating nature of the resulting force/torque that only 
the mass of the whole platform will ‘filter’, a high 
enough (forced) precession speed have to be used.  

- as the gyroscopes are ‘gyrators’, this system will 
presents a good efficiency. 

- care must be tacked to realize a robust enough 
‘doublet’ system able to withstand its internal 
forces/torques. 

- as the obtained force increase rapidly with the 
radius of the gyroscopes, a larger size system will 
display a bigger force even keeping unchanged the 
other parameters.    

- as the gyroscope is a ‘gyrator’, by an intelligent 

sequence of applied charge and/or torques/brakes on 

the gimbals and by using electrical motors/generators, 

the inertial energy of the ship may eventually be 

recuperated when a diminishing of its speed is needed. 

This will insure a more economic trip. 

 
  V. CONCLUSIONS 
 

A Top and/or a gyroscope may create inertial 
torques able to maintain its direction in space but not 
inertial forces to modify its own weight. As an 
extension of [2], [3], [4] and in analogy with the Lorenz 
force [7], a couple of 2 gyroscopes may realize a 
‘doublet’ [1], [7], [27] able to create big enough inertial 
forces/torques to vertically take off a ship equipped 
with it. This ‘doublet’ system has some essential 
advantages: 

- it can be used as motor/brake for terrestrial, 
submarine and/or even (deep) space ships. 

- the mass of the ship which use it will remain nearly 
the same as it is not necessary to eject masses like for 
actual Gas-Jets  motors and/or rocket engines. 

- it can be installed inside the cell of the ship with no 
external parts as for actual vehicles. 

- it may insure a vertical take off directly from the 
earth ground.  

- it may realize accelerations/brakes forces/torques 
in any desired direction. These accelerations/brakes 
forces/torques  are independent of the ship translation 
[non-relativist] speed. The brakes may be realized also 
by recuperating the inertial energy of the ship.  This will 
leads to a more economic trip. All these are based on 
the gyrator properties of gyroscopes which presents also 
a good efficiency. 

- it can be realized using the actually available 
technology. 

- the energy of the translation obtained through the 
mean value force

mean
F  results from the rotation energy 

of the spins ( 21 SS
rr

, ) and of the torque which realize the 

forced precession (
y

ω
r

). 

- this system may be also used as active gravitational 
sensor and/or actuator.  

- large ships may presents internal torque/forces that 
leads to vibrations due to the inertia of the mass far 
from their motors. This is the case, for example, for the 
wings of a airplane. One can distribute many 
synchronized inertial motors into a ship so that this 
effect may be practically neglected. In this manner the 
ship may support much higher accelerations.  

- to diminish the internal vibrations dues of the 
pulsate nature of the resulting inertial forces, a high 
enough  (forced) precession speed have to be used. 

This inertial motor/brake system may have 
applications in terrestrial, naval, aviation and even deep 
space ships. Due to its possibility to obtain higher 
accelerations, it may also be useful, for example, to 
diminish the probability of collisions and/or crash by 
accidents. Many others applications may be envisaged 
too. 

Maybe in the future, ‘spin-trap’ materials [10] will 
replace the mechanical gyroscopes like actually the 
permanent magnets replace the electromagnets in the 
electrical motors/generators. 
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Abstract- The paper deals with some active modular groups 
usually used in the direct structure model of the leg robots or other 
complex equipment. Such open, un-composed and multi-mobile 
groups may also be involved in the direct – cinematic or dynamic 
modeling of the robot displacement for different strategies of 
motion. There are presented active modular groups with one degree 
of mobility (the initial active group IAG, the 4R and RTRR active 
group) and the 5R active modular group with two degrees of 
mobility. By using the inertia systems and the other external force 
systems their dynamic models for the determination of all reaction  
torque components in each (ordinary or active) cinematic pair are 
elaborated.  

Keywords: direct model, active modular group, stepping robot or 
platform, dynamic control parameter, optimal control design 

 

I. INTRODUCTION 

 
The active modular groups may be found in various complex 

mechanisms with different degrees of mobility [1]. Their 
involving in the direct model structure of stepping robots is 
relevant [2]. For example a biped robot or platform can be 
equipped by two legs each having three degree of mobility 
(Fig.1). The actuators are placed in the active cinematic pairs 
namely A, E and F. 

 

 
Fig.1. A stepping robot leg solution  

During its displacement each leg may alternatively have the 
output link 7 or 8 attached to the platform. When the output 
link is 7, the basis of the mechanism is the 8 link, so that the 
leg system has the direct structure model presented in Fig.2. 

In the case in which the output link is 8 the basis of the 
mechanism is the link 7 rigidly attached to the soil. The direct 
structural model corresponding to this phase of the platform 
displacement is presented in Fig.3. 

In Fig.2 and Fig.3 there are mentioned the active modular 
groups (AMG) with one or two degrees of mobility and the 
passive modular ones (PMG) with zero degree of mobility. 

The reason of this concrete example is that of illustrating the 
use of such active modular groups in the structure of different 
mechanical systems.  

In function of their degrees of mobility these modular groups 
have active rotation or prismatic pairs assimilated to the 
actuators. 
 

 
 

Fig. 2. The direct structure model for the 7 output link 
     

 
  

Fig. 3. The direct structure model for the 8 output link 
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In the next sections of the paper there are presented the 
mathematical models for some modular groups in order to 
determine the components of the reaction torque of each pairs. 
The following notations are used: 

• Ti(xTi, yTi) - the link mass centre,  
• Ĳi(Xi, Yi, CMi) – the equivalent torque of the inertia 

and exterior force systems applied in Ti for the i link. 
The reaction torque components are established by using the 

dynamic equilibrium equations. 
 

II. THE DYNAMIC MODULES FOR THE ACTIVE 
GROUPS WITH ONE DEGREE OF MOBILITY 

 
In this section there are shortly presented three active 

modular groups, which are the initial active modular group 
(IAMG – Fig. 4), 4R group (Fig.5 and Fig. 6) and RTRR group 
(Fig.7 and Fig. 8). 

The initial active modular group model (Fig.4) has the input 
parameters mentioned in TABLE I. From the equilibrium 
dynamic equations there are obtained the output parameters 
mentioned in TABLE II. 

 
Fig.4. The initial active modular group model  

 

TABLE I 
THE INPUT PARAMETERS FOR THE IAMG 

The coordinates of the O active pair  ),( YOXOO  

The coordinates of the T i mass 
centre of the 1 link  

),( 111 yTxTT  

The equivalent torque of the inertia 
and external force systems applied to 
the 1 link  

),,( 1111 CMYXτ

 

 

TABLE II 
THE OUTPUT PARAMETERS OF THE IAMG 

The 
reaction 
torque of 
the O 
active pair  

]Y)xOxT(X)yOyT(CM[C

YY

XX

111111i
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Fig.5. The 4R active modular group 

 

 
 

Fig.6. The isolated links of 4R active group 
 

TABLE III 
THE INPUT PARAMETERS FOR THE 4R ACTIVE GROUP 

The cinematic pair 
coordinates  

),( YAXAA  

),( YBXBB  

),( YCXCC  

),( YDXDD  

The mass centre 
coordinates  

),(

),(

),(

333

222

111
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YTXTT

YTXTT
 

The equivalent torque 
of the inertia and 
external force systems 
for each cinematic link ),,(

),,(

),,(

3333

2222

1111

CMYX

CMYX

CMYX

τ

τ

τ
 

 

The 4R modular group is given in Fig.5 and its input 
parameters in TABLE III are deduced using isolated links of 
4R, as shown Fig. 6.  

As to the active group with three mobile links there are two 
possibilities that are the active pair being a rotation or 
prismatic pair. Consequently, there are two such modular 
groups.  
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TABLE IV 
THE OUTPUT PARAMETERS OF THE 4R ACTIVE GROUP 

The reaction 
torque of the 
D pair  
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X
A
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The reaction 
torque of the 
A pair 
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The reaction 
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Each ordinary rotation pair has for its reaction torque only 
two force components. An active rotation pair as B in Fig.6 has 
a reaction torque with three components, two forces as the 
previous ones and a moment, a interaction of two fields (of 
various nature) existing between the adjacent links. One may 
obtain these component torques by applying the relations from 
TABLE IV. 

 

 
Fig.7. The RTRR active modular group 

 

 
Fig.8. The isolated links of RTRR active modular group 

 The RTRR active group is shown in Fig.7, its input 
parameters being the same as those from TABLE III are 
deduced using isolated links of RTRR, as shown Fig. 8. 

The torque components from the D pair are given from the 
system (1).  
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The components for the A external pair are obtained from 
(4), so that there are: 
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The components for the C internal rotation pair are:  
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and those for the B active pair are expressed by (5). 
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which allow establishing their variation relative to time.  

III. THE DYNAMIC MODULE FOR THE 5R ACTIVE 
GROUP WITH TWO DEGREES OF MOBILITY 

 
The 5R active group may be found in the direct model of the 

leg when the fixed link is 7. Its structure is presented in Fig.9 
and the input parameters are in TABLE IV using isolated links, 
presented in Fig. 10.  

TABLE IV 
THE INPUT PARAMETERS OF THE 5R ACTIVE GROUP 

The cinematic pair 
coordinates  

),( YAXAA  

),( YBXBB  

),( YCXCC  

),( YDXDD  

),( YEXEE  

The mass centre 
coordinates  

),( ii yTxTTi  

where 41÷=i  
The equivalent torque of 
the inertia and external 
force systems for each 
cinematic link  

)CM,Y,X( iiiiτ  

ACTIVE GROUPS IN COMPLEX MECHANISMS STRUCTURES 

 

 Y2 

CM1 

T1 

Xj3 D 

C CN21 

T12 

T21 

N12 

N21 

Yj3 

Yi1 

Xi1 

X2 

CM2 

T2 

Y1 

X1 

Y3 

X3 

CM3 

T3 

C 

B 

A 
D

1

2

3

 

X32 

A 

CM2 

φ1 

C
CN21 

T

T

N12 

Yi1 

Xi1 

Y2 

X2 

T2 

Y1 

X1 CM1 

T1 

C

B
1

Y32 

N21 

2 

X23 

C 

Yj3 

Xj3 

Y3

X3

CM3 

T3 

D 

3

Y23 

59



 

 
 

The determination of the dynamic characteristics for the 
active pairs C and D makes possible to design and to achieve 
the active control on the prismatic actuators placed in the 
construction of each leg of the platform. Such structural active 
groups for the legs may be identified in some other 
constructive platform solutions. 
 
 

 
Fig.9. The 5R active modular group 

 

 
Fig.10. The isolated links of the 5R active modular group 

 

The reaction torque in the A pair may be deduced from the 
following system 
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The reaction torque for the E external pair is given by  
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and the relations for the B internal pair torque are 
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The dynamic parameters for the D active pair torque may be 
determined as follows: 
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IV. CONCLUSION  

The active modular group concept is useful for the design of 
the systems with multi-degrees of mobility. Its use has a major 
importance for the determination of the system critical 
solutions corresponding to their direct (cinematic, dynamic) 
model.  
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Abstract E-students vary in terms of online behavior, defined as 
organized (e.g., web search) and disorganized (e.g., browse) 
interactions with both human (e.g., chat) and nonhuman (e.g., 
database) elements in online environments. Online behavior is 
conceptualized in terms of the dimensions of sociability (human 
connection motives), utility (efficiency orientation), and reciprocity 

(the need for cognitive stimulation and active involvement when 
using the Internet). Individuals from various disciplines 
completed the Brief Test of Online Behavior and received scores 
on the three dimensions of online behavior. Although variation 
was apparent, the professional engineer was not distinguished by 
his scores on sociability, utility, or reciprocity, suggesting that all 
three dimensions of online behavior should be considered in e-
learning. 

Index Terms - Online behavior, Internet use, e-learning, 
sociability, utility, reciprocity, engineering education  

I. INTRODUCTION 

Students differ on a range of cognitive (intellectual) and 
psychosocial (personal) characteristics. Research suggests that 
mismatch between instructional presentation and individual 
characteristics may lead to lack of student motivation, and may 
cause attrition [1], [2]. Holt and Solomon [3] noted that 
because engineering education relies heavily on problem 
solving, it tends to exclude creative and highly social students 
from effective learning. It also limits opportunities of all 
learners to develop the skills required for proficiency in two 
other key areas of engineering: design and invention (requiring 
creativity) and business management (requiring social skills). 
There is “considerable evidence from previous studies to show 
that faculty assumptions about typical … engineering students 
are inaccurate and that a wide range of learning styles will 
actually exist within any engineering class [4].” Increasingly, 
conventional (face-to-face) engineering education has focused 
on accommodating learner differences by using a variety of 
instructional strategies and techniques [5], [6]. However, as 
computer technology revolutionizes instruction, 
accommodating student differences in e-learning environments 
is of increasing concern. 

II. E-LEARNING, E-TEACHING, AND E-STUDENTS 

E-learning is a general term used to describe education 
where the medium of instruction is computer technology [7]. 

In practice, e-learning is synonymous with Internet-mediated 
instruction [8]. E-teaching processes typically include a variety 
of applications of Internet tools, for example, online study 
groups [9], web-released tests and quizzes [10], and 
instructional use of the communication tools [11]. In 
companies, e-learning refers to strategies that use the company 
network to deliver training courses to employees. In most 
universities, e-learning refers to a mode of instruction where 
students rarely, if ever, attend face-to-face on-campus courses, 
because they study online.  

E-learning is aggressively promoted in engineering as a 
mechanism of dealing with projected and current work force 
shortages [12]. In some cases, e-teaching is more effective 
than face-to-face instruction [7], [13]. E-learning is well-suited 
to technically oriented, project management skills rather than 
less tangible interpersonal skills [14]. However, mismatch 
between e-teacher presentation of Internet learning tools and 
individual student characteristics may lead to lack of e-student 
motivation and interest, and may cause attrition in e-learning 
courses and programs [15], [16]. E-student characteristics are 
an important consideration in e-learning pedagogy. 

A. E-Student Characteristics 

Research has demonstrated that a range of student cognitive 
(intellectual) and psychosocial (personal) characteristics 
influence e-learning outcomes. Johnson [17] found that 
increased student WebCT use in a hybrid learning 
environment was associated with inadequate peer relations. 
Cadieux [18] reported that college students in face-to-face 
learning groups had stronger feelings of trust and more 
effective interactions than students in online learning groups, 
although “no significant relationship was found between sense 
of community and course grades.” McConnell [19], examining 
the dynamics of collaborative e-learning groups, noted that 
students’ sense of personal identity, control, and security were 
related to effective group functioning. Johnson, Howell, and 
Code [13] proposed a number of student characteristics (e.g., 
anxiety and self-efficacy) by which e-learning may be both 
positively and negatively affected. Reportedly, aspects of 
classroom climate (e.g., perception of teacher and peer 
support, academic alienation, orientation to learning) influence 
student behavior in online learning environments [20]. 
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The personality dimension of introversion-extroversive has 
also been linked to e-student satisfaction and success in online 
learning environments [21], [22]. Extroverts tend to focus on 
the outer world of people and external events while introverts 
“focus on their own inner world of ideas and experiences 
[23].” Soles and Moller [24] proposed that synchronous 
Internet communication is best suited to extroverts while 
asynchronous Internet communication is best suited to 
introverts. Daughenbaugh, Daughenbaugh, Surry, and Islam 
[25] compared student satisfaction in online and traditional 
computer science courses in terms of personality 
characteristics. “The data indicated that students rated as 
extroverts, rather than introverts, showed a stronger preference 
for the ways in which information is presented in online 
courses [25].”  

Learning style refers to “characteristic cognitive, affective, 
and psychological behaviours that serve as relatively stable 
indicators of how learners perceive, interact with, and respond 
to the learning environment [26].” Numerous studies report 
that student e-learning outcomes are influenced by learning 
style [27]-[29]. Bajraktarevic, Hall, and Fullick [30] found that 
students demonstrated better task performance when online 
activities were matched with their learning styles. 
Mehlenbacher, Miller, Covington, and Larsen [31] concluded 
that reflective learners (those who preferred personal 
introspection and working alone) were more successful in 
web-based courses than active learners (those who preferred to 
engagement in physical activity and group discussion). 
“During the past ten years, a great number of studies have 
found that users’ cognitive styles significantly influence their 
reaction to the user interface in terms of user control, multiple 
tools, and nonlinear interaction [32].” Based on empirical data, 
Graff [15] recommended designing systems that are less 
segmented for analytic individuals and more segmented for 
creative individuals.  

Thus, it appears that a range of student cognitive and 
psychosocial variables are implicated in e-learning outcomes 
(i.e., student achievement, satisfaction, and persistence). 
Further, it has been argued that online environments may be 
less accommodating to learner differences than traditional 
face-to-face classrooms [33], [34].  Effective instructional 
practice in traditional classrooms may not necessarily 
generalize to e-learning environments. Indeed, the human 
behavior that occurs in online environments is increasingly 
recognized as complex and idiosyncratic [35]. 
Accommodation of e-learner cognitive and psychosocial 
differences requires precise description of the phenomena of 
interest, that is, online behavior.  

III. THE SALIENT FEATURES OF ONLINE BEHAVIOR 

Online behavior refers to organized (e.g., web search) and 
disorganized (e.g., browse) interactions with both human (e.g., 
in chat rooms) and nonhuman (e.g., database) elements in 
online environments [35]. Johnson and Kupla [35] proposed a 
user typology based on the salient features or distinguishing 
attributes of online behavior. Synthesis of the literature 

supports the conclusion that online behavior is reasonably 
conceptualized by the dimensions of sociality, utility, and 
reciprocity. 

A. The Sociability Dimension of Online Behavior 

Joinson [36] maintained that online behavior reflects a 
variety of psychological motives including affiliation (e.g., 
social connectedness). Herring [37] suggested that sociability 
is an essential feature of computer mediated communication. 
Reportedly, 57% of all Internet use relates to communication 
(i.e., email, instant messaging, and chat) [38]. The Web 

Motivation Inventory [39] identifies communication as a 
primary motive for using the Internet. Variation in online 
social interaction has been used to explain individual 
differences in patterns of Internet use [40], [41].  

Online behavior, however, can also be asocial [42], [43]. 
Users engage in solitary online activities such as playing 
games and browsing; Internet use may lessens face-to-face 
social exchange [44]. Waldvogel [45] noted that, in the 
workplace, some individuals use email to avoid face-to-face 
contact. Antisocial uses of the Internet use such as flaming 

[46] and bullying [36] are not uncommon.  
As illustrated in Figure 1, the sociability dimension of online 

behavior ranges from efforts to maximize to efforts to 
minimize social exchange. To illustrate, a social phobic 
demonstrates extremely low online sociability by using the 
Internet to minimize or avoid social contact (e.g., online 
shopping). Moderate sociability occurs when Internet 
applications are used to maintain relationships (e.g., email); 
high levels are evidenced by individuals who use the Internet 
to establish new relationships (e.g., online dating).  

 
Fig. 1. The sociability dimension of online behavior. 

B. The Utility Dimension of Online Behavior 

The Internet is frequently conceptualized as a tool that 
facilitates the execution of complex human intention (e.g., 
storing, organizing, and retrieving information) [47], [48]. 
Papacharissi and Rubin [49] concluded that many users have 
an instrumental orientation to the Internet, “characterized by 
utility, intention, selectivity, and involvement.” In online 
environments, the instrumental orientation stresses drive for 
efficiency and effectiveness [50]. Volk and Kraft [51] noted 
that individuals vary in their perception of the Internet as a 
mechanism of utility versus a source of recreation. Johnson 

[52] reported that 77.8% of college students consider the 
Internet a convenience (utility) while 17.8% consider it a 
source of amusement.  

Online utility is conceptualized as falling on a continuum 
that ranges from highly efficient execution of specific tasks 
(e.g., renew library books) to behavior such as surfing and 
browsing which, according to Kalbach [53], is largely 
unfocused and unproductive. Individual differences in online 
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utility reflect individual differences in user characteristics [54]. 
Figure 2 presents the utility continuum of online behavior. The 
higher the instrumental orientation of the user, the more 
precise and directed the online behavior.  

 

 
Fig. 2. The utility dimension of online behavior. 

C. The Reciprocity Dimension of Online Behavior 

In addition to differences in sociability and utility, online 
behavior varies as a function of reciprocity (i.e., reciprocal 
action and reaction). Different sites support [55], and different 
users require [56], variation in sensory stimulation and active 
involvement. To illustrate, an individual may use the Internet 
to read text (low reciprocity), transfer funds (moderate 
reciprocity), or chat with friends (high reciprocity). Internet 
applications associated with high levels of reciprocity involve 
high levels of human interaction and/or interaction with 
complex interfaces [57]. Volk and Kraft [51] concluded that 
users vary in extent of website involvement and that high 
levels of e-commerce reciprocity were associated with 
increased probability of the user making a purchase. 

Figure 3 presents the reciprocity dimension of online 
behavior. Reciprocity in online environments reflects behavior 
that ranges from user preference for simple interfaces, with 
only one browser window open, in which limited text and 
simple images are interpreted to, for example, multi-modal 
multi-player games in which multiple identities are executed in 
virtual reality [58].  Individual differences in reciprocity in 
online environments reflect individual differences in user 
cognitive and psychosocial variables [59]. For example, 
Johnson [16] reported that active and reflective learners have 
predictable preferences for web-based course tools. As is the 
case in conventional classrooms, active learners prefer high 
levels of stimulation and involvement; reflective learners 
prefer minimal distraction and limited social involvement [60].   

 

 
Fig. 3. The reciprocity dimension of online behavior. 

D. Validating the Dimensions of Online Behavior  

Principal component and factor analyses are statistical 
techniques applied to a set of variables to discover which 
subsets of variables are coherent and relatively independent of 
one another. Variables that correlate with one another and that 
are also largely independent of other subsets of variables 
combine to form factors or principal components. Factors are 
assumed representative of the underlying processes 
responsible for the correlations among variables.  

Johnson [52] conducted a study in which college students 
completed a rating scale that assessed patterns of Internet use. 

Five items assessed general Internet use (e.g., I use the Internet 
to help with school work), five items assessed Internet 
communication (e.g., I use email), five items assessed website 
access (e.g., I use search engines), and four items assessed 
online game playing (e.g., I play strategy games online). 
Students rated each item on a 5-point scale ranging from 1 
(never) to 5 (every day or almost every day). Results describe 
college students, with rare exception, as Internet users.  

Principal component analysis of rating scale items revealed 
three distinct patterns of online behavior in college students 
[52]. The first principal component loaded positively on all 
Internet use rating scale items and heavily on most items. The 
two weakest coefficients were for student rating of the items I 
online date and I play sports games online. Such a pattern of 
coefficient strength was interpreted as describing integrated-

Internet-use (i.e., extensive use of most applications). The 
second principal component loaded positively and heavily on 
the online gaming items but negatively or marginally on all 
other items. Such a combination of coefficients was interpreted 
as reflecting a pattern of online behavior described as games-

only use (i.e., limited use of most applications and extensive 
online gaming). The third principal component loaded 
positively and heavily on two items (I visit chat rooms and I 
online date) but negligibly on most other uses of the Internet. 
Such a pattern of coefficients was interpreted as reflecting a 
pattern of online behavior described as dating-only use, that is, 
limited use of the Internet except for online dating (dating sites 
typically include chat feature) [61].   

The online behavior patterns of integrated-Internet use, 
games-only use, and dating-only use [52] are easily situated on 
the continuums of online sociability, utility, and reciprocity. In 
general, dating-only use is high on sociability and reciprocity 
but low on utility. Games-only use is low on utility, moderate 
to high on reciprocity, and moderate to low on sociability. 
Integrated-Internet-use likely reflects behavior that is balanced 
in terms of sociability, utility, and reciprocity. 

LaRose and Eastin [62] employed structural equation 
modeling techniques to determine the relationship between 
Internet use and gratification. Adult Internet users completed a 
questionnaire in which 29 commonly reported gratifications of 
Internet use (e.g., feel entertained) were phrased as outcome 
expectations (i.e., when using the Internet, how likely are you 
to __). Users rated each statement on a scale from that ranged 
from 1 (very unlikely to occur) to 7 (very likely to occur). 
Subject ratings of outcome expectations factored into six 
gratification or incentive categories: activity (e.g., hear music I 
like), monetary (e.g., find bargains on products and services), 
novel (e.g., obtain information that I can’t find elsewhere), 
social (e.g., maintain a relationship I value), self-reactive (e.g., 
relieve boredom), and status (e.g., find others who respect my 
views).  

These six Internet user gratification factors [62] are easily 
situated on the dimensions of sociability, utility, and 
reciprocity. In general, expected monetary outcomes are high 
on utility and reciprocity but low on sociability. Expectation of 
novel outcomes is high on utility (e.g., get immediate 
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knowledge of big news events) and reciprocity (e.g., find new 
interactive features) but moderate to low on sociality. Social 
outcomes are high on sociability (e.g., get support from others) 
and, since communication applications are required for social 
exchange, high to moderate on reciprocity and utility. 
Statements that factored into self-reactive outcomes reflect 
undirected online behavior (e.g., a way to pass time) and as 
such are low on utility but vary as a function of sociability and 
reciprocity. Status outcome statements are often vague (e.g., 
improve my future prospects in life) implying moderate utility 
and, since communication applications are involved (e.g., 
provide help to others), moderate to high on sociability and 
reciprocity. 

Online behavior is conceptualized by the orthogonal 
dimensions of sociability (human connection motives), utility 

(efficiency orientation), and reciprocity (the need for cognitive 
stimulation and active involvement when using the Internet) 
[35]. As presented in Figure 4, online sociability, utility, and 
reciprocity are presented as continuums that intersect to create 
a three-dimensional space appropriate to theoretical and 
applied investigation of online behavior. A characterization of 
online behavior emerges as a triple <s, u, r> where s lies 
somewhere on the sociability dimension and u and r 
somewhere on the utility and reciprocity dimensions, 
respectively. 

 
Fig. 4. Space created by the three dimensions of online behavior. 

E. The Brief Test of Online Behavior  

The Brief Test of Online Behavior (BTOB), appropriate for 
adult Internet users, measures sociability, utility, and 
reciprocity [35]. As summarized in Table 1, the BTOB 
includes 15 items; 5 items assess individual position on the 
three dimensions of online behavior. Users rate items on a 5-
point scale ranging from 0 (never) to 4 (always). BTOB items 
are based on review of the literature and have high face 
validity. 

To reduce biased responding, some items of the BTOB are 
reverse scored [35]. Specifically, prior to determination of user 
score on each of the three dimensions of online behavior, 
ratings for items 1, 4, 6, 8, 10, and 13 (as presented in Table 1) 
are reversed (i.e., never = always, rarely = often, and so on). 
Once these six items are reversed scored, dimension scores are 
determined by summation of scores on the five dimension 
rating scale items. User sociability, utility, and reciprocity 
scores potentially range from 0 to 20 (5 items, each with a 
score from 0 to 4). The greater the sociability, utility, and 
reciprocity scores, the greater the extent to which the 
individual is characterized by those dimensions of online 

behavior. The BTOB permits exploration of individual 
variation on the three dimensions of online behavior. Such 
variation has implications for e-learning. For example, does 
online behavior vary as a function of discipline? 

TABLE I 
ITEMS IN THE BRIEF TEST OF ONLINE BEHAVIOR 

Sociability Utility Reciprocity 
1. I email people I 

hope to avoid. 
6. I spend hours 

online without 
accomplishing 
anything. 

11. I ___ have several 
windows open on my 
PC at the same time. 

2. I ____ add new 
contacts to my 
online accounts. 

7. The Internet helps 
me get the job 
done. 

12. Animation ___ 
improves web pages. 

3. I meet new people 
online. 

8. I use the Internet 
to have fun. 

13. I ___feel that 
websites provide too 
much information. 

4. Using the Internet 
interferes with my 
social life. 

9. The Internet saves 
me time. 

14. When I use the 
Internet, my hand is 
___ on an input 
device 

5. The Internet helps 
me keep in touch 
with friends or 
family 

10. Time seems to 
fly when I browse 
and surf). 

15. I __ instant message 
or chat more than I 
email. 

IV. DISCIPLINARY VARIATION IN ONLINE BEHAVIOR 

Eight individuals from various professions or disciplines 
completed the BTOB (a sample of convenience). Four of the 
professionals were from technical fields (i.e., physics, 
mathematics, computer science, and engineering) and four 
were from people-oriented professions (i.e., social work, 
psychology, law, and sociology). Four of the professionals 
were female and four were male. Three of the professionals 
described their career stage as early, four as mid, and one as 
late.  Table 2 presents the sociability, utility, and reciprocity 
scores for each of these eight professionals. 

 
TABLE 2 

ONLINE BEHAVIOR SCORES FOR VARIOUS PROFESSIONALS  

Professional Sociability Utility Reciprocity 
Social Worker 13 11 13 
Lawyer 12 16 11 
Psychologist 10 17 10 
Sociology 9 10 5 
Computer Scientist 6 12 15 
Mathematical 13 14 5 
Physicist 12 12 10 
Engineer 15 15 13 

Scores potentially range from 0 – 20; the greater the score, the further right the individual falls on 
dimension of online behavior. 

 

Individual scores on the online behavioral dimensions of 
sociability, utility, or reciprocity (Table 2) were compared with 
group descriptive statistics (Table 3). Six online behavior 
scores, distributed across five disciplines, were more than 1 
standard deviation from the mean. That is, on the online 
behavioral dimension of sociability (human connection 
motives), the computer scientist scored low and the engineer 
scored high. Both the lawyer and the psychologist scored high 
on the online behavioral dimension of utility (efficiency 
orientation), and the sociologist scored low and the computer 
scientist scored high on reciprocity (the need for cognitive 
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stimulation and active involvement when using the Internet). 
Thus, while differences in patterns of individual online 
behavior were apparent, such variation was distributed across 
disciplines, failing to support stereotypical assumptions about 
the cognitive and psychosocial characteristics of engineers 
(e.g., low need for social interaction and high need for 
challenge) [63]. In fact, there were no significant differences 
in mean sociability, utility, and reciprocity scores for 
professionals grouped according to technical field (i.e., 
physics, mathematics, computer science, and engineering) or 
people-oriented professions (i.e., social work, psychology, 
law, and sociology). 

TABLE 3 
DESCRIPTIVE STATISTICS FOR ONLINE BEHAVIOR SCORES 

Dimension Range Mean  SD 
Sociability 9.0 11.25 2.82 
Utility 6.0 13.63 2.20 
Reciprocity 10.0 10.25 3.84 

V. IMPLICATIONS FOR ENGINEERING E-LEARNING 

Accommodating student differences in online learning 
environments requires instructional consideration of student 
variation in patterns of online behavior. Such consideration 
results in online instruction that matches e-students position in 
the space created by the intersecting dimensions of sociability, 
utility, and reciprocity. For example, presentation of 
information and student skill development should include 
highly social exercises (e.g., online group problem solving) as 
well as more solitary learning events (e.g., web-released 
individual problem solving). E-learning activities should also 
allow for student variation in online behavior characterized by 
a utility orientation. For example, Internet assignment 
submission and grades access may be important to students 
who are high on utility; informal online study groups and 
instructional games may be important to students who are low 
on utility. Finally, e-learners demonstrate differences in online 
reciprocity or the need for cognitive stimulation and active 
involvement when using the Internet. E-learning activities 
might include, for example, both asynchronous discussion (for 
students low on reciprocity) and synchronous discussion (for 
students high on reciprocity). 

VI. LIMITATIONS AND FUTURE RESEARCH 

The BTOB has not been validated (i.e., information on 
reliability and validity are not available) [35]. Subsequent 
research may confirm that the items presented in the BTOB 
accurately measure the three proposed dimensions of online 
behavior. Additionally, the sample of professionals was 
extremely limited. It is possible, perhaps likely, that each 
professional was not representative of his/her discipline. 
Indeed, this paper has argued that, in the case of engineering 
education, student stereotypes are currently unsubstantiated. 
Future research, with large random samples, may not confirm 
the current findings. The three dimensions of online behavior 
require application in instructional practice. Are e-learning 
outcomes improved when e-teachers plan for student variation 
in online sociability, utility, and reciprocity? 
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Abstract – Digital divide has been used as a central concept in 
number of studies, yet this concept has many different 
definitions. This paper discusses the meaning and definition 
of digital divide and provides a dichotomy to be used for 
analyzing different definitions of this concept. Main 
contribution of this paper is on providing a theoretical 
dichotomy for understanding the meaning and underlying 
assumptions related to concept of digital divide. 
 
Keywords – Digital divide, Knowledge Society, Conceptual 
analytics. 
 

I. INTRODUCTION 

Contemporary western society has undergone significant 
changes, while giant leaps in technological development 
have made it possible for the majority of western world 
countries to enjoy the benefits of knowledge society. While 
evolving from post industrial society (a.k.a information 
society) towards knowledge society, the way how 
computer networks are utilized by society and individuals 
for providing and/or accessing digital services has 
changed. While public digital services were not that 
common fifteen years ago, those are an inseparable part of 
contemporary society. Those who can not access, nor use 
these services are slowly being isolated from majority of 
services, while those very same services are moving 
increasingly online. 

These outcasts of information society are often referred 
as being victims of digital divide, while the definition what 
digital divide really implies appears to vary depending on 
the context where it is being used. Usually it is referring to 
restricted or total lack of accessibility to online services. 
Reasons for this might vary from computer literacy to 
totally missing infrastructure. 
Norris [1], for instance, raises into focus the fact that the 
global digital divide is substantial and has been growing 
during the first decade of the internet age. Payton, on the 
other hand, states that [2], while the efforts to eliminate the 
digital divide are valuable, public policymakers must also 
seek a way to improve the social network that will help the 
digital divide to resolve itself.  

According to Norris [3] digital divide has many faces. 
Norris asks if the fast and revolutionary development of 
information technology will reinforce or erode the gap 
between information-rich and poor nations, if it will 
exacerbate or reduce social divisions within different 
countries or strengthen representative democracy or, on the 
contrary, buttress the power of established interests, both 
the political and economical structures. So, the question is 

whether information technology is a restructuring or the 
maintaining force. 

This theoretical paper focuses on developing a 
theoretical tool to be used, for analyzing different 
interpretations of digital divide on a conceptual level. The 
meaning of this concept is both vague and obscure. Could 
be said that the significance of this concept has not 
vanished, but its inner meaning is starting to be outdated 
and is in a need for thorough revision. The main goal of 
this paper is to present existing definitions of digital divide 
and to show how the concept should be updated. As such, 
this paper exercises approach commonly used in 
conceptual analytical research [4]. The path of the 
conceptual analysis is as follows: first the basic 
assumptions behind constructs are analyzed. Then theories, 
models and frameworks used in empirical studies are 
identified. Finally logical reasoning is applied. [5] 

 Following the footsteps of Burrell and Morgan [6] and 
Deetz [7], the goal is to develop concepts suitable for 
making classifications, while focusing on large scale 
phenomenon, digital divide. 

Many definitions concerning digital divide are focusing 
either on technological or social issues, while some are 
focusing on both. Because the concept appears to be 
evolving a classification to be later refined into taxonomy 
is necessary. 

II. METHOD 

This study is theory creating study [8], presenting a 
conceptual-analytical study. In this study concepts derived 
from IT impact literature are further developed and refined 
to be used in analyzing digital divide phenomenon. 
Concepts are used for defining polarities, which are used 
for constructing a theoretical framework to be used for 
concept classification. In this paper authors are entwining 
together concepts from social sciences and information 
systems (IS) literature, where the goal is to be able to 
combine technical and social viewpoint on endeavour for 
better understanding global phenomenon. Used approach 
in this conceptual-analytical study is induction, where 
through generalizing contributions from previous studies 
and enhancing the concepts, a new approach can be 
presented.  

Lee & Baskerville [9] suggest, that when generalizing 
concepts from theory, a researcher generalizes from 
theoretical propositions in the form of concepts to the 
theoretical propositions that make up a theory (specifically, 
a set of logically consistent propositions that, pending the 
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results of empirical testing, could qualify as a theory). In 
addition to this, another form of generalizing from 
concepts to theory is the formulation of a theory based on 
the synthesis of ideas from a literature review [10]. In this 
paper, concepts from IT impact literature are adopted and 
enhanced to suit the use in different context.  

 

III.  EVOLVING PARADIGMS 

In 1979 Burrell and Morgan introduced four paradigms 
for social science research. Presented theoretical 
construction was based on two dimensions, which were 
subjective — objective and regulation — radical change. 
These paradigms should be seen as contiguous, but 
separate; contiguous because of the shared characteristics, 
and separate because of the differentiation. They state that 
these four paradigms define perspectives for the analysis of 
social phenomena, which are fundamentally different. [11]  

Although widely used, Burrell and Morgan’s model is in 
some ways insufficient. In 1996 Deetz introduced a model 
that both criticizes and extends legacy of Burrell and 
Morgan. Deetz presented critique on subjective-objective 
problem in Burrell and Morgan’s model. Deetz presented 
three arguments: 1) the meaning of the objective-subjective 
labels is already socially contrived and Deetz treats the 
claim of objectivity or subjectivity as a rhetorical move in 
research program’s system of justification rather than as a 
useful descriptive label. According to him neither all 
research is both subjective and objective. He also suggests 
that subjectivity and objectivity just are not very 
interesting ways of thinking about research program 
differences; 2) The subjective-objective conception 
reproduces a neo-positivist philosophy of science and 
obscures the nature of other research programs instead of 
describing a meaningful difference; 3) Continuation of 
conflicts and misleading presumed relations between so-
called qualitative and quantitative research, due to the 
conception of subject-object separation. [12] 

Deetz presents two new dimensions of contrast. First 
dimension focuses on the origin of concepts and problem 
statements as part of the constructive process in research, 
and the second dimension focuses on the relation of 
research practices to the dominant social discourses within 
the studied organization, the research community, and/or 
wider community. Differences among research orientations 
can be shown by contrasting “local/emergent” research 
conceptions with “elite/a priori” ones, while differences 
among the relation of research practices to the dominant 
social discourses can be shown by contrasting “dissensus” 
with “consensus” as illustrated in Fig. 1. [13] 

 

 
 
Fig. 1. Contrasting dimensions from the metatheory of 

representational practices [14]. 
 
Orlikowski [15] introduced interpretative flexibility of 

technology in her study about different perceptions of 
technology in organizations. Interpretative flexibility can 
be defined as “the capacity of a specific technology to 

sustain divergent opinions” [16].  Interpretive flexibility 
has long been recognized as playing an important role in 
explaining how technical artefacts are socially constructed 
[17], thus being a suitable concept to be used in the context 
of the framework of this study. In this paper this concept is 
partially refined, and according to this new definition this 
concept has two polarities: challenging technology and 
immersive technology. These concepts imply the 
subjective perception of adjustability, adoptability and 
usefulness of chosen technology, varying from challenging 
to immersive. 

Immersive virtual reality is a hypothetical future 
technology that exists today as virtual reality art projects, 
for the most part. It consists of immersion (virtual reality) 
in an artificial environment where the user feels just as 
immersed as they usually feel in consensus reality. The 
technology is immersive when it wraps its users in its safe 
embrace. 

In many digital divide definitions, the concept has also 
social dimension (while using demographic variables as 
explaining factors, such as age, cost, family structure, 
religion, etc.) in addition to technological one. Therefore in 
this paper another concept to be used is social dimension, 
and like interpretative flexibility of technology, also this 
has two polarities. These are defined in this paper as social 
inclusion and social exclusion, where first implies that 
demographic and social issues create a “pull effect”, which 
in turn keeps people within the domain of knowledge 
society, while the latter implies the opposite. Fig. 2 
illustrates these dimensions, where y-axis illustrates the 
interpretative flexibility of technology and x-axis the social 
dimension.  
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Fig. 2. Dichotomy of social-technical dimensions. 
 
When utilizing model presented in Fig. 2, we end up 

with four different categories, or definitions. In general, it 
appears that this dichotomy suggests how concepts should 
be further developed by suggesting what is lacking in 
definition. While combination Social Exclusion - 
Challenging Technology appears to be the worst case 
scenario and Social Inclusion - Immersive Technology is 
the best, there are definitions that are not clearly just one or 
another, but something in between. This model provides 
simple guidelines and target, where to set goals while 
further developing concept definitions. Ideal models 
presented in Fig. 2 are discussed in detail below. 
 

A. Challenging Technology – Social Inclusion 

Here technology is seen as a challenge, and people are 
not sure about their computer skills or the available online 
services in general. The technology is perceived as 
immature or it is not available for everyone. Social 
inclusion implies that these people are economically 
secured, active members of society and active parts of 
social networks.  

In this situation the IT development is too fast. The 
citizens are not able to adopt all the new innovations. But 
there is another interesting group of the non-users of the 
Internet. These people, reluctant to use the Internet, maybe 
can afford to use the Internet and to acquire the necessary 
equipment, but they appreciate the traditional ways of 
communication and handling of their affairs because in 
that way they are able to maintain the social contacts with 
the suppliers of the services. In this respect they belong to 
the group of the “voluntarily nonusers”.  

That is to say, some people have voluntarily decided to 
stay outside the information networks. Therefore we can’t 
speak of digital divide, because it is always possible to 
presuppose that the people are able to make a connection 
to the Internet whenever they want. This is, however, a 
false conclusion or at least a generalization. The real 
reason may be any of the above-mentioned. Maybe people 
are not able to use the Internet because of the lack of 
technical skills. They could have possibilities to acquire 
education or guidance. Why don’t they do it? It is possible 
that they are ignorant – they are not interested in the 

contents of the Internet. Or they estimate that the efforts to 
catch up the skills are too laborious. 
 

B. Challenging Technology – Social Exclusion:  

Here technology is seen as challenge. In addition to this 
social exclusion refers to marginal groups (which are not 
necessary always that marginal) which are either totally 
outside from the safe domain of knowledge society, 
whether based on the socio-economical status, or lacking 
computer literacy, or broadband access. This is the worst 
type of digital divide, because these people are separated 
from the knowledge society in two ways. 

The traditional victims of digital divide belong to this 
category. The usual definitions of digital divide point out 
for instance the social factors and stress the equality: 
“[digital divide is] a division between those in favor of the 

extensive use of digital technology (esp. computers) and 

those against it; (b) (now the usual sense) the gulf between 

those who have ready access to current digital technology 

(esp. computers and the Internet) and those who do not; 

(also) the perceived social or educational inequality 

resulting from this [---]” So, the concept is used here to 
refer in the first place to unequal access to computers and 
computer networks. [18] 
 

C. Immersive Technology – Social Inclusion  

Here technology is seen as a enabling and supporting 
factor that is useful, easily adopted and adjustable 
according to individual preferences. Social dimension is 
seen as supporting the integration of these people into 
knowledge society by guiding them to information 
resources and services available in knowledge society. 

This kind of society is Habermasian, that is to say both 
utopian and communicative. According to Jürgen 
Habermas, the function of philosophy is to promote 
understanding and democracy. He says in his Theory of 

Communicative Action [19] that there is a communicative 
void in the society. The more people and institutions 
communicate in a society, the more efficiently democracy 
works [20]. According to this reading, Habermas and the 
Critical Theory are not neutral and objective, but speak 
out. This is certainly true, as the purpose of the Critical 
Theory and Theory of Communicative Action is to 
improve positive values including freedom, consensus, 
communicative skills, and democracy. Is such a theory, 
then, objective? Could it not be called a theory of 
normative ethics? Here digital divide does not exist. 
 

D. Immersive Technology – Social Exclusion  

Technology is seen as a enabling and supporting factor, 
while social exclusion is seen as isolating people from 
available access to information resources and services. 
Social dimension is seen as hindering factor that translates 
into lacking social networks, poor economical status, 
illiteracy, or lacking computer skills. Generally speaking in 
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these cases the technology is present, but social barriers 
hinder access to these information resources.  

In this situation the society would invest in information 
literacy education to all age groups, as well to young 
people as senior citizens. According to the information 
literacy standards launched Association of College and 
Research Libraries the education of information literacy 
makes it possible to make good use of the huge amount 
information and the highly developed information channels 
we have today [21]. The free accessibility to all these 
information sources is also a democratic question. [22] 
Edification and information literacy education is also 
important for the citizens from a legal protection 
standpoint; we see more and more public services online as 
time advances and especially the elderly and the 
handicapped no doubt are in danger of ending up in the 
digital gap. Guaranteeing them service (knowledge, 
instruments) is an ethical question. [23] 
 

IV. USING THE MODEL FOR ANALYSIS - THE 

CUSTOMARY MEANING OF THE CONCEPT OF THE 

DIGITAL DIVIDE 

Now it is possible to test our model and arrange 
different kind of definitions to it. Many scholars have been 
worried about the inadequate telecommunication skills of 
aging adults. The social services i.e. the service culture is 
becoming more and more digitalized. Vesa Mäensivu [24] 
points out that the reasons for low communication in 
digital environments are manyfold. Partially the aged are 
afraid that they might not have the necessary learning 
ability to use the new equipment. 

Mäensivu names a long list of factors or obstacles that 
prevent the elder from using the Internet. Among those are 
the obstacles for accessibility i.e. the traditional reasons of 
the digital divide. They can be divided into technical and 
human factors [25].  The Web pages are often considered 
complicated and difficult to use. The elder often have 
impaired vision and they feel the text size on Web pages is 
quite too small. Some background colours, red and green, 
were mixed together. Logging on to Internet services was 
too difficult to some of the group Mäensivu had 
interviewed. They were embarrassed when they did not 
know what to write in the login box. The use of a computer 
mouse – for instance the difference between the click and 
the double click – was one of the basic obstacles [26]. It’s 
quite clear that the use of the Internet becomes almost 
impossible if you can’t control the mouse. Some members 
of Mäensivu’s group had it difficult to distinguish the 
difference between the click of the mouse and the press of 
enter. These kind of obstacles obviously belong to Group 
A: Challenging Technology – Social Inclusion. The 
citizens can afford to the new technology but they feel it 
too complicated. 

The human factors, as the above mentioned fear and 
anxiety about one’s own IT skills, offer one interesting 
point of view. One of the main obstacles to the use of the 

Internet is traditionalism. Senior citizens think they don’t 
need the Internet services if they are able to look after 
things and manage the finances in traditional ways. Two 
thirds of the aged Mäensivu interviewed agreed completely 
with the statement that insisted on personal, face to face 
contacts when handling their affairs. [27] 

It is apparent that the digital divide has many faces. 
Traditionalism in the attitudes of the senior citizens may 
have nothing to do with digital divide as seen before. 
These people, reluctant to use the Internet, maybe can 
afford to use the Internet and to acquire the necessary 
equipment, but they appreciate the traditional ways of 
communication and handling of their affairs because in 
that way they are able to maintain the social contacts with 
the suppliers of the services. In this respect they belong to 
the group of the “voluntarily nonusers”. People in this 
category may also belong to the victims defined in the 
group B Challenging Technology – Social Exclusion. 

According to lexical definition the digital divide refers 
to: “[Digital divide is] a division between those in favor of 

the extensive use of digital technology (esp. computers) 

and those against it; (b) (now the usual sense) the gulf 

between those who have ready access to current digital 

technology (esp. computers and the Internet) and those 

who do not; (also) the perceived social or educational 

inequality resulting from this [---]”. The concept is used 
here to refer in the first place to unequal access to 
computers and computer networks. It is argued here that 
the original definition of digital divide does need a 
revision, because the nature of division is no longer simply 
based on the division between those who favor technology 
and those who do not, nor on the access to digital 
technology. Here the society is often unequal and the 
people in the gap also belong to the category B: 
Challenging Technology – Social Exclusion. 

According to Economist Intelligence Unit e-readiness 
ranking [28] a critical shift is occurring in the social fabric 
of countries: as governments and enterprises increasingly 
migrate services online, those without reliable Internet 
access are in danger of being disenfranchised, e.g. the 
concrete risk for digital divide is present. Due to this both 
public- and private-sector organizations have spent 
considerable time and money on trying to get economically 
disadvantaged communities online. Increasingly, these 
attempts are spreading to the socially disadvantaged as 
well. According to report [29] senior-citizen access has 
been a particular focus for developed countries, where 
some 20,000 senior citizens are estimated to have been 
trained through various initiatives. EIU report (2007) 
seems to combine concepts of economical and social 
disadvantages as digital divide, whereas technical ability is 
not seen as a key factor, like in OED definition. People 
suffering from digital divide as defined above belong to the 
group D: Immersive Technology – Social Exclusion  

Norris [30] raised into focus a fact that the global digital 
divide is substantial and has been growing during the first 
decade of the internet age, and Payton stated that [31] 
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while the efforts to eliminate the digital divide are 
valuable, public policymakers must also seek a way to 
improve the social network that will help the digital divide 
to resolve itself.  

According to Norris [32] digital divide has many faces. 
Norris asks if the fast and revolutionary development of 
information technology will reinforce or erode the gap 
between information-rich and poor nations, if it will 
exacerbate or reduce social divisions within different 
countries or strengthen representative democracy or, on the 
contrary, buttress the power of established interests, both 
the political and economical structures. So, the question is 
whether information technology is a restructuring or the 
maintaining force. The definitions of Pippa Norris describe 
well the digital gap as it is defined in group B: Challenging 

Technology – Social Exclusion. 

It is said that the Internet places different demands on 
the user than the medium of television-access and its use 
requires both cognitive ability and technical skills [33] [34] 
Most Finnish and Swedish people have “reasonable” 
access to the Internet. There is, however, a constant 
amount of people who voluntarily or involuntarily have 
chosen to stay outside the information networks. What is 
the reason for that? It can’t be said that in the rich Nordic 
countries the cause of digital divide could be only ethnical 
or depend on factors like age, costs, family structure, 
income, geography, rural and regional factors, religion, 
education and so on. So this kind of digital divide is a good 
example of the group D: Immersive Technology – Social 

Exclusion  
Some people have voluntarily decided to stay outside 

the information networks; they also belong to the group D. 
Actually we can’t speak of digital divide, because it is 
always possible to presuppose that the people are able to 
make a connection to the Internet whenever they want. 
This is, however, a false conclusion or at least a 
generalization. The real reason may be any of the above-
mentioned. Maybe people are not able to use the Internet 
because of the lack of technical skills. They could have 
possibilities to acquire education or guidance. Why don’t 
they do it? It is possible that they are ignorant – they are 
not interested in the contents of the Internet. Or they 
estimate that the efforts to catch up the skills are too 
laborious. In our model these non-users are still “citizens” 
in knowledge society, although they are staying aside from 
the main stream. 
 

V. CONCLUSIONS AND FURTHER RESEARCH 

Presented model works as a starting point for developing 
taxonomy for digital divide concept classifications. While 
being an issue of great importance for evolving western 
societies, these very basic questions have not been 
thoroughly defined. Digital divide is not just about 
technology, nor social issues. It is a combination of these 
both, a mixture that is extremely challenging. As always, 
to be able to resolve problems, it is necessary to ask right 

questions. But how can these right questions be asked, if 
the very basic foundations have not been properly defined? 

It is clear that digital divide is, or defining the meaning 
of (the concept) digital divide is a cross-disciplinary 
project. The Dichotomy of social-technical dimensions that 
the authors have developed helps to understand the 
phenomenon of the digital divide that can be ethical and 
democratic question. 
 Equality is also an important regulative principle or an 
aiming point in this research. It is not “unscientific” to say, 
that digital divide should be avoided. Digital divide refers 
to a society that is not working effectively, as we will see 
later on in this study. This starting point this study isn’t 
however to support the normative ethics – that standpoint 
will we pass over this time [35]  

The society is becoming all the time more complicated. 
The technical, economical and “scientific” crème de la 
crème have the power. Democracy is only apparent. 
According to the communication theory a model of 
democratization based on the domination-free 
communication that should first take place among scholars 
could be the last possibility, the salvation [36]. Could the 
Internet be the basis for a fuller and richer forum for 
political debate? Could it develop into the kind of public 
space which Jürgen Habermas, for instance, advocated for 
a genuine democracy? [37] If this should come true, the 
democracy within the Internet should be first realized. The 
digital divide should not exist. Habermas speaks about 
mutual understanding or consensus [38]. According to 
Kotkavirta [39] intersubjectivity is one of the main themes 
in the communication theory of Jürgen Habermas. In spite 
of the breech between Habermas and the traditional 
standpoints of the Critical Theory, Habermas was still 
stressing on the criticism on the society or the culture as 
the emancipatory task of philosophy and Social Science 
[40]. 
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 Abstract-This paper explores the growing use of virtual world 
simulations for training and education, both in the private and 
public sectors. We examine the rise of the importance of the rise 
of the “digital native” generation and the context of their growing 
comfort operating in online gaming and increasingly, in virtual 
worlds. We look at the growth of the video game and virtual 
world marketplaces and the demographics of players in these 
environments, which are largely populated by members of the 
digital native generation. We then examine how leading-edge 
organizations, from the U.S. Army to IBM to public agencies and 
universities training emergency responders are making use of 
virtual worlds for not just conducting simulations and training in 
cost and time-effective – not to mention safer – manners. We also 
look at emerging research that demonstrates how virtual worlds 
can be used to not develop field leadership and teamwork skills  
key to success in today’s organizations. We conclude with a 
discussion on the importance to fit the needs for today’s digital 
natives and the desires for improved training and education. 
 

I.      INTRODUCTION 
 
A.    Video Game Nation    

 Video games have become a huge part of not just the 
entertainment marketplace, but of life today. Anyone who has 
kids can testify to the power of video games to entrance their 
child’s attention for hours (and hours) upon end. And the data 
support our casual observances of the crowds around Wii’s 
and playing Guitar Hero, RockBand, and thousands of other 
games. And it is not just the pre-teen set. On college 
campuses, in coffee houses, in airports, and yes, in office 
cubicles, people of all ages are increasingly playing video 
games. All this activity adds up to a huge market. According 
to recent estimates from market analyst DFC Intelligence, the 
video game industry exceeded a $33 billion marketplace in 
2006 – and it is expected to reach $47 billion by 2009 [1].   
 The latest survey of the U.S. video game marketplace shows 
almost three-quarters of all Americans play video games of 
one type or another, with well over half of these not just 
playing games on their personal computers, game consoles, or 
increasingly, their mobile devices, but online as well [2]. 
Online gaming is exploding in popularity, and the largest 
growth of online gaming is amongst the young. And the 
younger the kid, the more likely it is that they will be online 
gamers. According to the 2007 American Kids Survey, nearly 

4 in 5 American kids between the ages of 6 and 11 play online 
games [3]. This has amounted to rapid growth of the 
Massively Multiplayer Online Games (MMOG) sector, with 
conservative estimates putting the total number adult 
subscribers at over 17 million today [4].  
 As can be seen in Figure 1, a great deal of this activity is not 
just with online video games, but in online virtual worlds. In 
fact, online gaming has become the most popular of all online 
activities for today’s youth – far exceeding the percentage of 
pre-teens who do any other activity, including, of course, 
doing “stuff for school/homework” [5]. Anne Marie Kelly, 
Vice President of Marketing & Strategic Planning for the 
market research firm Mediamark Research and Intelligence, 
observed that the study’s findings demonstrate that: “online 
gaming is clearly firmly entrenched as a pastime in the lives of 
most American kids” [3]. Indeed, while the percentage of the 
American population playing online video games decreases in 
older age groups, still, over half of all Baby Boomers and 
almost 4 in 10 members of the “mature generation” (those 
presently over the age of 61) play games online [2]. 
  

 
Fig. 1. The Growing Popularity of Virtual Worlds 

    

 Analysts have predicted that by 2020, “virtual worlds will 
be as widespread as the World Wide Web is now” [6], and 
there is a growing belief that virtual worlds may well “replace 
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the web browser as the way we interface with the Internet” 
[7]. Indeed, some have predicted that virtual worlds will be as 
significant a technological disruptor as the invention of the 
personal computer or the advent of the Internet [8]. In late 
2007, Gartner forecast that by the end of 2011, fully 80% of 
all active Internet users “will have a ‘second life’” in the 
developing sphere of virtual worlds, “but not necessarily in 
Second Life”  [9].  While some have criticized Gartner’s 80% 
projection for being overly optimistic [10], there can be no 
doubt that the way we interact via the Internet is undergoing a 
profound change with the advent of virtual worlds. 
 Kid-oriented virtual worlds actually dominate the American 
marketplace. Big media and entertainment companies, like 
Walt Disney and Viacom’s Nickelodeon division, are noting 
this trend, acquiring virtual worlds’ sites aimed at kids (like 
Webkinz and Club Penguin) and creating virtual worlds for 
their theme parks, movies, and characters [11]. Kids – or their 
parents – buy a physical Webkinz stuffed animal, and then, 
they can go online and – using a code on the nametag of the 
animal – adopt and care for their pet in the Webkinz virtual 
world or buy and furnish an igloo in Club Penguin [12]. 
Likewise, toy companies, such as Mattel and Lego, are 
creating virtual worlds for children that correspond to their 
popular products. This burgeoning kids market has led 
analysts to predict: “Forget Second Life. The real virtual 
world gold rush centers on the grammar-school set” [13].   
 Observers have pronounced that “For young people, it will 
feel like second nature to live in a virtual world like Second 
Life” [14]. Studies have shown that on average, players log 
approximately twenty hours per week in virtual worlds [15]. 
Why do kids flock to virtual worlds? The answer may lie in 
that: “It seems that kids unlike adults are very good partners to 
the idea of alternative identities and cultures. I think kids 
perceive second worlds as games platforms which offer some 
more reality features. For adults second world’s concept takes 
an opposite direction. It provides a visualized experience with 
almost no resemblance to your reality” [16] Weiss (2007).  
 Today’s youth are thus coming to see virtual worlds as one 
of their primary ways to interact over the Internet. As they 
interact with virtual worlds, this changes their perspective on 
what their Internet experience can and should be. Virtual 
worlds, such as Second Life, are fast transforming the very 
definition of “being together.” In these immersive 
environments of the “3D Internet,” people from all over the 
country – indeed the world – can interact with one another in 
real-time. As such, virtual worlds have been labeled as a 
transformative development that will perhaps change the way 
we use the Internet over the next decade. Today’s youth “are 
growing up not only with social networking but also with the 
ability to interact with people, shop, learn and play in a 
graphic environment” [5]. In comparison, “flat” websites may 
seem boring to the rising generation, paling in comparison to 
what they see as truly a Web 2.0 - a “new and improved” 
version of the Internet. 

II.      TRAINING AND LEARNING FOR “DIGITAL NATIVES” 
 
 Why are online games and virtual worlds such appealing 
concepts to both today’s organizations and learners? The 
answer can be found in a generational quake that is occurring 
in real-time and being hotly discussed in the education 
literature today. Today’s younger generation can be said to be 
“digital natives,” a term coined by Marc Prensky to describe 
the rising generation as being “native speakers of technology, 
fluent in the digital language of computers, video games, and 
the Internet” [17]. All of us who are old enough not to be 
native to the digital culture are thus said to be digital 
immigrants. As such, while we may adopt many aspects of the 
technology, akin to those who learn a second language, “we 
retain an ‘accent’ because we still have one foot in the past” 
[17]. Today’s parents, educators, political and corporate 
leaders are all largely digital immigrants, and as such, they can 
be said to “speak DSL, digital as a second language” [18]. 
 Prensky conlcudes that as such, members of the younger 
generation “generally have a much better idea of what the 
future is bringing than we do” [19]. This is evidenced by the 
fact that digital natives are readily “busy adopting new 
systems for communicating (instant messaging), sharing 
(blogs), buying and selling (eBay), exchanging (peer-to-peer 
technology), creating (Flash), meeting (3D worlds), collecting 
(downloads), coordinating (wikis), evaluating (reputation 
systems), searching (Google), analyzing (SETI), reporting 
(camera phones), programming (modding), socializing (chat 
rooms), and even learning (Web surfing)” [19].  
 James Gee, who is a Professor of Reading at the University 
of Wisconsin-Madison and the author of What Video Games 

Have to Teach Us about Learning and Literacy, is adamant in 
calling video games “a much more powerful form of learning” 
than traditional classroom instruction. This is because 
“learning isn't about memorizing isolated facts. It's about 
connecting and manipulating them” [20]. He believes that 
today’s new generation of learners are truly “learning’ through 
playing casual video games – even violent and often-derided 
games such as Grand Theft Auto: Vice City and Metal Gear 

Solid 2. In game play, gamers are challenged to adapt and 
master new skills. Yet, too often, the same individuals are 
failing in the traditional educational realm, where too often, 
they are bored by the routine of the school environment [20].  
 Indeed, the very future of American training and education 
is at stake in the challenge to adapt the educational setting to 
the needs of digital natives. Prensky observed: “Pragmatically, 
our 21st century kids' education is quickly bifurcating. The 
formal half, ‘school,’ is becoming an increasingly moribund 
and irrelevant institution. Its only function for many students 
is to provide them with a credential that their parents say they 
need. The informal, exciting half of kids' education occurs 
‘after school.’ This is the place where 21st century students 
learn about their world and prepare themselves for their 21st 
century lives” [19].  
 
 
 

WYLD74



III.    SERIOUS GAMES 
 
 The use of simulations – both physical and computerized – 
has a long history, originating in military training. In fact, the 
use of simulations in warfighting can be traced back as far as 
the Roman Empire, with Roman commanders’ use of “sand 
tables.” These tables, which were a small copy of the physical 
battlefield, allowed for commanders to test their battle 
strategies using icons representing soldiers and units [21].  
 Still, Dr. Roger Smith (2008), the Chief Technology Officer 
for the U.S. Army Simulation, Training and Instrumentation 
Program Executive Office, advised policymakers to steer clear 
of any mention of the word “game” when speaking of 
simulations, as: “The word game is not appropriate in many 
communities” [22]. In fact, the U.S. military originally 
developed the term “serious game” as “a more acceptable way 
to talk about ‘war games’ with Congress and the public” [23].  
 Serious games are especially suited for not just everyday 
corporate and organizational settings, but for learning 
exercises for military personnel and first responders to 
practice responses to potentially catastrophic events in a safe 
environment. Such virtual reality simulations will be 
especially important as an alternative to live action training in 
life or death training environments and for conducting such 
exercises amongst remote participants – without travel or 
staging costs and the ability to literally “rerun” simulations 
and “tweak” exercises unlimited ways. Also, training in a 
virtual environment is inherently safer than engaging in a 
“real” exercise, as put it bluntly: “Every explosion that 
happens in a virtual world is a good thing. Every time a soldier 
is 'injured' in a simulation, they learn more about how to stay 
safe in reality” [24]. 
 The virtual environment also allows for better in-game and 
post-hoc analysis of training exercises through the use of 
machinma video captures of the simulated experience. 
Machinma, which is a form of filmmaking that uses the 
capabilities of the virtual world technology to shoot films 
within the simulation, is exploding in use [25]. Robert Bowen, 
who is the civilian chief of the U.S. Army’s simulated warfare 
games efforts, stated that in his realm, the goal is to able to 
“immerse that soldier into a virtual or synthetic environment, 
then have them conduct a training task, using their SOP 
[standard operating procedures], and then AAR [after-action 
review] that capability” [26]. Machinma make such AARs 
easy to make, record and use in the virtual environment for 
any form of training exercise or simulation – both military and 
civilian. Even perhaps more importantly, machinma can be 
used for analyzing “what if” situations for “virtual” terrorist 
actions, explosions, toxic waste spills, or industrial accidents. 
In fact, they may become an integral part of management and 
leadership-focused simulations held in virtual environments as 
well, making it possible to review social interactions and 
leadership exercises in new and exciting ways with the same 
after-exercise capabilities.  
 

 
 

IV.      TRAINING IN THE VIRTUAL WORLD  
 
 Derryberry declared that: “21st century learning experiences 
need to reflect the lives of 21st century workers. While there is 
still skepticism that something called a game could be 
anything more than a leisure activity, serious organizations are 
getting serious results with serious games” [23]. Virtual 
worlds such as Second Life and World of Warcraft, as well as 
private virtual environments, are proving to be effective 
training and learning environments. This is because they 
provide what Lucia Graves of U.S. News & World Report 
recently described as a space that “provides a social laboratory 
where role-playing, simulations, exploration, and 
experimentation can be tried out in a relatively risk-free 
environment” [27]. In a game, an individual will try and fail 
— often many, many times — to learn the moves necessary to 
“slay the dragon” to either earn points and/or advance levels. 
Unlike in traditional training and learning environments, there 
is “permission to fail” in the gaming, as small failures are built 
into the process to allow for overall learning and advancement 
to take place [28]. Thus, urging organizations to make use of 
virtual games for training is no longer “techno-utopian 
silliness.” As one observer remarked: “Making work more fun 
doesn't necessarily mean doing it in a multiplayer online game 
like World of Warcraft. But it does mean that businesses need 
to take some of the techniques games like Warcraft use to 
make repetitive work fun” [28].    
 We have seen pioneering examples today that will translate 
into models for wider use of serious games and virtual worlds-
based training and simulations in the coming years.  In fact, 
the U.S. Army has been a leader in using computer “games” as 
an active and reserve force-training tool since the 1980s – 
from tank simulations to combat mission simulators [29]. 
Today, the Army has an entire office dedicated to exploring 
the use of video games. At Fort Leavenworth, Kansas, as part 
of the Training and Doctrine Command’s (TRADOC’s) 
National Simulation Center, there exists the Project Office for 
Gaming, or TPO Gaming for short. The office was created in 
part out of the frustration that soldiers and units were often 
buying first-person shooter and military strategy games from 
Best Buy and other outlets – out of their own pockets – as a 
way of preparing for real-world situations. TPO Gaming is 
looking to create a simulation toolkit for creating realistic 
scenario training in virtual world, MMOG environments, with 
the target date for release between 2010 and 2015 [30]. The 
biggest challenge with military simulations, according to 
Colonel Jack Millar, who is the Director of TPO Gaming, is to 
create geospecific terrain that is accurate enough to present 
mission-specific rehearsal and training capabilities [31]. 
Brigadier General Thomas Maffey, who is the Army’s 
Director of Training, based at the Pentagon, foresees a range 
of simulations for a variety of military training situations, 
stating: “While one game might provide excellent battlefield 
visualization, another might support training bilateral 
negotiation techniques” [31]. 
 In the virtual world of Second Life, leading edge companies 
are actively experimenting with using the virtual world for real 
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work. IBM is one of the leading companies seeking new and 
innovative ways to use virtual worlds in practical ways. The 
company guides its new hires through a virtual environment in 
which they attend an orientation session, sign-up for their 
employee benefit programs, and learn how to do various tasks, 
including completing expense reports.  The company has 
multiple islands in Second Life, and routinely holds in-world 
events and meetings with employees from across the 
organization and around the world (from small group work 
sessions to large, auditorium style gatherings) [32].  
 The TSA (Transportation Security Administration) recently 
announced that it is looking to use video games, or what the 
agency terms – “games with a purpose” – in order to train its 
40,000 security screeners to improve the accuracy of its 
screening and improve customer service [33]. With the far-
flung nature of its workforce, virtual environments would be a 
natural for training and simulations for the TSA.  
 Virtual world environments may be especially useful in 
disaster planning and emergency preparedness training. 
Indeed, emergency simulations may be a “killer app” of not 
just Second Life, but all virtual worlds, in that they are cost 
and time effective. Robert Furberg, a research analyst for the 
Center for Simulator Technology at RTI International in 
Research Triangle Park, North Carolina, observed: “A full-
scale (emergency response training) exercise takes a lot of 
advanced preparation and requires daylong drills - it is 
expensive and time-consuming. With simulation, we can run 
through a mass casualty event and change the parameters. 
Each case is a little different, and it is available 24/7” [34]. 
They also allow for participants to join-in virtual training 
exercises from wherever they are, saving a great deal on travel 
costs for such simulations. Virtual simulations allow for 
scenarios to be practiced and rerun repeatedly with differing 
scenarios and variables at play. And, as with military 
simulations, machinma video captures of virtual simulations 
allow for after-action review capabilities to allow for critiques 
and debriefings after concluding the exercises. Finally, there is 
the real need for “refresher” training in the emergency 
preparedness area. Randy Sickmier is the exercise plans 
manager for the Emergency Management Training, Analysis 
and Simulation Center (EMTASC) in Suffolk, Virginia – a 
non-profit consortium between Old Dominion University and 
17 private sector firms formed in 2005. He related the value in 
using virtual world simulations for emergency management 
training by stating: “You've got a guy driving in to the EOC 
(emergency operation center) who hasn't sat in that chair in 
more than six months. During the day, he's the public works 
officer for Staunton, Virginia, and all of a sudden he's in 
charge of some aspect of this emergency response. It's not 
something he does every day. This is where the simulation can 
be valuable” [34].             
 There have been exciting recent developments in this area. 
The California Department of Health Services, aided by 

researchers from the University of California-Davis Health 
System, recently set-up a virtual environment to train staffers 
in procedures for setting-up emergency clinics in the event of 
a biological attack. Working in a virtualized representation of 
the California Exposition and State Fair built in Second Life, a 
dozen staffers participated remotely in the exercise geared to 
simulate the administration of antibiotics from the Strategic 
National Stockpile in response to a mock anthrax attack. The 
Second Life-based simulation was a replication of a real-life 
disaster simulation held at the same location two years earlier 
– one that involved 250 state employees and a thousand 
patient volunteers. The principal investigator on the $80,000 
project, Dr. Peter Yellowlees, who is a Professor of Psychiatry 
at UC-Davis, explained that: “The aim of the exercise was to 
see if the state could constantly train people in setting up 
emergency clinics. One big advantage is that they could do 
this training 24/7 from wherever they are, and you don't have 
to recruit patient volunteers” [34].  
 The U.S. Department of Homeland Security (DHS), 
working with the Emergency Readiness and Response 
Research Center (ER3C) at Dartmouth College's Institute for 
Security Technology Studies, recently created a private island 
in Second Life, named “Response.” The Synthetic 
Environments for Emergency Response Simulation (SEERS) 
project was established by DHS to prototype new virtual tools 
to conduct cost effective disaster response rehearsals for 
emergency preparedness [35].  
 At the University of Maryland’s Center for Advanced 
Transportation Technology, researchers are developing a 
virtual world training exercise – encompassing many different 
traffic scenarios – from minor accidents to major incidents - 
for use by emergency responders in the I-95 Corridor 
Coalition. These simulations can now include hundreds of 
participants’ playing-out their real world response functions in 
the virtual environment, in scenes such as the one depicted in 
Figure 2 [36]. Michael Pack, who serves as research director 
of research for the University of Maryland center, observed: 
“It wasn't until we started to do elaborate demos that the first 
responders started to realize the true potential” [37]. Training 
in the virtual environment can be more cost-effective – and 
realistic - in ways that staged disasters cannot. For example, in 
the simulated environment, if a first responder fails to put-on 
his or her safety vest or reflective jacket when approaching the 
scene of an accident, their avatar may be hit by a car – a 
negative reinforcement that could not occur in a real-life 
training exercise [36]. Captain Henry de Vries of the New 
York State Police noted that: “This project provides incident 
responders from all disciplines the opportunity to train 
together in real time for the purpose of learning the latest best 
practices in incident scene safety, coordination and quick 
clearance of highway events” [36]. 
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Fig. 2. Screen Capture from Virtual First Responder Simulation from the 

University of Maryland’s Center for Advanced Transportation Technology 

 
V.      VIRTUAL MANAGEMENT TRAINING  

 
 Virtual worlds and serious games may prove valuable not 
just training for specific scenarios and learning narrow roles, 
but as a way of testing and developing leadership skills that 
can translate into “real world” managerial jobs [38]. A May 
2008 cover story in the Harvard Business Review focused on 
just this subject, examining how experience leading guilds in 
World of Warcraft and leading other forms of virtual teams in 
multiplayer online games is now translating into leadership 
skills that can be transferred to today’s organizations. In fact, a 
study of over one hundred IBM business team leaders who 
also led groups in MMOGs found this to be the case [39].  
 The advance of the culture of gaming will require changes 
in the very way we think about organizations. Leadership in 
games is “a task, not an identity,” and thus, a person does not 
assume a leadership role with any permanence. In fact, one’s 
role can alternate between leadership and followership. Also, 
organizational cultures will need to change in a significant 
way as well – such as a willingness to accept initial failures in 
order to achieve ultimate group success.  However, the speed 
and pace of game play may be ideally suited for training how 
to lead people in today’s increasingly fast-paced, 
technologically-intense environment [39].  
 MMOGs help foster and develop what has been deemed as 
“the gamer disposition” [40]. And today, this gamer mentality 
is something that we need to foster - and not just allow, but 
encourage - both in the educational process and in 
organizations.  The gamer disposition has been described as 
having five key attributes:    

1. Being bottom-line oriented 
2. Understanding the power of diversity 
3. Thriving on change 
4. Seeing learning as fun 
5. Marinating on the “edge” (seeking new ways of solving 
problems). 

Employees with the gamer disposition will be “flexible, 
resourceful, improvisational, eager for a quest, believers in 
meritocracy, and foes of bureaucracy” and as such, they are 
more able to succeed in today’s workplace than their non-
gamer counterparts and have “exactly the disposition you 
should want in your workforce” [40]. 
 

VI.      CONCLUSION  
 
 It was recently observed that: “Each generation is 
comfortable with a different set of technologies. Just wait for 
those that use games to move into positions of power” [22]. 
The passage of time will see the rise of the gaming generation 
into positions of prominence. With this generational 
succession, there will be a growing acceptance of computer 
simulations and virtual worlds. Thus, the use of serious games 
and virtual worlds by the next generation of leaders – 
comprised of digital natives - will come about because they 
will simply “expect and demand it,” as they: “will not, cannot, 
manage information on paper, or in spreadsheets or online 
dashboards. They will not endure the kludgy, slow, inefficient 
process of learning new software and keeping that knowledge 
up to date merely to be able to manipulate data….They will 
demand to see and touch and manipulate what is known about 
problems and to 'play' possible solutions so they can view the 
likely outcomes before choosing how to proceed” [41]. Thus, 
as the gamers come to the fore and the new, tech-savvy 
generation rises to positions of prominence, it will be 
imperative for organizations – and colleges and universities as 
well – to challenge the way things are done to adapt to the 
needs of the digital native generation.  
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 Abstract – Employer groups have been extensively lobbied the 
government to introduce key skills development strategy for 
higher education to produce well-rounded graduates. This is 
particularly true in professional disciplines such as engineering 
where discipline specific knowledge rapidly becomes obsolete. 
Key-skills is the key to success; they help one to excel in the 
workplace and their importance cannot be denied in this 
information age. However, it is difficult to teach and assess key-
skills as students are not familiar with the importance and 
relevance of key-skills and lecturers are not familiar how to 
embed key-skills into the traditional core discipline teaching. In 
this paper, we will discuss the changes in an electrical engineering 
programme in Ireland - how curriculum reform has given an 
opportunity to embed key-skills into the programme. We will also 
discuss the research investigated on how to engage students to 
key-skills learning and several development strategies used to 
demonstrate key-skills in an engineering curriculum.  

 
I.     INTRODUCTION 

 The Irish Government is constantly examining the Irish 
Education system to ensure a continual supply of qualified 
graduates with Science, Engineering and Technology (SET) 
skills, since if current trends in the supply of skills by the broad 
education and training sector are left unchecked, there will be a 
significant short-fall in skills required to fill this growth. From 
the report [1], it was found that job skills in sectors which 
depend heavily on science and technology will be the most 
crucial in order to ensure that Ireland is well-placed to benefit 
fully from the upturn and to be at the vanguard of the global 
move towards a knowledge-based economy. The basis for 
future growth in prosperity and jobs is by further investment in 
the knowledge, skills and innovation capacity up to fourth level 
that will drive economic and social development in an 
increasing competitive global environment. In fact, this is true 
not just for Ireland but for most developed countries. The 
higher education system must deliver people who will expand 
knowledge-based business in Ireland [2]. In addition, the Irish 
government must constantly examine the required skills so to 
reflect the changing needs of the enterprise sector.  

It is a fact that Ireland’s economic prosperity future will 
primarily depend on the SET sectors. However, from the 
College Application Office statistics (CAO Statistics 2000 – 
2006), there has been a 41% drop in the students’ 1st 
preferences in the Engineering/Technology course group in fig. 
1.1 from the period 2000 to 2006, and although the 
Science/Applied Science course group in fig. 1.2 has remained 

stable but there has been little increase in the number of 
students choosing Science as their 1st preferences.  
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This is despite the endless number of educational and 
government reports highlighting the significant skill shortage 
in the SET sectors; the large amount of funding and 
scholarships introduced by the government to attract more 
students into the SET areas from primary degree through to 
PhD level. 

Apart from the external forces to recruit and retain more 
students into SET, there is also an external force from the 
employers to introduce key-skills development strategy for 
higher education. Key-skills or soft skills, often referred as 
transferable skills can be defined as the basic skills which ‘give 

Fig. 1. Number of 1st Preferences for Engineering/Technology in CAO 

Fig. 2. Number of 1st Preferences for Science/Applied Science in CAO 
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an individual a secure foundation for life and work. They thus 

cover vocational and technical skills, as well as social and 

personal competencies’ [3]. Most of the business leaders 
commented that they could find employees who have "hard 
skills", that is the capability to operate machinery or to fulfil 
other tasks, but many potential hires lack the "soft skills" that a 
company needs. Employers are now looking for well-rounded 
graduates who do not just excel in their disciplines but on a 
variety of broader subjects and skills such as communication, 
teamwork, initiatives, problem-solving, self and time 
management and lifelong learning; “we are increasingly 
articulate about what we expect from our university students. 
We expect graduates to be able to manipulate subject 
knowledge critically and analytically, argue effectively and 
reflectively, organise their study and time, work well in groups 
and so on” [4]. CEOs and human resource managers are also 
favouring employees who can demonstrate a high level of 
keyskills over the employees who have a high level of 
technological knowledge. They believe hard skills can be 
trained easier than soft skills, and in a world where discipline 
specific knowledge rapidly becomes obsolete, it means 
employees need to upgrade their hard skills regularly as hard 
skills would only have a short shelf live, thus employees with 
good lifelong learning skills and positive attitudes towards 
learning are preferred.  

Soft skills play a vital role for professional success [5]; they 
help one to excel in the workplace and their importance cannot 
be denied in this information age. After all, as Peter Salovey 
the psychologist who invented the term E.Q. explained “I.Q. 

gets you hired, but it is E.Q. get you promoted.” Good soft 
skills (which are in fact rather scarce in this highly competitive 
world) will help the graduates to stand out in a milieu 
of routine job seekers with mediocre skills and talent. In fact, if 
students are to be successful, we must refocus the curriculum 
to prepare students to third level learning, to help them acquire 
the skills to navigate a complex organisation, and in so doing, 
to embrace processes of learning, personal development and 
career planning for life at university and beyond graduation.  

II.     DIFFICULTIES WITH LEARNING AND TEACHING 
KEY-SKILLS 

Key-skills cannot be developed or learnt merely by reading 
textbooks. They must be shown, demonstrated, explained, 
made aware and given an opportunity to demonstrate and 
practice [6]. It is obvious to us – Educators, why transferable 
skills have been high on the academic agenda but for the green 
students, the reason may not be so apparent. Most engineering 
students do not realized the importance of key-skills, they do 
not see the relevance of it. As you could imagine, seventeen or 
eighteen years old students who choose to become engineers 
are usually because they like the idea of designing, building 
and creating. Their goals are to become successful engineers. 
Students often feel these non-discipline subjects which are 
totally unrelated to their main discipline are taking up their 
time and efforts away from their main goals. It is important to 
remember engineering itself is not an easy discipline and the 
contact hours each week in average is at least 30 hours in any 

higher education institutions. Thus some have found the 
lectures on professional development or communication 
studies revolting and uninteresting, many have even 
commented that, “I didn’t come here to learn how to talk and 

write.” To summarize – they detest it and this detestation may 
drive them to withdrawal. 

In addition, key-skills is not by tradition part of the 
engineering curriculum. Service courses such as professional 
development or key-skills courses are often taught by an 
outside faculty due to university policy. The home faculty has 
little choices on the type of lecturers who take on these 
courses. Many academic professors do not actually have the 
personality or skill-sets to demonstrate such wisdom. A 
communication course might be taught by an elderly professor 
whose expertises are English grammars and essays, with little 
practical knowledge on skills such as presentations, team-
working, leadership communications and IT skills. They are 
not prepared to upgrade their understanding of the word 
communications, emailing and other high-tech related 
communication techniques which are now deemed as gadgets 
of any genuine professionals. Often the learning methods are 
not relevant to the skill-sets they try to teach or examples are 
too outdated and not of an authentic nature. And of course, it 
doesn’t help when the students are not properly explained what 
the learning outcomes of such skills will delivered.  

The question that we asked ourselves is how can we transfer 
our belief to them that key-skills is the answer to employability 
and how can we make it more interesting for these youngsters.  

III.     RELATING THE IMPORTANCE OF KEY-SKILLS TO 
STUDENTS 

To explain the importance of key-skills, we have to teach 
and associate key-skills by relating what is importance to the 
students. But what is important to them? In order to answer 
that we must think like them and the question “why do we 
want to go to college?” is likely the first question raise in many 
students’ minds prior to apply and enter college. It is a very 
important question that has many different answers for many 
different people. The common reasons for attending college are 
usually within the followings: 

1. Better career paths – this is probably the most practical and 
realistic reasons why most students go to college. There 
have been many statistics showing a college graduate tends 
to make more money than a non-college graduate. And 
better job opportunities tend to lead to better life styles. 

2. College experiences – the college experience allows a 
person to broaden their horizon and to grow as a person. 
There is not many place in the world, you can learn such a 
unique experience, a place where you can redefine yourself, 
meet people with different backgrounds and learn esteem 
for oneself and for others. Obviously, students don’t 
usually think that deep prior to entry and relate their college 
experience with the whole idea of the developmental cycle. 
They tend to anticipate the college experiences in relation 
to freedom, independence and socialization with peers – a 
step closer to adulthood.  
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3. The norm – many students go to college because it is the 
norm these days, for them, from kindergarten to primary 
school to secondary school and to university is just the next 
step of life. 

4. To please others – often individuals go to college to please 
parents or love ones. Unfortunately, pleasing others is often 
not the best reason to go to college, without self-
commitment, it is likely to be short-termed. 

5. Knowledge – to learn. Unfortunately, most students who go 
to college are not primarily going there to learn, this type of 
intrinsic motivation occurs more in mature students.  

Majority of the students who go to college are because of the 
combination of some of the above reasons but the most 
common reason is ultimately to gain a good career. This is 
evidenced by a student information gathering sheet which was 
surveyed on the first day of the first years from two full-time 
electrical engineering programmes at the Dublin Institute of 
Technology (DIT), Ireland (the author was an engineering 
assistant professor and a programme coordinator at DIT prior 
to taking up her employment at the Centre for the 
Advancement of University Teaching at the University of 
Hong Kong). The information gathered includes information 
such as email address, phone no, home and term address, 
hobbies, IT skills and one open-ended question “In one 
sentence, describe what you want to achieve in life?” Data 
were collected from more than 250 students for 5 years from 
the year 2003 to 2008. These students aged from 17 years old 
to 40 years old with diverse backgrounds, about 70% of the 
students surveyed came directly from secondary schools and 
are first-time university entrants. Out of the 250 students, more 
than 70% of the valid data shows a similar answer “I want to 
be successful and happy”, sometimes the words “rich” and 
“have a family” will also be included. This result indicates 
career opportunity is the ultimate reason why a student goes to 
college. [We should note career opportunity is not necessary 
the most important reason for student retention because 
students sometimes fail to remain such long term 
commitments.] 

IV.   CURRICULUM REFORM - AN OPPORTUNITY TO 
REDESIGN WITH KEYSKILLS 

The programme in question was a 3-years full-time 
Electrical Engineering Technology programme at DIT. Some 
basic key-skills in the areas of writing, oral presentation, work 
group and organisational communication and IT skills were 
taught in first and second year and project management was 
taught in third year; these courses are compulsory core courses. 
Unfortunately, there has been serious difficulty engaging the 
students in these courses particularly in the communication 
area of the course. Data was recorded for 5 years in a roll and 
was shown that the attendances – an average class of 40 
students dropped from full attendance in the first two weeks to 
less than 15% of the class attending by the end of the first 
semester. Interviews with students had indicated that they are 
not interested in the courses and found them “unrelated and 

boring”. This clearly echoed the difficulties of learning and 
teaching key-skills we discussed earlier.         

Some suggestions were made by the lecturers involved to 
improve these courses to engage student learning. However, 
most professors are familiar that any changes in a curriculum 
of any course would require formal consent from the 
programme committee and likely from the faculty board. The 
process can be lengthy and cumbersome, and unless a valid 
reason is put forward for the changes, it may not necessary be 
granted, thus academics tend to avoid any changes necessary.  

With the renewal of the accreditation from the professional 
body, it has given us a window of opportunity for a curriculum 
reform; to re-evaluate and renew the curriculum. In fact, the 
engineering professional body [8] embraces many key-skills 
criteria in their expected programme learning outcomes, 
namely: 

1. Discipline Knowledge – Knowledge and understanding of 
the mathematics, sciences, engineering technology 
sciences and technologies related to the particular branch 
of engineering technology. 

2. Problem solving – Ability to identify, formulate and solve 
broadly - defined problems in the particular branch of 
engineering technology. 

3. Design and create – Ability to contribute to the design of 
components, systems and processes to meet specified 
needs. 

4. Research – Ability to conduct investigations to facilitate 
the solution of broadly-defined problems within the 
particular branch of engineering technology. 

5. Ethics – Understanding of the need for high ethical 
standards in the practice of engineering, including the 
responsibilities of the engineering profession towards 
people and the environment. 

6. Teamwork and Lifelong Learning – Ability to work 
effectively as an individual, in teams and in multi-
disciplinary settings together with the capacity to 
undertake lifelong learning. 

7. Communications – Ability to communicate effectively 
with the engineering community and with society at large.  

 From the list above, apart from criterion one which is 
specifically related to the engineering discipline, the other 
criteria are all in some way related to key-skills. This has given 
us some indications for re-development in the topic of key-
skills.  

V. CURRICULUM REFORM WITH KEYSKILLS 

With the opportunity to examine the curriculum and the 
understanding that students realized good career prospects as 
their ultimate goal, we began to investigate the learning 
outcomes specified by the professional body to align with 
appropriate learning activities and assessments. In line with 
modern trends in education delivery when developing the 
programme, significant modifications have been made to the 
assessment methodologies applied with emphasis on end-of-
year examinations reduced and greater emphasis being placed 
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on continuous assessment elements throughout the programme. 
It was agreed by the programme committee that the 
professional development and project management courses 
would be 100% formative assessed, which would also allowed 
more flexibility on the delivery of the courses.   

A. Embedding Key-skills into Mainstream Curriculum 

Researches [9] have shown that by integrating the 
development of soft-skills into the mainstream curriculum 
would provided more relevance and variety to the mainstream 
core subjects (less overwhelmed by the theoretical context) and 
would also allowed these skills to be practiced and 
demonstrated more pragmatically.  

Most students choose to become engineers because they like 
the idea of inventing, designing, building and creating “their 
innovative visions”. But sometimes, their early experiences in 
college can lead to expectations which are quite the opposite, 
as there are lots of theoretical studies and set practical “follow 
the procedures” labs involved, often students would not 
encounter any real design work until final year, there are 
scarcely any wild, brainstorming sessions in the duration of 
their early years. For some students, these experiences can be 
quite a turn-off. They forget the reasons why they like 
engineering and moreover, begin to question their choice of 
career. Some people say college can make us less intelligent. Is 
that true or does college cause us to lose parts of the creativity 
in us because we become too adapted to think in a particular 
way? Students can become too accustomed to the way they are 
being taught - learning by rules and by theories, and forget the 
real him or her.  

Traditional labs are obligatory for students to learn and 
comprehend the fundamentals but at the same time, students 
should be encouraged with their creative ideas and never 
disheartened even if they are wrong, because it is alright to 
make mistakes. After all, Rome was not built in one day. Only 
with trials and errors can new inventions be invented.   

Thus, it was decided that soft-skills such as creativity, self-
directness and critical thinking should be introduced in their 
early years of studies. In the first year of the programme, a 
design project competition was introduced to explore their 
natural creativity in a freeform, brainstorming manner rather 
than a structured formal approach. The project mimicked the 
television show “Scrap-yard Challenge”. Students were to 
implement and build an engineering device which related to a 
real life application by trial and error, given a common theme 
and a set of rules. Students had an option to work in pairs or by 
themselves. They were giving six weeks to complete the 
project and two 2-hours workshops were setup to assist with 
their ideas and construction. The use of recycling materials was 
also greatly encouraged. Initially, it was agreed that the project 
design should not form part of the assessment of the course and 
be optional to reduce any pressure and alteration of the degree 
programme. And even though 80% of the class did participate 
due to the competitive nature and also their interests in 
developing their own ideas, it was later decided to implement it 
as part of the course curriculum, and made it mainstream as it 

would be beneficial for all students. The assessment included a 
presentation on the design process and a demonstration on the 
end-product. The winner was assessed on the overall design, 
originality, feasibility, the economical and environmental 
aspects and the presentation skills; these criteria were 
explained and given to the students [10].      

The project was competitive as the award was very 
inspirational, it was a summer job contract with a major 
electrical engineering company, the winner was judged by the 
professors and a representative from the company and must 
satisfied the rules and conditions of the project. Winners and 
runner-ups were invited to university open days and 
engineering fairs to demonstrate their enthusiasm in the subject 
and ultimately, attract and introduce new applicants to the 
field. 

The result was encouraging as some of the end-products 
were surprisingly innovative even by the professors’ standards; 
in fact, both students and lecturers were motivated by the 
results. A quote from one of the professors: “I can’t believe 
they build that, it is amazing and it works!” The project 
competition has been running for 3 years now, and 
observations and discussions with the students had clearly 
shown that the students are indeed more engaged at this type of 
design project. During the project, certain key-skills were made 
aware and given opportunities to practice and demonstrate 
towards the goals they believed are important – their career 
opportunities.  

Following the success of the design project, the professional 
development course in second year was replaced by a design 
course which involves in designing a robot using a DSP chip. 
This course is similar to the first year design project except 
workshops are held every week for one semester to give 
students some basic backgrounds including how to programme 
the DSP chip. Students are expected to work in teams in this 
design project, which added an extra level of key-skills. Each 
team was to hold a journal logbook to report on weekly 
progress; any members of the team can enter data and 
comments in the logbook.  

Embedding key-skills learning into core curriculum has 
significantly helped student engagement and widening student 
participation both on professional development courses and 
core engineering courses. More importantly, it has allowed 
them to use their creativeness, self-directness and self-
motivation to establish balances between their expectations as 
engineers and the less-exciting learning facts in college; 
maintaining student interests both as a college student and as a 
role of an engineer to assist student motivation and retention.  

 

B. Career Planning and Lifelong Learning as Key-skills 

Career Management Skills are ‘the set of skills that required 

in order to maximise your employability in an organisation; 

knowing your strengths, interests, values, and skills and able to 

act upon where areas are weak to maximise your employability 

and widen your opportunities.’   
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Career planning does not seem to be a word that occurred 
greatly throughout education, any career related courses are 
usually organised by the career services in the university which 
are optional to attend and not discipline specific. There is little 
recollection on serious thoughts or planning revolving the word 
‘career’. In fact, luck, faith and circumstances following the 
common steps in life may be the words that played larger parts 
of many people’s career and life to date. This may be possible 
in the past era but not for the generation present and future, as 
the work ethic is changing. Graduates no longer have one job 
for life, often graduates become self-employed once they 
graduated; they need to plan for changes and cope with 
uncertainty and more importantly, they need to continue to 
learn to stay employable. Students need to know their path 
socially, personally and professionally; to achieve that they 
need career planning and lifelong learning skills. 

The Career Services in DIT was invited to set up a one-day 
career planning workshop for the senior years of the degree 
students in Electrical Engineering. It was decided that the 
Career Services was best to take on the workshop role as they 
have experts in the area and would able to integrate the 
engineering aspects into the career education. The learning 
outcomes of the workshop are to  

• Reach a competent level of self-awareness in relation to 
their skills, aptitudes, personality and interests. 

• Develop knowledge of decision-making techniques and 
apply them in creating a personal career plan. 

• Complete research into the engineering occupational 
profiles and the range of opportunities available. 

• Promote themselves effectively in written and verbal 
communications, e.g CVs, application forms, interviews 
and presentations. 

• Network effectively and maximise exposure to career 
opportunities both advertised and speculative. 

• Develop the ability to critically evaluate personal progress 
and adapt a strategic approach to handling changing 
circumstances. 

The workshop was first organised in February 2005 and was 
reorganised in early March 2006 and 2007 to extend to more 
engineering students in the school to learn about key-skills and 
career directions. The students were surprisingly enthusiastic 
and motivated by the event and found that the CV writing and 
interview guide to be exceptionally invaluable. Some of the 
content in which they were delivering on the day was in fact 
similar to their normal professional development module. 
Attendance data were collected and observations were made 
that students tend to be more engaged with compulsory stand-
alone workshop. It differed in the delivery methods which were 
active learning and that it was held as a special one-day 
workshop unlike normal lecturing hours. Also it was directly 
related to their careers. All students who attended the career 
workshop received certificates and credit. The difficulty was to 
try to find a suitable time in the timetable to hold the workshop 
as it was a full-day workshop, ideally we would append this 
workshop as part of the professional development module. 

The programme team hopes to redesign the professional 
development course module in first year into five full days 
stand-alone courses which spread across the entire academic 
year. For example: one full day of professional development 
course each month. The day will be activity-based using 
problem based learning, focus group, interviews many-to-one 
or one-to-one basis, presentation, debates etc as part of the 
delivery method. It is planned to involve other lecturers as 
guest lecturers for learning activities and assessment. 

C. Demonstrate the Relevance and Significance in Key-skills 

The career planning workshop and the curriculum renewal 
with embedded key-skills had demonstrated the importance of 
key-skills to students. But as mentioned key-skills needs to be 
shown, demonstrated and moreover, given an opportunity to 
practise. In order to have significant impact at the practices, 
two events were organised to give students an opportunity to 
demonstrate their key-skills. One event was organised for the 
junior years and the other event for more senior years. Namely, 
the Graduate information night and the Career Speed Dating 
Luncheon. 

1. Graduates Career Information Evening 

Engineering alumni were invited back to share their 
experiences when they were in college and now in the real 
world at an evening event. The setup of the event included 
presentations by each alumni, this was then followed by an 
informal social gathering where drinks and food were served. 
The graduates were first briefed to ensure they don’t just focus 
on the good side of their lives, they would emphasise the 
difficulties – the ‘failure’ they may have encountered while 
they were in college and at work. This is important as students 
want to know the real side of the story; the most successful 
story is not when someone did well in college and lived 
happily ever after; the most successful and interesting story is 
when a student worked hard, played hard and then succeeded. 
Sufficient time was allowed with the graduates for question 
and answer sessions and networking. This event has resulted in 
huge encouragement booster for students, we should remember 
graduates maybe just past students to us, but for our students, 
they are potential employers and contacts, we are giving them 
an opportunity to demonstrate how to communicate to 
prospective employers in their field. Three career information 
evenings were organised in the past three years, some students 
have continued to network with these contacts and there were 
about 10% of the students have resulted in receiving summer 
job offers due to these events. We also gathered data from 
successful alumni to explore dynamics and experiences that 
gave rise to effective course completion. From experiences the 
event would be most beneficial when it occurred just after the 
first semester when some students are having uncertainties on 
their chosen field.  

2. Career Speed Dating Lunch 

The second event – Career Speed Dating Luncheon was 
targeted at more senior years. It was modelled from the popular 
speed dating event. This unique event provided students and 
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potential employers with an opportunity to learn more about 
each other by meeting in a pleasant environment. Organised by 
the programme chair, students met and engaged with potential 
employers in a formal business like lunch. This provided a 
perfect opportunity to allow the students to demonstrate the 
key-skills that they learnt on an occasion that mattered to them. 
Following the lunch, a “Speed Dating” setting was adopted for 
which the students had an opportunity to learn more about the 
companies and had a one-to-one session in 10-minute intervals. 
The idea of “speed dating” gave a fresh and “in” feel to both 
young students and companies alike. Through this 'speed 
dating' format, students could afford the opportunity to meet 
directly with employers, discussed career opportunities, and 
established a network of contacts in the industry. The event 
was also of benefit to employers. Employers gained a captive 
audience. They had the chance to meet one-to-one potential 
employees and received relevant CVs for positions. They then 
had a cohort of students with the knowledge and skills they 
required for positions in the company. 

The first pilot “Career Speed Dating lunch” was organised 
in April 2006. Both companies and students gave positive 
remarks and commented how successful, and well-organised it 
was. A number of students got summer and graduate job 
opportunities from the event. The Career Dating event was 
again organised in March 2007 and 2008. It has attracted many 
news reporters from the media, newspaper and engineering 
journals, and career counsellors to attend. And very positive 
reports were published to the public. 

This type of event will ultimately widen student participation 
and maintain student interest. It helps students to see their 
future career directions while gives them an opportunity to 
demonstrate their transferable skills.  

VI. CONCLUSIONS 

Employers and indeed the public these days expect much 
more from the graduates than just being proficient in the field 
of studies they engaged in. Life, social and key skills are 
essential for any employment and indeed promotion. These 
skills cannot be easily taught and studied in the tradition way, 
they can only be learned by watching, by realising and 
demonstrating and then by practising. We should keep in mind 

that teachers are role-models to students since when we are 
young we follow what our parent do, and when we are older, 
we follow what our teacher do. This is particularly true for 
personal academic tutor who plays a key role in relation to 
students’ soft-skills development. 
 The learning methodologies we discussed in this paper are 
practical and active-based. It is believed that by actively 
engaging the student throughout and rewarding effort 
accordingly, the learning experience is greatly enhanced and 
the student is more likely to succeed in the programme and in 
the real world. It is also important for educators to remember 
students are not going to find any courses interesting unless we 
make them interesting, unless we ourselves shown enthusiasm 
in them.  

A throughput of students is important if we are to be a 
knowledge-based economy, but a throughput of quality and 
contented students is more important if we are to attract 
students to engage in 4th Level Education or other Continuing 
Professional Development beyond their degree graduation. 
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   Abstract-This project involved the creation of 20 

introductory industrial hygiene and safety video modules 

specifically for an M-Learning environment.  Testing was 

performed on 9 modules to determine whether this M-

Learning content and presentation was as educationally 

effective as a traditional lecture presentation.  Comparison of 

test scores and key concepts between two groups of college 

sophomores and juniors was made.  The lecture group (n=19) 

received all course material through classroom presentations, 

while the video group (n=18) was provided similar content via 

.mp4 modules delivered via the web (Blackboard).  Topics 

covered included history, legalities, toxicology, airborne 

hazards, exposure limits, calibration, and sampling methods.  

There was no significant difference (p<0.05) in mean test 

scores between the two groups (margin of error = +/- 4%).  

Analysis of responses to a subset of designated essential 

concept test questions indicated the lecture group performed 

higher on these topics.  Results showed that given the choice, 

students had a preference for lecture over the .mp4 format.  It 

is concluded that M-Learning, as designed and presented in 

this course, can provide an effective alternative to traditional 

classroom lectures in the applied sciences of industrial hygiene 

and safety.  However, instructor emphasis can greatly 

influence the learning of key concepts. 

 

I. INTRODUCTION 

  Technological advances in personal electronics have 

created distinctive venues for basic and continuing 

education in industrial hygiene and safety.  Pocket sized 

audio-video players, PDAs, and cellular phones are now 

available with sufficient memory to hold an entire course of 

technical content, and students are increasingly utilizing 

these devices in an evolving form of mobile distance 

learning dubbed “M-Learning.” Reference [1] has described 

M-Learning as “…any activity that allows individuals to be 

more productive when consuming, interacting with, or 

creating information, mediated through a compact digital 

portable device that the individual carries on a regular basis, 

has reliable connectivity, and fits in a pocket or purse.” The 

term portable device can include phones, PDAs, iPods or 

other MP3 players.  Reference [2] has reasonably expanded 

that definition to include “…any sort of learning that 

happens when the learner is not at a fixed, predetermined 

location, or learning that happens when the learner takes 

advantage of learning opportunities offered by mobile 

technologies.”    

 

  Although most would agree that modern civilization is 

poised for a technology-driven explosion of M-Learning 

opportunities, according to [3], technology enhanced efforts 

in mobile learning date as far back as the 1970s.  In a time 

that began with cassette tapes the Dynabook was one of the 

first portable devices, no larger than a notebook, that could 

store over 500 book pages, or several hours of audio [3]. 

Ref. [3] also notes the rapid evolution into M-Learning by 

the turn of the century, with the creation of Laptop PCs and 

PDAs, which were driving forces for the creation of what 

we know and use today.  Although M-Learning would not 

be what it is without the advances of the late 1900s, the 21
st
 

Century is already proving to surpass all previous 

technological advances, with the advent of wireless PDAs, 

3G service, and even Bluetooth.  As history has shown, 

continued advances in technology can reasonably be 

expected to improve M-Learning technologies and their 

ready, affordable accessibility.  

 

  Clearly the product of an evolutionary process, M-

Learning should now be recognized as a distinct subset of 

E-Learning.  Despite the fact that both terms are often 

intertwined, the two methods have a sizeable and growing 

number of differences.  In contrast to E-Learning, M-

Learning is not only geographically independent, but also 

environmentally independent, omni-spatial and ubiquitous 

[4]. Keegan stresses the importance of the mobility factor to 

distinguish between the two, and goes on to note 4 

characteristics of M-Learning technology that can 

differentiate the two modalities:  1) M-Learning devices are 

ones that persons typically carry at all times, 2) they regard 

them as personal devices, 3) they are relatively inexpensive 

and easy to use, and 4) they can be used almost constantly in 

most aspects of life and in a variety of different settings [5]. 

M-Learning can be thought of as a progressive step from E-

Learning, in which it has advanced to the next level by 

focusing primarily on mobility, and those associated factors 

which enhance its ease of use.  It is this mobility that will 

allow the rapid expansion of M-Learning topical areas 

outside the domain of the high school or college, and into 

the area of professional continuing education.  As such, 

content in typical areas such as the applied sciences of 

occupational health and safety will be increasingly popular. 
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  While mobility is the hallmark benefit of M-Learning, it 

also holds the possibility of increasing productivity by 

making learning available anywhere, anytime, but only as 

needed [6,7].  According to [8], six added benefits include 

connectivity, flexibility, interactivity, collaboration, 

extended opportunities and heightened user motivation [8].  

Drawbacks of current M-Learning implementations can 

include a general lack of expert content, or a dearth of 

desired topics in the preferred format, as well as network 

security, a diversity of devices to incorporate, lack of staff 

expertise, and procurement and maintenance [7]. According 

to [9] a major reason why M-Learning systems may not 

have widely proliferated in education to date is because of 

concerns among faculty and administrators regarding the 

viability of the mobile devices in online programs.  

Including devices in the pedagogy raises concerns among 

faculty as to their usefulness in education
 

[9]. Such 

questions are entirely legitimate and to be expected. Thus it 

is necessary for those who would develop M-Learning 

technology to prove its utility, and demonstrate ways in 

which serious learning can be accomplished through its use. 

This is particularly important for adult learning applications, 

where personal growth and promotion may be directly 

linked to the completion of certain courses offered in an M-

Learning format.  Market forces can also be expected to 

significantly reward meaningful and desired M-Learning 

content. 

 

  The US could hardly be considered a leader in M-Learning 

deployment at this time, but success stories of M-Learning 

are beginning to become commonplace.  The fields of 

science, engineering and technology have all experienced 

success with currently available mobile technology.  A case-

control report in a computer science course at Georgia Tech 

demonstrated such positive results. Case students were 

provided lectures before class on their iPods or laptops, but 

lecture content, homework, and exams were the same for 

both case and control groups [10]. The author found that the 

students who used their iPods or laptops scored about 10 

percent better than the group who only attended lectures.  A 

notable benefit of the M-Learning approach was that there 

was more time for meaningful classroom discussion, since 

more basic material had previously been conveyed through 

the M-Learning approach. At Duke University a general 

physics class has also reported M-Learning styled success. 

Students were provided video lectures containing audio and 

images captured from a tablet PC, videos of demonstrations 

either done in class or available from other sources, and 

brief introductions to many of the labs [11]. While 

qualitative in nature this report does, at least, indicate the 

benefit of M-Learning even to traditional on-campus 

students who are unable to attend a given class, who may 

need extra help, or have special needs. 

 

  The future of M-Learning presently seems most closely 

allied with that of the latest generation of cellular phones.  

According to [12], US developments related to the usage of 

cell phones portends significant M-Learning increases.  

Already in the US, the penetration of mobile phones in 

many junior high schools is 40%, and 75% or higher in 

many high schools.  Where M-Learning is perhaps most 

likely to be innovated—the college campus—fully 90% of 

the students utilize the technology [12].  In many parts of 

the world, cellular usage is in fact much higher and/or 

advanced. In Japan for example, practically 100% of all 

students and adults own a cellular phone, and 60% of that 

technology is already at the 3G level [13].  Cell phone usage 

is ubiquitous throughout Asia, where Hong Kong and 

Taiwan have reportedly surpassed 100% penetration levels 

[12]. Cellular usage is growing significantly in lesser 

developed countries as well.  Kenya and the Democratic 

Republic of the Congo, for example, have already begun M-

Learning applications delivered via cellular networks [14].  

In all of these areas, it is becoming clear that advanced 

cellular phones will be the platform for M-Learning, as 

applications formerly provided on PDAs migrate to this 

connected, mobile platform [7].  As implemented the 

devices already offer a suite of user applications formerly 

exclusively the domain of the PC or a dedicated unit.  

Examples include (mobile) banking access [14]; 

entertainment such as television episodes, movies, and 

music; games; and of course, communication.  Into this mix 

will come M-Learning, with all of its various approaches 

and content areas.  For the busy professional in the field of 

occupational safety and health, it will be imperative that the 

M-Learning they access be expertly prepared, tested, and of 

the highest quality.  To achieve such ends, all M-Learning 

must be rigorously assessed for accuracy and effectiveness 

as deployed. This paper reports on actions in that regard to 

one specific application. 

 

II.  METHODS 

  The study group consisted of a total of 37 sophomores and 

juniors enrolled in an introductory course in health and 

safety at the host institution.  Students were given the option 

of not attending class and obtaining all lectures exclusively 

via the web, for the first three weeks of the quarter (until the 

first midterm exam).  Once selected, those students were 

instructed not to attend class again until the first midterm 

exam.  Eighteen students self-selected for this Video 

Lecture (VL) option, while the remaining 19 students 

formed a control group termed Classroom Lecture (CL).   

 

  The control group was slightly better in terms of past 

academic performance, with an average GPA of 3.1 as 

compared to the VL group (GPA=2.8).  The CL group was 

comprised of 6 males and 13 females whereas the VL group 

was almost perfectly gender reversed, with 5 females and 13 

males. Both groups had similar past exposure to online 

learning.  A presentation of both groups’ characteristics is 

shown in Fig. 1. 
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Fig. 1.  Classroom Lecture versus Video Lecture  

Group Characteristics. 

 

  The VL group was expected to obtain all course content in 

the form of nine (9) .mp4 videos and associated PowerPoint 

slideshows delivered via Blackboard to their student 

account.  Students were able to import the videos onto 

portable devices or watch them on a computer, although the 

resolution and screen size of the content was designed 

exclusively for the smaller format typified by the Apple
®
 

iPod.  Those CL students who attended each class would 

receive approximately 6 hours of on-topic classroom 

contact, as compared to the 2 hour 40 minute run time of the 

videos for the VL group.  No measure was made of the 

number of times the VL group watched each video.   

 

  Three aspects of the M-Learning content were assessed in 

this study.  To determine the educational efficacy of the 

content presented to the VL group, a comparison was made 

of the two groups’ performance on the first midterm exam. 

(In the event the M-Learning content proved to be wholly 

inadequate, this pilot testing was limited to only the first 

third of the course.)  The assessment included a subset 

evaluation of the groups’ performance on 13 “essential 

concepts”, as determined by the instructor.  Qualitative 

aspects of the .mp4 video experience were also examined, 

via a 9 item questionnaire provided to the VL group. 

Finally, the CL group was queried as to their reluctance to 

participate in the VL option 

 

III.  RESULTS 

 

  Statistical comparison between case-control groups 

indicated no difference (t-test; p<0.05) in performance on 

the first midterm exam by the two groups.  The VL group 

scored slightly lower than the CL group, with a group 

average of 69% correct versus 75% for the CL students. The 

margin of error associated with the test instrument was +/- 

4% (percent relative, 95%), or 1 test question.  With respect 

to the essential concepts questions, the VL also 

underperformed the CL group (75% correct versus 81% for 

the CL students).  Again this overall difference was not 

significant (p=0.41) with a margin of error of +/- 7.6%.  For 

3 of the 13 essential concepts test questions, the VL group 

significantly underperformed the CL group (p<0.04—

p<0.001).  The contribution of these questions to the overall 

difference reported was not further assessed however, and 

so it is not possible to quantitatively determine the role 

instructor discussion in the CL group, or total viewing time 

in the VL group, might have played in these outcomes. 

 

  Idiosyncratic results as to the benefits of the M-Learning 

content were seen. The majority of VL users found the .mp4 

content of high quality (Fig. 2) and the downloading 

experience easy and not a factor in their test outcomes (Fig. 

3). Surprisingly, the majority of students in this same group 

felt they would have done better had they attended class 

lecture in person, and furthermore, that they would prefer 

not to continue to receive course content exclusively via the 

.mp4 videos and Blackboard content (Fig. 4). Despite such 

perceptions, benefits of the VL approach were appreciated 

by the group. In response to open-ended questions about 

their experience, most liked the autonomy of the VL option, 

as well as the ability to rewind or re-watch the videos at will 

(Fig. 5).  

 

Fig. 2.  Video Lecture Group Perceptions  

of .mp4 Content and Quality. 

 

 

 

Fig. 3.  Video Lecture Group Perceptions  

of .mp4 Utilization Experience. 
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Fig. 4.  Video Lecture Group Responses to Perception of Performance 

Potential (left) and Desire to Continue to Utilize 
 .mp4 Videos Exclusively (right). 

 

 

 

Fig. 5. Summary of Open Ended Responses Concerning the “Best Part” of 

the Video Lecture option. 
 

  Responses by the CL group to the open-ended question 

concerning their reluctance to participate in the .mp4 trial 

are summarized in Fig. 6.  The most prevalent reason given 

was that this group of students overall felt more comfortable 

and better suited to learning in the classroom environment 

(approximately 56% of respondents).  Lesser reasons 

included previous bad online experiences (5%), lack of 

equipment (5%), fear of falling behind (17%), and perhaps 

being distracted by the learning technology (17%). 

 

 

 

 

 

 

 

 

Fig. 6.  Summary of Open Ended Responses as to  

Why the CL Group Did Not Elect the VL Option. 

 

IV.  CONCLUSIONS 

  As designed and presented in this course, it is clear that M-

Learning can provide an educationally effective alternative 

to traditional classroom lectures in industrial hygiene and 

occupational safety. Development of the modules assessed 

here involved a substantial time commitment on the part of 

the instructor. Efforts toward added M-Learning content 

will necessarily need to be directed at high demand rubrics 

or markets. 

 

  This was a very small scale study with some inherent 

weaknesses.  Future work should capture the actual amount 

of time students in the test group spend studying the M-

Learning materials in order to attempt an estimate of the 

amount of time expended relative to any assessment 

measure (e.g., minutes studied per test score percent, or 

similar).  Such a measure might elucidate the nature of the 

relationship between the effectiveness of M-Learning 

materials with respect to the more labor intensive live 

lecture alternative. Future work should also consider gender 

and GPA between the study groups, to control for possible 

confounding effects of those parameters on test results.   

 

  When deployed via handheld mobile devices or over 3G 

networks, specialized content such as presented in this 

course can offer novel, flexible education or professional 

certification maintenance opportunities for those distant to a 

college campus (e.g., deployed military, overseas, or rural 

locations), or having significant commuter or job-related 

travel time.  
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Abstract-A new simplified array configuration based method 
for estimating the two-dimensional (2-D) direction-of-arrival 
(DOA) of cyclostationary signals is presented. By eigen-
decomposing the pseudo-data Matrices constructed from the 
cyclic correlation functions of sensor outputs, the proposed 
method can be applied to not only the wideband but also the 
narrowband signals. Moreover, the 2-D DOAs can be estimated 
without 2-D searching or parameter pairing procedures. 
Computer simulations demonstrate the capabilities of our 
method. 

 

I. INTRODUCTION 

In recent years, the cyclic approach has been widely applied 
to source location problems [1-4]. By exploiting the second-
order cyclostationarity properties exhibited by most 
communication signals, cyclic methods can null out or greatly 
reduce the effect of other co-band interferences and 
background noises. Hence, better performances can be 
achieved when comparing with conventional methods. 
Moreover, by manipulating the cyclic correlation functions of 
sensor outputs, the temporal delay of signal can be transformed 
into a phase shift of the corresponding cyclic correlation 
function regardless of the bandwidth of the signal [5]. Using 
this property, several cyclic methods for wideband signal 
direction-of-arrival (DOA) estimation were proposed, such as 
[5] and [6].  

However, these methods can only resolve directions of 
sources located in a plane. When comes to the problem of two-
dimensional (2-D) DOA estimation for wideband signals, little 
work can be found. Ref. [7] presents a 2-D generalized spectral 
correlation signal subspace fitting (GSC-SSF) method utilizing 
the dual parallel linear array. By constructing and eigen-
decomposing a so-called DOA matrix, this method avoids 2-D 
searching and parameter pairing procedures. Whereas, the two 
identical subarrays configuration used by GSC-SSF method is 
costly in hardware and computation [8]. Accordingly, Ref. [8] 
presents a simplified array configuration, based on which the 
same performance as that in [7] can be achieved, but with 
much fewer sensors. The method in [8] uses cyclic auto-
correlation function to achieve the estimation of 2-D DOA. 
However, we notice that cyclic cross correlations of different 
sensor outputs performs better than cyclic auto-correlations of 
the same sensor outputs in noise suppressing due to the limited 
observations obtained in some real environments. Thus, a 
cyclic cross-correlation function of neighboring sensor outputs 

based method for wideband cyclostationary signals is proposed 
in our previous work [9]. 

In this paper, a generalized simplified array configuration 
based GSC-SSF method is proposed. Comparing with the dual 
parallel array used by GSC-SSF method, the proposed 
simplified array requires fewer sensors and accordingly 
reduces sensor matching problems in parallelism and 
consistency that would be encountered in practical 
applications. By properly exploiting the cyclic correlation 
functions of sensor outputs, the proposed method constructs 
two rotational invariable “pseudo-data” matrices, based on 
which the DOA matrix is constructed. Then, the DOAs can be 
estimated by eigen-decomposing the DOA matrix. Moreover, 
this paper indicates that both of the method in [8] and [9] are 
just special cases of the proposed generalized method.  

The paper is organized as follows. Section II presents a basic 
review of the concepts of cyclostationarity.  In section III, the 
simplified array configuration is introduced first, and then an 
appropriate mathematical model on the basis of cyclic 
correlation function is constructed. In section Č and č, we 
propose a new method for estimating 2-D DOA with specific 
steps and discuss the cases when sensor number degrades. 
Finally, several computer simulations are conducted aiming at 
evaluating performances of the proposed method, and then the 
paper is concluded. 

II. CYCLOSTATIONARITY 

A random process ( )s t  is called wide-sense cyclostationary 
if its mean { }( ) ( )sm t E s t=  and auto-correlation  

{ }( , ) ( ) ( )ssR t u E s t s u∗=  are periodic with some period, say 1 α : 
( ) ( )s sm t k m tα+ =                                  (1) 

( , ) ( , )ss ssR t k u k R t uα α+ + =                       (2) 

where k  is an integer and the asterisk denotes complex 
conjugate. α  is cycle frequency. Generally speaking, different 
signals have different cycle frequency set { }α . By selecting an 
appropriate α , we can extract the signals of interest (SOIs) out 
of other signals that do not exhibit cyclostationarity at α . This 
ability is sometimes referred to as signal selectivity. 

The cyclic correlation function and conjugate cyclic 
correlation function of ( )s t  are defined as [5] 

( ) ( / 2) ( / 2)exp( 2 )ss
t

R s t s t j tα τ τ τ πα∗= + − −           (3) 

( ) ( / 2) ( / 2)exp( 2 )
ss t

R s t s t j tα τ τ τ πα∗ = + − −           (4) 
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where 
/ 2

/ 2

1
lim g

T

t TT
dt

T −→∞
= ∫g . 

Lemma [5]: if ( )s t  is a cyclostationary process with cyclic 
auto-correlation function ( )ssRα τ , and '( ) ( )s t s t T= + , then 

' '( ) ( )exp( 2 )s s ssR R j Tα ατ τ πα=                          (5) 

We should notice that ( )ssRα τ  is not a function of t  and the 
time delay is transformed into a phase shift of its cyclic auto-
correlation function. 

III. CYCLIC CORRELATION BASED DATA MODEL 

Consider a sensor array system consisting of one uniformly 
spaced linear subarray aX  and 4 guiding sensors, as shown in 
Fig. 1. aX  lies on the X-AXIS and starts at the origin. It has 
M  isotropic sensors and D  is the separation of neighboring 
sensors. The locations of the guiding sensors are 
( , )gD ∆ , ( , )gD D+ ∆ , ( , )gD lD+ ∆ and ( ( 1) , )gD l D+ + ∆ , 
respectively, where l  is a given order for the proposed 
generalized array geometry. l  is a integer and 0 1l M≤ ≤ − . 
Assume that K  sources impinge on the array from 
directions 1 2, , , Kθ θ θL , where { }, ,k k k kθ α β γ=  and , ,k k kα β γ  is 
the DOA of the thk source relative to X-axis, Y-axis and Z-
axis, respectively.  

As kγ  can be given by 
2 2 2cos cos cos 1k k kα β γ+ + =                        (6) 

only ( ),k kα β  needs to be estimated in what follows.  
The output of the thi  sensor in subarray aX  can be 

expressed as 

1

( ) ( ( 1) ) ( ), 1,2, ,
K

i k Dk i

k

x t s t i n t i Mτ
=

= + − + =∑ K          (7) 

where cos /Dk kD cτ α=  with c  as the wave speed; ( )ks t is the 
thk signal impinging on the reference sensor (sensor at the 

origin); ( )in t  is the noise at the thi sensor in aX . 
Similarly, the outputs of the guiding sensors are  

1

( ) ( ( 1) ) ( ), 1,2
K

g
j k Dk k gj

k

D
g t s t j n t j

D
τ τ∆

=

= + + − + + =∑       (8) 

1

( ) ( ( 3) ) ( ), 3,4
K

g
j k Dk k gj

k

D
g t s t l j n t j

D
τ τ∆

=

= + + + − + + =∑   (9) 

where cos /k k cτ β∆ = ∆ ; ( )gjn t  is the noise at the thj  guiding 
sensor. 
 
 
 
 
 
 
 
 
 
 
 
 

Without loss of generality, assume that there are only d  
( d K≤ ) signals exhibit second-order cyclostationarity (i.e., 
they are SOIs) with a common cycle frequency α . Other 
signals that either have different cycle frequencies or do not 
exhibit cyclostationarity are considered as interferences. In 
addition, the following assumptions are made: 

a) The SOI’s are mutually cyclically uncorrelated [5], that 
is, any pair of SOI’s does not exhibit joint second-order 
cyclostationarity with the considered cycle frequency α . 

b) The interfering signals and the noises are cyclically 
uncorrelated with the SOIs. 

c) The interfering signals and the noises are mutually 
cyclically uncorrelated at the considered cycle 
frequency α . 

Under assumptions a)-c), the cyclic cross-correlation 
function ( )

p qx xRα τ , , 1,2, ,p q M= K  in aX  is given by 

( ) ( / 2) ( / 2)exp( 2 )
p qx x p q

t
R x t x t j tα τ τ τ πα∗= + − −  

1

( ( ) )exp( ( 2) )
k k

d

s s Dk Dk

k

R p q j p qα τ τ πα τ
=

= + − + −∑         (10) 

The proof of the above equation can be found in Ref. [7]. 
Accordingly, it is easy to obtain ( ), 1, ,

q l qx xR q M lα τ
+

= −K  as 

( ) ( / 2) ( / 2)exp( 2 )
q l qx x q l q

t
R x t x t j tα τ τ τ πα

+

∗
+= + − −  

  
1

( )exp( (2 2) )
k k

d

s s Dk Dk

k

R l j q lα τ τ πα τ
=

= + + −∑        (11) 

Similarly, we can obtain
2

( )
i ig gRα τ
+

, 1,2i =  as 

2 2( ) ( / 2) ( / 2)exp( 2 )
i ig g i i

t
R g t g t j tα τ τ τ πα

+

∗
+= + − −     

1

( )exp( ((2 2( 1)) 2 ))
k k

d
g

s s Dk Dk k

k

D
R l j l i

D

α τ τ πα τ τ∆
=

= + + + − +∑ (12) 

Collect the above functions in two vectors as follows 

3 1 1 1 1 11 ( ) ( ), ( ), , ( )
l M M l

T

g g x x x xR R Rα α α ατ τ τ τ
+ − − −

⎡ ⎤= ⎣ ⎦KR            (13) 

4 2 2 22 ( ) ( ), ( ), , ( )
l M M l

T

g g x x x xR R Rα α α ατ τ τ τ
+ −

⎡ ⎤= ⎣ ⎦KR             (14) 

where [g]T  denotes transpose. If we define steering matrix αA  
as 

1 2, , , d
α α α α⎡ ⎤= ⎣ ⎦KA a a a                                   (15) 

where k
αa  for 1, ,k d= K  is defined as 

[exp( (2 2 )),exp( ),g
k Dk Dk k Dk

D
j l j l

D

α πα τ τ τ πα τ∆= + +a                   

exp( ( 2) ), ,exp( (2 4) )]TDk Dkj l j M lπα τ πα τ+ − −L         (16) 

and define diagonal matrix αΦ  as 

[ ]1 2exp( 2 ),exp( 2 ), ,exp( 2 )D D Dd= diag j j jα πατ πατ πατKΦ (17) 

equation (13) and (14) can be rewritten as 

1 ( ) ( )S
α α ατ τ=R A R                                      (18) 

2 ( ) ( )S
α α α ατ τ=R A Φ R                                   (19) 

where
1 1 2 21 2( ) ( ), ( ), , ( )

d d

T

S s s D s s D s s DdR l R l R lα α α ατ τ τ τ τ τ τ⎡ ⎤= + + +⎣ ⎦KR  

is the cyclic auto-correlation vector of SOIs.              Fig. 1.  Proposed simplified array. 
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From (18) and (19), we notice that these data models can be 
obtained regardless of the signal bandwidth. That is to say, 
these data models can be applied to either narrowband or 
wideband sources.  

Since all the DOAs of SOIs are involved in αA  and αΦ , 
estimation of αA  and αΦ out of 1 ( )α τR  and 2 ( )α τR  becomes 
the problem waiting to be resolved. Considering that 1 ( )α τR  
and 2 ( )α τR  are not matrices but vectors, we present a method 
exploiting the cyclic correlation function of multiple time 
delays in the following discussions in order to achieve more 
accurate results. 

IV. THE PROPOSED 2-D DOA ESTIMATION METHOD 

Sample 1 ( )α τR  and 2 ( )α τR  uniformly at different lags τ  and 
take them as “snapshots”, then obtain “pseudo-data” matrices 
as follows 

1 1 1(0), ( ), , (( 1) )s sT N Tα α α α⎡ ⎤= −⎣ ⎦KX R R R                  (20) 

  2 2 2(0), ( ), , (( 1) )s sT N Tα α α α⎡ ⎤= −⎣ ⎦KY R R R                  (21) 

where sT  is the sampling period and N  is the pseudo 
snapshots. 

From (18) and (19), the above equations can be rewritten as 
α α α=X A S                                    (22) 

α α α α=Y A Φ S                                  (23) 
where (0), ( ), , ( )S S s S s= T NTα α α α⎡ ⎤⎣ ⎦KS R R R  is the pseudo signal 
matrix. From the expressions of αX  and αY , it is easy to find 
that αX  and αY  can be seen as the outputs of two parallel 
subarrays with rotational invariance property. In such a case, 
we can construct the DOA matrix and consequently estimate 
the DOAs by eigen-decomposing it.  

Define DOA matrix as 
sc α α −⎡ ⎤= ⎣ ⎦R Y X                               (24) 

where [ ]−
  denotes pseudo-inverse. The following theorem 

provides the foundation for the results presented herein. 
Theorem : If both αA  and αS  are full-rank and all the 

diagonal elements of αΦ  are different, the d  nonzero 
eigenvalues of  scR  equal to the d  diagonal elements of αΦ  
and the corresponding eigenvectors equal to the d  column 
vectors of matrix αA , i.e., 

sc α α α=R A A Φ                                  (25) 
The proof is similar to that in [10]. Thus, we can obtain αA  

and αΦ  by eigen-decomposition scR , from which many ways 
can be used to estimate ( , )k kα β . For example, kα  can be 
estimated through thk  nonzero eigenvalue of scR , and kβ  can 
be estimated through the corresponding eigenvector of scR . 
Notice that kα  and kβ  are calculated through the 
corresponding eigenvalue and eigenvector of scR . Therefore, 

kα  and kβ  are paired automatically. 
Summarize the proposed algorithm as follows: 
Step1: For a fixed l , the sensor array configuration is 

achieved; 
Step2: For signals received at the sensor array, and for 

specified cycle frequency α  (estimated or known) estimate the 

cyclic cross-correlation ( )
p l px xRα τ

+
 and

2
( )

j jg gRα τ
+

, where 
0, , ,s sT NTτ = K  and 1,2, ,p M l= −K , 1,2j = ; 

Step3: Form pseudo-data matrices αX  and αY ; 
Step4: Calculate the DOA matrix scR ; 
Step5: Apply eigen-decomposition to scR , and then estimate 

the 2-D DOAs of all the SOIs, i.e., ( , )k kα β ， 1,2, ,k d= K , by 
eigenvalues and the corresponding eigenvectors of scR . 

V. DISCUSSIONS 

A. Number of Guiding Sensors 

As can be seen from the above discussions and Fig.1, for a 
fixed l , the sensor array configuration and the corresponding 
signal processing models are confirmed. However, the guiding 
sensor number degrades when 0,1l = . Thus, the corresponding  
two cases are discussed below. 

Case 1: When 0l = , sensor 2ig +  and ( 1,2)ig i =  locate in the 
same place. Thus, the guiding sensor number degrades to 2. 
Correspondingly, ( )

q l qx xRα τ
+

 and 
2

( )
i ig gRα τ
+

 in (11) and (12) turn 
into the cyclic auto-correlation function ( )

q qx xRα τ and ( )
i ig gRα τ . 

Observing the array configuration in Fig.2 (a) and the signal 
processing models in this case, it is easy to find that the 
proposed method with 0l =  is just the same as the DOA 
method presented in [8]. That is to say, the DOA method in 
Ref. [8] is just a special example of the proposed method. 

Case 2: When 1l = , sensor 2g  and 3g  locate in the same 
place. Thus, the guiding sensor number degrades to 3. The 
corresponding array configuration can be seen in Fig.2 (b). 
Here, the cyclic correlation functions in (11) and (12) are  

 

 
(a) for 0l = case. 

 
(b) for 1l = case. 

Fig. 2 Array configuration. 
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            Fig. 4  RMSE of  kβ estimates versus SNR. 

cyclic cross-correlation functions of neighboring sensor 
outputs. Similar to case 1, it is also easy to find that the 
proposed method with 1l =  is just the same as the DOA 
method presented in [9]. 
B. The Proposed Method Using Conjugate Cyclostationarity of 

SOIs 

Many cyclostationary signals, e.g. BPSK, AM also exhibit 
conjugate cyclic property [11] (i.e., the conjugate cyclic 
correlation is nonzero for some cycle frequencyα ). Hence, we 
can also apply this property to process the signals. 

Similar to (11) and (12), the conjugate cyclic correlation 
function ( )

q l qx x
Rα τ∗

+
, 1, ,p M l= −K  and 

2
( )

i ig g
Rα τ∗

+
, 1,2i = can 

be expressed as 

1

( ) ( )exp( (2 2) )
q l q k k

d

Dk Dkx x s s
k

R R l j q lα ατ τ τ πα τ∗ ∗
+

=

= + + −∑         (26) 

2
1

( ) ( )exp( ((2 2( 1)) 2 ))
i i k k

d
g

Dk Dk kg g s s
k

D
R R l j l i

D

α ατ τ τ πα τ τ∗ ∗
+

∆
=

= + + + − +∑
(27) 

Replace ( )
q l qx xRα τ

+
 and ( )

i ig gRα τ  in (13) and (14) with 
( )

q l qx x
Rα τ∗

+
 and 

2
( )

i ig g
Rα τ∗

+
 respectively. Then, same procedures 

are adopted as the proposed cyclic DOA estimation and the 
DOAs can be estimated thereafter. In the following examples 
of computer simulation, the conjugate cyclic properties of the 
signals are exploited. 

VI. COMPUTER SIMULATION EXAMPLES 

Computer simulations for testing the DOA estimation ability 
of the proposed method are conducted. And the methods 
utilized here are based on the conjugate cyclostationarity of the 
signals received. 

Consider the proposed simplified array consisting of a M -
element subarray and 4 guiding sensors as shown in Fig.1. The 
cyclic auto-correlation matrix of the complex additive white 
Gaussian noise (AWGN) equals to 2σ I  for cycle frequency 0 
and zero for others. Unless otherwise specified, the statistics of 
the DOA estimates were calculated based on 400 independent 
trials. 

In the first simulation, the accuracy of the proposed method 
is tested. Assume that one wideband SOI arrives from 
(65 ,80 )o o  and no interferences are present. The SOI is a BPSK 
signal with baud rate 1bf = Mb/s and carrier frequency 

0 3f = MHz. Since BPSK signal exhibit second-order conjugate 
cyclostationarity for 02 bf kf+ , the cycle frequency is set as 

02 f . The sample number is 4096 and the pseudo snapshots are 
400. Fig.3 and Fig.4 show how the signal-to-noise ratio (SNR) 
affects the 2-D DOA estimation results of the proposed method 
with 0l =  and 1l =  respectively. The performance of the 
method is quantified by the root mean square error (RMSE). 
As can be seen from the simulation results, the proposed 
method with 1l =  provides more accurate estimates than the 
method with 0l = . Moreover, as the subarray number M  rises 
from 7 to 10, both of the two methods improve their kα  
estimation performance, but almost help nothing about the kβ  
estimation ability. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Under the same condition as the first simulation, the second 
simulation is conducted to test the effect of sample number on 
DOA estimation. Subarray number M  is set to 10, and SNR=
ˉ10 dB. Pseudo snapshots are 400. Fig.5 and Fig.6 show that 
the proposed method provides more accurate estimates in both 

kα  and kβ  as the sample number grows. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

        Fig. 3  RMSE of  kα estimates versus SNR. 

Fig. 5  RMSE of  kα  estimates versus Sample Number. 
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In the third simulation, signal selectivity ability of the 

proposed method is verified. Assume that two signals impinge 
on the sensor array.  One is a SOI arriving from (65 ,80 )o o  and 
the other is a interference arriving from (80 ,120 )o o . Both of 
them have the same carrier frequency 0f . Only the SOI 
exhibits conjugate cyclostationarity at 02 fα = . M  is set to 10 
and SNR= - 5 dB. The sample number is 4096 and the pseudo 
snapshots are 400. Fig. 7 shows the joint DOA estimation 
results of the proposed method with 1l =  in 200 independent 
trials. As can be seen from Fig. 6, the proposed method only 
estimates the 2-D DOA of the SOI and suppresses the 
interference. This simulation indicates that the proposed 
method provides good signal selectivity. 

 

 

VII. CONCLUSIONS 

In this paper, we have presented a generalized simplified 
array configuration based 2-D DOA estimation method. This 
method combines temporal and spatial properties effectively, 
which makes the applicability of the method to either 
narrowband or wideband signals. Theoretical analysis and 
simulation results proved that the proposed method has better 
signal selectivity and better performance in noise suppressing. 
Furthermore, the proposed method does not require any 2-D 
search and the 2-D parameters can be automatically paired, 
which means the problem of large computation can be 
circumvented. 
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Abstract—The testing system “UniTeSys” is designed for 
assessment of student’s knowledge in whatever discipline of high 
school curriculum. The determination of the field’s discipline is 
given by generating of suitable database, containing questions, 
answers and pictures for the curriculum material. The dialog 
between the system and the tested student is clear and precludes 
any misunderstandings. The system use allows the tested 
studying material and the visual environment both to be 
introduced in Latin alphabet (English) or in Cyrillic alphabet 
(Bulgarian). The system gives the opportunity of group test in 
small computer labs up to 10 machines in different disciplines. 
Using the system by the customers doesn’t require any special 
hardware and software resources. Fairly enough is the use of a 
computer system with operating system Windows 95 and above. 

 
Index Terms— test system, assessment of knowledge, 

teachers training tools 
 

I. INTRODUCTION 

Test systems play an important role in the educational 
process. Therefore, many researchers are involved in the 
development, improvement and evaluation of the test 
computer systems [1], [2], [3]. Bulgarian primary and high 
education is under active absorption of new technologies in 
IT, there are built modern computer labs with Internet. 
Bulgarian teachers have to apply in practice modern training 
methods and new ways of assessing students' knowledge. 
Lack of adequate and useful tools for the work of the teacher 
set to be a tool for evaluating test knowledge of students.  
Requirements for this tool are:  
� Compatible with populate operating systems in school labs;  
� To operate in LAN or WiFi  networks;  
� Independent of computer hardware;  
� Easy and friendly interface; 
� To enjoy the wide range of users;  
� Small volume; 
� Flexible methods of evaluation;  
To achieve the objective were the following tasks formulated 
to this tool:  
� To create an appropriate architecture; 
� To design clear, easy and quick User Interface;  
� To design and implement appropriate and flexible modules 
for objective evaluation of the student's knowledge;  
� To analyze the assessment of student knowledge with 
appropriate statistical module; 

                                                           
 

II. SPECIFICATIONS 

The testing system “UniTeSys” obtains the following 
parameters: 

Table 1 
Specifications of the testing system “UniTeSys” 

Parameter Description 
Total number of questions 
in a test 

300 

Total number of the TRUE 
answers 

defined by the teacher 

Total number of the FALSE 
answers 

defined by the teacher 

Total number of attached 
pictures(*.bmp) 

defined by the teacher 

Total signs (ASCII format) 
per row 

120 

scale: from (2.00) to (6.00) Evaluate (mark) 
points 
depends of the number of 
given answers 

Assessment methods              

depends of the weights of 
the given answers 
average Final evaluation of the test 
scale 

 

III. DESCRIPTION 

 
The testing system “UniTeSys” is designed and 

developed as “all-in-one” single application (executable file). 
It includes: 

• Application authorization module; 
• Database files Crypt/Decrypt module; 
• Student test files Crypt/Decrypt module; 
• Built in own RDBMS(Relation Database 

Management System) 
• Built in small statistical module; 
• Simple and friendly user interface; 
• Hardware undependable(no matter slow, fast 

machine or special requirements); 
• Small single executable file(649kb); 
• Usage of ordinary ASCII text file format for input 

of questions and answers and student test results; 
• Usage of commonly popular graphical file format 

for pictures(BMP); 
• Flexible assessment methods module; 
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• 2 access profiles: student and teacher; 
• Built in short user guide and assessment methods 

description module; 
 
The next figure illustrates the architecture of the testing 

system: 

 

IV. ASSESSMENT 

For assessing the answers to separate questions 
included in the test the following approach was chosen: 
 

P A R T - I 
Formation of the mark of the separate question 

 
The testing system “UniTeSys” offeres two methods of 
question mark formation based on the given answers. 

 
M E T H O D  -  1 

Without answers weight coefficients 
 

Resume: 
This method assumes that answers in the question have 

equal weights, so their count is important only. On base of 
given TRUE answers to the questions from,a mark  is 
calculated by interpolation in range of 2.00 and 6.00 on 
chosen mark's scale / level 0 /. In case that FALSE answers are 
given, reduction of calculated mark is done / level 1 /. 

 
Description: 

The mark of the question is calculated at two stages: 
 

STAGE 1 
Formation of the base mark of the question 

( "the mark of knowledge" ) 
| level 0 | 

 
Let's suggest that (x) is the number of given TRUE answers 

by the student to the question. If the inequality x≥x1 is done 
(the level of knowledge is achieved), then we assumed that 
student has successfully answered the question and the testing 

system calculates a base mark by interpolation using formula 
of equation of line with the following parameters: 

      x1 - compulsory level of knowledge( it is forming as  %  
from  х2 ); 

      x2 - total number of all TRUE answers included into the 
question; 

      y2 - maximal mark in the test by chosen scale; 
      y1 - minimal mark in the test by chosen scale; 
   a, b - coefficients in the formula of equation of line; 
       x - number of given TRUE answers by the student; 
O1(x) - calculated base mark of the question; 

 
STAGE 2 

Reduction of the calculated base mark of the question 
( "the real mark" ) 

| level 1 | 
 

If there are no FALSE answers (x1=0) then the final mark is 
equal of calculated base mark Ɉ1(х) by STAGE I. In the 
opposite case the calculated base mark Ɉ1(х) is reduced to 
mark Ɉ2(х) using formula of equation of line as reduction 
equation with the following parameters: 

      x1 - minimal number of given FALSE answers in the 
question; 

      x2 - total number of all FALSE answers included into 
the question; 

      y2 - minimal mark of the test; 
      y1 - calculated base mark O1(x) by STAGE 1; 
    a,b - coefficients into the formula of reduction equation 

of line; 
       x - number of given FALSE answers from the student;                
O2(x) - calculated (reduced) final mark of the question; 

 
M E T H O D  -  2 

With answers weight coefficients 
 

Resume: 
In this method the tutor in advance sets correct weights of 

separate answer in the question such as: 
- the TRUE answer obtains weight coefficient    > 0.00 
- the FALSE answer obtains weight coefficient  < 0.00 
Calculates a sum of weights of given answers in the 

question. Then by interpolation on chosen scale calculates a 
mark in frame of marks between [ 2.00 - 6.00 ] 

/ level  2 /. The calculated mark is final and there is no need 
of its reduction. 
 

Description: 
Formation of the mark of the question 

( "the mark of knowledge" ) 
| level 2 | 

 
Let's assume that (x) is the sum of weights of answers to the 

question. If the inequality x≥x1 is done (the level of 
knowledge is achieved), then it is assumed that student has 
successfully answered the question and the testing system 
calculates a mark by interpolation using formula of equation 
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of line with the next parameters: 
      x1 - compulsory level of knowledge( it is forming as  %  

from  х2 ); 
      x2 - sum of weights of all TRUE answers included in 

the question; 
      y2 - maximal mark in the test by chosen scale; 
      y1 - minimal mark in the test by chosen scale; 
   a, b - coefficients in the formula of equation of line; 
       x - sum of weights of given answers by the student; 
O1(x) - calculated mark of the question; 

 
P A R T -  II 

Formation of the final mark of the test 
 

The testing system “UniTeSys” offers two methods of the 
final mark formation: 

 
M E T H O D  -  1 

Average mark 
 
 

Resume: 
In this method the final mark is calculated as sum of all 

marks of the separated questions in the student test and is 
divided on the number of the questions. 

 
M E T H O D  -  2 

Mark by scale 
 
 

Resume: 
Let's suggest that (x) is the sum of all marks ≥3.00. On the 

base of this sum is calculated a base mark of the whole test by 
chosen scale. If there are marks of the questions less than 3.00 
then reduction is made of the test base mark. 
 

Description: 
The final mark of the test is calculated in two stages: 

 
STAGE 1 

Formation of the base mark of the whole test 
( "the mark of knowledge" ) 

 
Let's suppose that (x) is the sum of all marks in the range of 

marks between 3.00 and 6.00. If the inequality x=>x1 is done 
(the level of knowledge is achieved), then we assumed that the 
student has successfully answered the test and the testing 
system calculates a base mark by interpolation using formula 
of equation of line with the next parameters: 

       x1 - compulsory level of knowledge( it is forming as  %  
from  х2 ); 

       x2 - maximal number of points in the test( it is a sum of 
maximal marks ); 

       y2 - maximal mark in the test by chosen scale; 
       y1 - minimal mark in the test by chosen scale; 
    a, b - coefficients in the formula of equation of line; 
       x - sum of all marks in the range of marks between 3.00 

and 6.00; 
O1(x) - calculated base mark of the whole test; 

 
STAGE 2 

Reduction of the calculated base mark of the whole test 
( "the real mark" ) 

 
If in the whole test there are no questions with marks less 

3.00 then the final mark is the same as the calculated base 
mark. In the opposite case the calculated base mark Ɉ1(х) is 
reduced to mark Ɉ2(х) using formula of equation of line as 
reduction equation with the next parameters: 

      x1 - minimal sum of marks in range < 3.00; 
      x2 - maximal sum of marks in range < 3.00; 
      y2 - minimal mark of the test; 
      y1 - calculated base mark O1(x) by STAGE 1; 
   a, b - coefficients into the formula of reduction equation 

of line; 
       x - sum of all marks in the test <3.00;                
O2(x) - calculated (reduced) final mark of the test; 

 
The next three figures illustrate the methods described 

above and scales:  
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V. DISTRIBUTION 

 
The official distributor “Europartner2007” foundation 

certificated ISO EN 9001:2000 is a specialized primary and 
high school teacher training center. The distribution of the 
testing system “UniTeSys” has successfully started since 
October 2006 and up to this moment the system was 
developed in two versions. Practical training with the testing 
system passed over 1000 high school teachers. There are more 
than 700 installations (copies) at high schools and regional 
training centers in Republic of Bulgaria (see Table 2). The 
testing system “UniTeSys” was distributed at 52 high schools 
and teacher training centers. Effective September 2008 started 
the distribution of version 2.0. 
 

Table 2 
Installations of the testing system “UniTeSys” 

Installations “UniTeSys” 
v.1.0 

“UniTeSys” v.2.0 

High schools 646 12 
Regional training 
centers 

26 34 

Trained high school 
teachers 

More 1000 more 80 

 

 
 

 
For the best acceptance of the testing system by the teachers 
there were prepared several video lessons at WWW-
http://unitesys.hit.bg (Bulgarian language only) 

 
Table 3 

Video lessons 
Chapter Video file, AVI 

Installation and Activation of the testing 
system "UniTeSys" 

lesson1.avi 

Load Databases of the testing system 
"UniTeSys”

lesson2.avi 

Set weight coefficients of the answers lesson3.avi 
Attach pictures to the questions of the test lesson4.avi 
Transfer loaded test and student tests lesson5.avi 
Run a test lesson6.avi 
Check up a student test lesson7.avi 
Load a list of students lesson8.avi 
Settings of the testing system "UniTeSys" lesson9.avi 
Create an archive lesson10.avi 
Load an archive lesson11.avi 
Statistics lesson12.avi 

 

VI. CONCLUSION 

A test system with predetermined qualities was created. 
The proposed structure of the system allows reaching given 
objectives. From October 2006 until now the system is 
improved in two versions. There are more than 700 plants 
(copies). The system was distributed in 52 primary, high 
schools and teacher training centers in Bulgaria. Clean and 
friendly user interface made easy teacher training with the 
system. Practical training with the testing system passed over 
1000 high school teachers. Using the test system in the 
practice of the teachers facilitate their work and improve the 
quality of assessing the knowledge of students. Found 
increased interest of students in computer test form of 
assessment. The testing system “UniTeSys” is a suitable and 
flexible assessing tool. It gives the opportunity to carry out a 
group test in a computer lab with up to 10 machines in 
different disciplines. A friendly interface makes the system 
suitable for primary and high school students at the age of 10 
years and above. Built in small statistical module gives the 
teacher possibility of doing analysis on:  

• What is the average mark for each separate 
question in the test? 

• What is the average test mark for the whole student 
group (class)? 

• What is the testing time for each separate question? 
Using the system by the customers doesn’t require any special 
hardware and software resources. This tool gives the teachers 
the opportunity to assess students fast and easy. Simple for 
using, for both: students and teachers at different ages.  

Improvement on the test system in the next version 
will be aimed at improving statistical analysis module for 
evaluation of the test and insert a new module based on 
artificial intelligence (AI) at Prolog. 
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I. INTRODUCTION 

The broad range of the electrical conductivities is the 
characteristic feature of the electronically conducting 
polymers[1]. Thus, the conductivity of 
poly(ethylenedioxythiophene)/poly(styrene sulfonate) 
(PEDT/PSS, Fig. 1) film varies ca over 5 orders of magnitude, 
depending on the PEDT/PSS mass ratio in the range of 1:2.5 to 
1:20 [2,3].The conductivity is attributed to the presence of a 
conducting, i.e. percolating network, and the film is imagined 
as a percolating conductor-insulator composite [4_7]. Due to 
the polaronic nature of the charge carriers in the film[8], this 
is a rough approximation. However, as shown below, it serves 
well as a reasonable starting point for the numerical modeling. 
 

 
Fig 1. Simplified chemical structure of PEDT/PSS complex. 

 
To our best knowledge, no studies have been previously 

focused on the percolating pathways in such films. Our 
mesoscale simulations of this complex are aimed to get a better 
understanding of this percolating network.  

In our first report on the mesoscale simulation of the 
morphology of the PEDT/PSS complex, the behavior of this 
complex has been simulated as a polyelectrolyte/ionomer 
[9](and references therein). The dynamic density functional 
theory implemented in MesoDyn simulation code (Accelrys 
Inc.) has been used. In these coarse-grained simulations (see 
Fig. 2; the adjusted parameter values are derived from the data 
of the full atomistic simulation), the morphology evolves 
according to Langevin stochastic diffusion equations through 
the minimization of the free energy (periodic boundary 
conditions are used). In such a way, 3-dimensional density 
fields ρ(r) are obtained. The length and time scales of a 

mesoscale simulation are up to several hundreds of nm and 10-3 
s; these numbers match well the parameters of the physical 
methods used in the morphology research of thin films, and the 
relaxation times of the polymers.  
 

 
Fig. 2 Upper sketch: T beads interacting with the Hc mesomolecule.  Lower 

sketch: Hn mesomolecule (which are missing in the water-washed films). The 
beads are marked as follows: T – PEDT, Sc – PSS, Snc and  Sn – PSSA . 

 
Further, we used the density fields of the T beads to design 

a methodology for the evaluation of possible percolating 
pathways in the thin film of this associate [10]. This 
methodology enabled us to identify the correlated percolation 
pathways in the pristine and water-washed films, reflecting 
qualitatively the differences in the electrical conductivities of 
these films. 

In this study we generalize our calculations of the 
percolation pathways to a broad range of the PEDT/PSS mass 
ratios (further called simply "the mass ratio"), doping levels 
and interaction parameters to get a necessary insight into the 
percolation behavior of this complex in the framework of the 
generated morphologies. This allows us also to pinpoint the 
limitations of the current approach. 
 

II. GENERATION OF THE PERCOLATION PATHWAYS 

The generation of the percolation pathways is described in 
detail in [10] where different topologies of the PEDT- 
carrying  PSS chain have been compared. In this report we use 
the statistical (random) copolymer model.  

For an overview of the percolation theory see [11]. 
The density fields are generated in a 3×82.3 nm cubic 

periodic box. In order to integrate the diffusion equation, the 
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space is discretized: the box is divided into 323 = 32770 cells. 
All the discrete beads are distributed over these cells, forming 
thus the density fields of the respective beads. In the volume 
rendering conditions, these fields appear as the dimensionless 
volume fraction fields Ș = Ȟρ, where Ȟ is the bead volume. 
Conductivity depends mainly on the distribution of the fields of 
the T beads. The density fields of the T cells vary within a 
broad range, from the maximal value dmax, down to zero; the 
conductivities vary in the respective way. This corresponds to a 
wide range of the barrier heights of the quantum mechanical 
tunneling process, which is the basic conduction mechanism in 
the PEDT/PSS complex[12]. Those T cells, which have at 
least one side in common, form percolation clusters. A 
percolation pathway is formed by a large cluster spanning from 
one side of the cube to the opposite side. In the case of an 
infinite sample, a percolating (infinite) cluster would  appear at 
the critical volume fraction pc of the T cells, i.e. at the 
percolation threshold. Our simulated samples are finite; so, the 
obtained values of pc are slightly inaccurate. We found such a 
value Δd (henceforth called "the conduction window density 

width")  that the "highly conducting region" with dmax ≥ d ≥ 

dmax− Δd forms a percolation pathway. Then, the value of pc is 
determined as the volume fraction of that "highly conducting 
region". Recall that the conductivity range within the sample is 
very broad; so, one is justified to interpret the lower bound of 
the conductivity window (i.e. corresponding to dmax− Δd ) as 
the bottleneck conductivity (following the approach of [13]). 
An infinite cluster consists of the current carrying backbone 
and the dead ends. The ratio of the numbers of the cells in the 
infinite cluster and in the backbone to the total number of the 
cells are referred to as the density of the cluster P(p) and the 
density of the backbone P(p)b.  

In this report, all the morphologies are generated at 298K. 
 

III. RESULTS AND DISCUSSION 

In Tab. 1, the values of some percolation parameters are 
shown for different mass ratios, alongside with the volume 
fractions ӨT (vol.%, an input parameter) of the T beads, and the 
corresponding mass ratio values. The conduction window 
average density Δd  decreases together with the mass ratio, 
and absolute value of its  width fluctuates around the average 
value 0.152 (± 0.039). This is a very natural result, since the 
hopping mechanism of the conductivity presumes the 
dependence on the inter-particle distance. Qualitatively, higher 
bead densities inside the percolating pathway imply higher 
values of the conductivity (keeping other parameters constant; 
the significance of the thickness of the isolating Sc layer is 
ignored). However, there is no direct way of deducing the 
conductivity from the percolation threshold pc.  

The pc and P(p) values increase ca three-fold, if the mass 
ratio changes from 1/1.4 to 1/20. It demonstrates that in the 
latter case, for the formation of the percolating pathway, much 
more cells are needed; the infinite cluster consists of a higher 

number of the cells, as well. The comparison of  the P(p) and 
P(p)b values shows that  the infinite cluster formed at higher pc 
values contains more dead ends because the P(p)b values 
fluctuate around 8.32×10-3 (±1.75×10-3). It is clearly seen in 
Fig. 3 by comparing  percolating pathways of items 1 and 4; 
the corresponding conduction windows and density histograms 
are shown in Fig. 4, 5. Interestingly enough, the domain size 
seems to have a maximum at mass ratios 1/2.5 and especially at 
1/6. In parallel to this the conducting window width increased 
as well. It demonstrates the complex relationship between the 
morphology and mass ratio.  The value 1/20 seems to be the 
lowest one at which the percolation pathway still does exist. 
Note that the percolating pathways are the fractal objects, 
which have a non-integer dimension f < 3 (in 3D space) [14]. 
 

TABEL I 

RESULTS OF CALCULATIONS: THE EFFECT OF THE PEDT/PSS MASS 

RATIO(DOPING LEVEL 0.25, 298 K, ı VALUES ARE SHOWN FOR THE 

COMPARISON) 
PEDT/PSS mass ratio Item 

1/1.4  
(w-washed) 

1/2.5 
(pristine) 

       1/6       1/20 

Δd 1) 0.812÷0.955 0.648÷0.841 0.340÷0.531 0.050÷0.132 
|Δd| / Δd  0.143/0.884 0.193/0.745 0.191/0.436 0.082/0.091 

pc
2)  0.0632 0.0802 0.113 0.199 

P(p)3)× 10-2 1.51 2.10 2.68 5.20 

P(p)b
4)× 10-3 4.67 8.12 12.7 7.78 

ӨT 5)  0.495 0.333 0.143 0.05 
ı 6) 0.15 – 3.0 0.1 – 2.0 5 x 10-3 6 x 10-5 
1) the conduction window density width, 2) the percolation threshold,  3) the 
density of the critical cluster, 4) the density of the backbone (current-carrying 
core), 5) the volume fraction of the T beads in the system, 6) the electrical 
conductivity of the complex, S cm-1 (according to [2]). 

 

 
Fig. 3. The percolating pathways (gray dots) and charge carrying backbones 
(black dots) in the PEDT/PSS thin films. 1,2: the water-washed and the pristine 
film at the initial PEDT/PSS mass ratio 1/1.4 and 1/2.5 respectively, 3,4: the 
films at the mass ratio 1/6 and 1/20 respectively. 
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Fig. 4. “Highly conducting” volume renderings of the density fields of the T 
beads   at the mass ratios 1/1.4 (1), 1/2.5 (2), 1/6 (3) and 1/20 (4). 

 
 

 
Fig. 5. The density distribution curves of the mass ratios 1/1.4(1), 1/2.5(2), 
1/6(3), 1/24(4).  

 

Note that the pc values do depend on the concentration ӨT, 
unlike in the case of the classical percolation problem. This 
feature is related to long-range density correlations; so, we deal 
with the correlated percolation problem. We found the site 
occupation correlation function exponent H values to be in the 
range of -0.34 ÷ -0.44; c.f. [15]. So, the T cells are “filled” not 
independently, there are the long-range correlations between 
them.  

The behavior of the P(p) curve near to the percolation 
threshold is governed by the power law  
 

β)()( cpppP −∝ , if p-pc << 1.  (1) 

 
In the case of uncorrelated 3D percolation problem, the 
exponent β = 0.41 [11]. Due to the fact that β < 1, the growth 
rate of the P(p)-curve for p ≈ pc is almost infinite. This is 
opposite to what has been observed in our case: there is a 
moderate, or almost a vanishing initial growth rate of the P(p)-
curve, see Fig. 6. Such a behavior corresponds to  β > 1. The 
departure from the value β = 0.41 can be again related to the 
long-range correlations. In the region where p exceeds 
considerably pc, the cluster density P(p) grows nearly 
proportionally to p (note that the similarity of this plot to that 
of the conductivity vs. p plot of a random conductor network 
[11] is just a coincidence). Calculations show that with 
growing p, the contributions of  the densities of the dead ends 
and of the backbone to the growth of the infinite cluster density 
are almost proportional (the coefficient of proportionality is 
1.06, R2 0.997). One can speculate that in the regions 
corresponding to such large values of p, the field density values 
are lower and hence, these cells do not make a significant 
contribution to the global conductivity.  
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Fig. 6. P(p) vs. p plot at different mass ratios. 

 
In the case of random resistor networks with high 

conductivity variance, the global conductivity is related to the 
bottleneck conductivity (the conductivity corresponding to the 
density level dmax-∆d). This value is controlled by the 
parameter ӨT. Empirically, we observed a power law: the 
macroscopic conductivity is proportional to ӨT

µ
, with μ = 3.70. 

Further studies are needed to derive such a dependence from 
the basic principles.   
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The dependence of the percolation parameters on the 
doping level is shown in Tab. 2. Note that the doping level is 
here defined as the number of Sc beads per one T bead, i.e. the 
change of the doping level leads to the change in the topology 
of the Hc mesomolecule (see Fig. 2. The topology enters in 
various ways into the free energy functional F[ρ] [16]. This 
results in the shift of the conducting window to slightly lower 
values of the density (for a constant value of ӨT). However, the 
density histogram is dominated now by a more narrow range of 
densities, see Fig. 7. This is caused by an increasing 
crowdedness of the T beads on the Hc mesomolecule.  
 

TABEL II 

THE RESULTS OF THE CALCULATIONS: THE EFFECT OF THE DOPING LEVEL 

(PEDT/PSS MASS RATIO 1 : 2.5)1) 
Doping level Item 
0.34 0.5 0.64 0.75 

Δd 0.578÷0.707 0.523÷0.643 0.499÷0.580 0.489÷0.557 
pc 0.121 0.116 0.0955 0.123 
P(p) x 10-2 2.87 3.36 1.23 1.71 
P(p) b x 10-3 12.6 9.2 5.92 5.8 

1) See also Tab. 1. 

 

 
Fig. 7. The density distribution curves 1, 2, 3, 4 at the doping levels 0.25, 0.34, 
0.50 and 0.75 respectively. 

 
 The percolation parameters are only slightly affected by 

the doping level (except P(p)b values). In practical applications, 
the doping level values 0.25 to 0.33 are typically used; these 
are expected to be optimal, i.e. above these values the 
saturation level is reached. (in an polyacetylene this value is 

about 0.1[8]) Interestingly, we observe the minimum 
efficiency of the backbone at the doping levels 0.34 – 0.5. 

The doping introduces the charge carriers into the 
electronic structure, and this problem is beyond the reach of the 
current approach. 

Note that with respect to the interaction parameter values, 
certain insensitivity is observed. Throughout this report, we 
have used χRT values −1.4 for the T-Sc electrostatic attraction, 
and +5.0 for the repulsion of all the other beads. In some  
experiments, the attraction has been varied up to −5, without 
detectable qualitative changes. Further increase up to −12 leads 
to P(p) = 0.0337, i.e. nearly the same result as in the case of the 
standard interaction parameter values; however, there is a 
considerable growth of the pc and P(p)b values, by a factor of 2 
and 4, respectively. Note that the simulation quality has been 
estimated by the smoothness of the free energy minimization 
curve (it should be without any kinks in the observed interval).  

In order to analyze the conductivity enhancement via 
modifications and annealing [17_20], our approach needs 
modifications. Our preliminary full atomistic simulations show 
that one of the possible mechanisms of the solvent effects is the 
screening mechanism. 

In the light of recent refinement of the generally accepted 
grainy morphology of the PEDT/PSS complex [21] of a 
specific interest is the treatment of the temperature-dependent 
percolation behavior in the lateral (parallel to the surface of the 
substrate) and perpendicular directions separately. By 
definition  in this report we have demonstrated the presence of 
percolating pathways in the lateral direction, i. e. in the plane 
of the film in which the conductivity is the highest one.   By 
the way, in our previous simulation study a highly oriented 
morphology  has been demonstrated in the simulations where 
PEDT-carrying PSS chain has been modeled as an alternating 
copolymer. (see fig. 5 in [9]).   

Finally, the calculation of the absolute values of the 
conductivity is beyond the reach of the current approach, and 
remains as the general  challenge for further studies. 

 In this report the thin film of the PEDT/PSS complex has 
been modeled as a correlated random network of conductors 
with a large conductivity variance. The application of the 
percolation concept allows us to elucidate the dependence of 
the electrical conductivity on the morphology in a broad range 
of the PEDT/PSS mass ratios at a constant doping level. 

 
CONCLUSION 

The morphology of the thin film of the PEDT/PSS complex 
generated by the MesoDyn simulation code has been treated in 
the framework of the percolation concept. The main parameters 
of the correlated conducting network have been calculated for 
the range of the PEDT/PSS mass ratio from 1/1.4 to 1/20; the 
effect of the doping level has been evaluated as well. 
Estimating the percolation parameters proved to be useful and 
allowed us to obtain new insights into the percolation behavior 
of the PEDT/PSS complex.  
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   Abstract: The impact of cognitive styles preference and of 
achievement motivation on the intensity of selected barrier 
perception in on-line learning was tested on 234 university level 
student sample. The results of the research don’t indicate 
statistically significant correlations between the achievement 
motivation and on-line learning barriers perception. The results 
also show very low correlation between the analytic-intuitive and 
category width cognitive styles and on-line learning barrier 
perceptions. The results indicate that students perceive limited 
opportunities to communicate face to face with classmates and 
the teacher as a barrier to on-line education. Students also 
perceived the typically text based study materials and on-line 
activities as potential barriers to on-line learning.  

 
I.INTRODUCTION 

 
Despite of the spread of online courses at universities, there 

is a continuing lack of research in the psychological aspects 
of online learning. This fact inspired us to carry out research 
on the pedagogical and psychological aspects of online 
education. We focused our attention on the possible impacts 
of cognitive styles and of achievement motivation on selected 
barriers perception in online learning. We selected two 
dimensions of cognitive style (analytic-intuitive, category 
width) which entail social, information perception and 
acquisition elements. All three characteristics are used as 
predictors of academic success. Based on the literature review 
and personal empirical experience we identified five 
categories of potential online learning barriers: technology, 
online communication with teacher, online communication 
with peers, electronic text based study materials and online 
learning activities. 

  
We formulated research hypotheses focused on finding the 

relation between the intensity of barrier perception in online 
learning and two dimensions of cognitive style - Category 
width and analytic-intuitive dimension of cognitive style. 
Category width is characterized by broad and narrow 
categorization. Broad categorizers prefer greater 
independence, freedom and variety of experience. Narrow 
categorizers are more successful at tasks which require 
detailed or analytical skills [2]. Analytic-intuitive cognitive 
style is measured on two dimensions. Analytic preference is 
typical for precision, high performance, discipline, 
conformity and focus on detail. Intuitive preference is 
characterized by preference for social interactions and 
cooperation, lack of discipline and tacit approach to problem 
solving [3], [4].   

Next group of hypotheses focused on the impact of 
achivement motivation on the barrier perception. 
Furthermore, we formulated research questions that were 
aimed at identifying the intensity of barrier perception and 
possible differences between the sample groups.  

 
II.METHOD 
 

We hypothesized that intuitive students would perceive 
the limited opportunities for creating real social contacts in 
online learning as barrier more than their analytic 
counterparts. Moreover, we assumed that intuitive students 
would perceive the structured text based materials as barrier 
more than analytic students. Similarly, we presupposed that 
broad categorizers would perceive the communication and 
didactical limitations of online education more intensively 
than narrow categorizers. The achievement motivation 
characteristic was assumed to have a negative relation with 
the barrier perception intensity. 
 

We created an Online Barriers Questionnaire (OLB). The 
OLB is an 18-item questionnaire measuring the intensity of 
particular barrier perception on the level from Level 1 (no 
barrier), Level 2 (mild barrier) to Level 3 (extreme barrier 
that prevents the student from further participation in the 
course.) The items were divided into 5 categories (table 1). 
 

TABLE I 
Categories of online learning barriers 

Category  Barrier description  Barrier description Barrier description 
Technology Use of keyboard Use ICT as the only 

tool for learning 
Reading from the 
screen 

Communication 
with instructor 

Scarce communication 
with the teacher (less 
than twice a week) 

Delayed feedback 
from the teacher 

Communication 
channels limited to 
email and discussion 
forum 

Communication 
with classmates 

Limited possibilities to 
communicate with peers 

Limited opportunity 
to compare the 
knowledge with peers 

Communication 
channels limited to 
email and discussion 
forum 

Study activities Limited variability of 
study activities 

Ambiguous 
instruction 

Frequent interruption 
in studying 

Study materials Only text based 
information 

Rigidity and amount 
of theoretical 
information 

 

 
We distributed OLB together with the Slovak versions of 

the Achievement Motivation Questionnaire (DMV) [1]; the 
Category Width Questionnaire (CW) [2]; Cognitive style 
index (CSI) [4]. (All in Slovak version).  The questionnaires 
were distributed by email or personally. The anonymity of 
participants was protected. 

We distributed the set of questionnaires to 425 Slovak 
university students. The return rate was 55%. That means that 
the research sample counted 234 university students (155 
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women and 119 men, the average age was 22.7). 175 students 
were students in face-to-face format (AM=21.59, SD=0.13) 
and 59 students studied online (AM=24, SD=0.23).  

All students were informed about online learning process 
in detail before we administered the questionnaires. The 
collected data was statistically analyzed. We used Pearson’s 
correlation coefficient r to find the relationship between two 
quantitative parameters. We used regression analysis for 
checking the influence of random variables.  Arithmetic mean 
and group median were used for description of barrier 
perception intensity. Standard deviation was used for 
revealing the inconsistency of variables.  

 
III. RESULTS 

 
Based on the statistical analysis, we arrived at the 

conclusion that the chosen personality characteristics had 
insignificant impact on barrier perception. These results 
contradicted the hypotheses. We have found out that the 
preference of cognitive styles on the category width and 
analytical-intuitive dimensions were not associated with the 
intensity of particular barriers perception. Similarly, the level 
achievement motivation had no impact on barrier perception.  
Despite the fact that our research did not show a link between 
the two dimensions of cognitive style (analytic-intuitive and 
category width), we still think that other dimensions of 
cognitive style and learning styles may have impact on 
learning on-line.  

Investigating the intensity of particular barrier perception, 
research results have shown that students do not perceive the 
technology as a barrier in their learning online (AM=1.287, 
SD=0.54, n=234). Students perceived the online learning 
activities (AM=1.82, SD=0.75, n=234) and material presented 
in electronic format (AM=1.71, SD=0.78, n=234) as mild 
barriers. The frequent interruption of learning and working on 
assignments was also perceived as a mild barrier (AM=2.132, 
SD=0.761, n=234).  

Barriers that were related to the social aspect of online 
learning were perceived as significant obstacles to learning. 
Delayed feedback was perceived as higher than a mild barrier 
(AM=2.329, SD=0.822, an=234) by 55.6% of students. The 
limited frequency of contact with the teacher was perceived 
as medium barrier (AM=2.034, SD=0.799, n=234).  

Students perceived the limited possibilities for 
communicating with peers as above mild barrier (AM=2.260, 
SD=0.778, n=234) as well as the limited possibilities for 
comparing the knowledge with peers (AM=2.137, SD=0.801, 
n=234). Comparing the intergroup differences, we have found 
differences in barrier perception between the group of face-to-
face and online students. The significant differences were in 
perceiving the limited possibilities for comparing the 
knowledge with peers (face-to-face students AM=2.38, 
SD=0.79, n=175; online students AM=1.91, SD=1.91, n=59). 
The difference is probably caused by different preferences for 
social contacts between the groups.  

We have also found a difference in the perception of large 
amount of theoretical information as barrier in learning online 

(face-to-face format: AM=2.14, SD=0.85, n=175; online 
students AM=1.72, SD=0.66, n=59). We assume that this 
difference was caused by greater experience of online 
students who are prevailingly employed and find it easier to 
apply the theory to real life situations. 

 
Based on the results, we can say that information 

communication technology is not the crucial element that 
influences the quality of online education. Students in our 
sample perceived the social (limited contact with classmates 
and the instructor), communication (limitations of 
communication transmitted by ICT) and didactical (limited 
variety of study activities and materials) aspects of online 
education as potential barriers in learning. Because these are 
important findings for online education we carried out 
additional research. We approached 80 online students with 
a questionnaire containing open ended sentences. The 
analysis of their answers confirmed previous findings. 
Students perceived passive learning activities, invariable 
study literature, limited possibilities for communication and 
contact with teacher and classmates as the key obstacles i.e. 
disadvantages of online education. 

 
IV. DISCUSSION 

 
The results of the research implied the need for creating 

set of pedagogical principles applicable for online learning. 
We have come up with 6 principles of online pedagogy: 

• Assure and guarantee frequent and regular contact 
between the teacher and students as well as among 
students. 

• Develop reciprocity and cooperation among students. 
• Provide students with prompt positive feedback. 
• Create positive and supportive learning environment. 
• Respect the diverse talents and learning styles in 

creeating the learning activities and materials. 
• Provide students with clear and high expectations 

from the beginning of the course. 

These principles or recommendations should enable 
teachers to create online learning environment that would 
enhance communication among the participants, group work, 
productive cooperation among students and consequently 
creating positive relationships and atmosphere. We suppose 
this can contribute to enhancement of the online learning 
process.  

 It is apparent that online education will be employed even 
more extensively in the future as either university education 
or as a mean of lifelong learning courses. The advantages and 
potential of this form of education are advertised in most of 
the professional literature focusing mainly at the technology 
and administrative aspects. However, it seems necessary, and 
our research has proven this, to focus the attention at the 
limitations and barriers online learning endures. 
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V. CONCLUSION 
 

The research results show the necessity to focus attention 
on the limitations and barriers of online education. The 
scarcity of research focusing on psychological aspects of 
online learning is apparent. The research attempted to draw 
the attention of experts in education and information 
technologies to these aspects. Better generalization of 
research results would require a much larger sample of 
university students. Better validity of results could be gained 
by including students who dropped the online studies. Further 
research could also focus on cross-cultural differences. We 
also see an additional area for research by changing the 
research methodology and focusing on the impact of other 
personality characteristics on the online education perception. 
During the research we came across other areas that also need 
attention of experts in educations. For example, finding 
relevant answers to questions like: How do teachers perceive 
online teaching? Is online teaching suitable for all teachers? Is 
online education really suitable for all fields of academic 
studies? 

We hope that the research will contribute to the 
development of online learning based on human needs 
bringing principles of humanistic pedagogy to online 
education.  
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Abstract – In this survey article we chart the ethical 
aspect of information literacy and seek new ideas to 
develop its teaching. We also define the concepts of 
information literacy ethics, de facto ethics and 
mediation.  We outline the problems involved in 
plagiarism and self-regulation and present the best way 
to overcome the risks the information-flow by means of 
criticality and critical evaluation of the sources. 
 
Keywords – Information literacy, Teaching, Ethics, 
Plagiarism, Self-regulation, Evaluating sources, 
Mediation 
 

I. INTRODUCTION 

Standards for students’ awareness of information and IT 
ethics are defined in the 5th Information Literacy Standard. 
The standards involve data protection, copyright, 
plagiarism, netiquette, and research ethics in general. 
However, they are not the most important ethical issues 
regarding information. The core of information ethics can, 
in fact, be found from the 3rd Information Literacy 
Standard, where it is noted that an information literate 
student evaluates information and its sources critically and 
incorporates selected information into his or her 
knowledge base and value system. [1] 
 Critical thinking and evaluation of sources are an 
important part of all academic activities, and hopefully, of 
living in a society. Such thinking is encouraged by 
philosophy and it is a prerequisite for all changes and 
development. It is important in both science and life in 
general. This sets extensive requirements for all educators. 
 In this article, we discuss the relation of ethics to 
information literacy. Information literacy is central to the 
new media and the use of it, to information retrieval, and 
the ability to ”read media correctly”. The terms media 
literacy, and communication and information competence 
are also commonly used. 
 In the first section of this article (chapters 2-5) we are 
going to analyze the ethical background of this problem 
area. That is why we are discussing phenomena like the 
ethics of the virtual world, de facto ethics, anonymity, and 
mediation. We are arguing that people’s opinions on the 

right and wrong in the virtual environment are in contrast 
to those in the real world. Plagiarism is also treated as 
some kinds of evil, an example of bad behaviour.  
 Is it possible to improve this behaviour? The authors 
argue that information literacy contributes to not only 
individuals’ knowledge and critical attitudes, but also to 
the functioning of societies and values such as democracy. 
  In the second part of this study we are going to present 
in general terms some ways of improving the ethical side 
of information literacy. The titles of these chapters are self-
regulation, edification and critical evaluation of source 
materials. 
 Self-regulation is one answer to the problem of 
plagiarism. Edification, which best suits the content 
requirements of teaching information literacy, is another 
essential way of improving the operation of information 
systems. Edification should, however, be of the kind where 
students understand the advantages they gain from it. As a 
result, the students should gain insights or a self-reflective 
attitude towards problems, so that they would be equipped 
to act ”ethically correct”.   
 All the authors of this paper are employees at different 
academic institutions. The authors (MA Marja Mikola, 
PhD Olli Mäkinen and MA Susanne Holmlund) both teach 
and plan information literacy education. 

II. THE MORAL AND SOCIAL ISSUES OF INFORMATION LITERACY 

Ethics is the study of individuals’ moral conduct and its 
grounds. Moral includes individuals’ and society’s 
culturally bound conceptions of what is good and bad and 
what is right and wrong. For morals to exists, individuals 
must have internalized these conceptions—whether 
borrowed, inherited, or independently derived. 
 Originally the word ethics (ethos) had two meanings. 
The first meaning originally referred to complying with the 
customary ways in dealings between Athenians, slaves, 
and foreigners. When accepted manners were followed 
schematically, the actions were deemed ethically correct.   
 Ethics also had another meaning. Individuals do not act 
ethically right until having weighed the meaning and 
implication of their actions and having arrived at the 
conclusion that the action is either ethically correct or 
incorrect. Often ethics is seen as a metalevel of morals—
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ethics supports morals. Ethics is therefore the theory of 
morals. 
 Birgitta Forsman concretizes the difference between 
ethics and morals using an example that both refer to 
expertise, one to linguistics, the other to political science. 
Everyone knows how to use a language, although not all of 
us are necessarily able to explain our language use by 
means of grammar. Contrastingly, such task is easy for a 
linguist. [2] 
 In the problematic area between information literacy and 
ethics, the role of the educator becomes a very important 
one. When we speak of edification or education and when 
educational institutions increasingly invest to self-directed 
learning, students should be able to realize the benefits that 
ethically right actions offer. If students realize this by 
themselves, the educators have got their message across 
effectively. Here a reference to the previously presented 
second meaning of ethics can be made, wherein 
consideration and self-reflection is required of the actor. In 
this case, educators and teachers must have characteristics 
typical in Socratic Maieutics. An educator’s role is to 
”guide a student to the correct information”. 
 The connection between actions and functionality can be 
established using various different philosophical 
explanation models. According to Jürgen Habermas there 
is a communicative void in the society. He says that the 
more people and institutions communicate in a society, the 
more efficiently democracy works [3 
 Based on these arguments, it can be said that the 
relationship between information literacy and ethics can be 
studied in the light of Habermas’ communicativity. 
Information literacy contributes to not only individuals’ 
knowledge and critical attitudes, but also to the functioning 
of societies and values such as democracy.  

 

III.  ETHICS IN VIRTUAL ENVIRONMENTS: MEDIATION 

 
 How does virtuality differ from the real world? In the 
virtual world, we are only partially present. It is an 
alternative environment (world) or consists of an indefinite 
amount of alternative worlds. The virtual world can also be 
defined as an escape from reality: individuals use 
technology to create images that, at least for a while, 
become substitutes for reality. The philosopher Timo 
Airaksinen says that human beings loose humanity in the 
Internet and, therefore, also their gender  [4]. According to 
Airaksinen, the key words of virtuality are alone, safe, and 
without responsibility—in other words, beyond ethics. 
This means receding from humanity, if ethicality, acting as 
an ethical creature, is seen as a part of the definition of 
being human. In the light of Airaksinen’s thoughts the 
ethical part of teaching information literacy greatly needed.  
 Mediation is an instrument where messages, discussion, 
discourse, and behaviour are becoming more and more 
conceptual and abstract and have an effect on our social 
being. [5]  

 Jean Baudrillard claims that mediation accelerates, 
because of the quick shift to virtuality or hyperreality. He 
pessimistically describes the effect of communication 
technologies on the human experience of reality. We do 
not meet each other face to face any more, but in different 
virtual environments. This has certainly both alienated us 
from traditional ethical decisions and at the same time 
brought about new ways to make choices [6] [7]. 
According to the idea presented by Introna [8] electronic 
mediation is inducing a sense of hyperreality into our 
world and thus vitiating our ethical sense of being. 
  Our life is changing towards a more abstract direction. 
Mediation is an obligatory mode that controls our lives and 
ever-increasing complexity in society (the world), and 
transforms and changes our life-world. 
 Mediation has an influence on different everyday social 
and commercial practices and virtual environments. 
Distance learning is used to respond to the challenges of 
life-long learning. In distance learning, virtual learning 
environments are used to rationalize and standardize 
education. Virtual learning may cause alienation and 
estrangement, when the traditional social contacts are 
missing. But it also has its advantages. [9] 
 Also anonymity provides a possibility to avoid 
responsibility. Moral obligations are generally tied to the 
persona. Appearing anonymously has traditionally been 
related to those who do not ”stand behind their words”.  
When online, we can use pseudonyms, be anonymous.  
 Anonymity has been a standard which Internet users 
take for granted. Anonymity has been so valuable that it is 
regarded as a basic right in the Internet. It is also used in 
some applications in distance learning environments. 
Anonymity protects privacy, but it also has disadvantages. 
It is very likely that the possibility to operate anonymously 
has a negative effect on the individual’s behaviour on the 
Internet. Physical presence and familiarity apparently 
reduce undesired behaviour, while physical distance and 
anonymity increases it. This most certainly affects the 
development of the rules which are generally used on the 
Internet. Wallace, for instance shows, referring to 
numerous classic studies that our behaviour differs greatly 
in such situations [10]. 
 

IV.  DE FACTO ETHICS 

 
According to pragmatism, values are continuously tested 
against reality [11]. Rosenthal says that pragmatism does 
not accept any permanent values, and therefore it is 
suitable for describing virtual ethics and reality. Usually 
development in value hierarchies is slow, but sometimes it 
is surprisingly fast. Pragmatism is also based on scientific 
optimism [12], where it can be said that pragmatic ethics 
reflects advances in IT. 
 A common principle applies on both Internet and 
information technology in general. As soon as a new 
technology is introduced, everyone is eager to utilize it as 
quick as possible. There are no significant attempts to 
create standards to follow, and instead, solutions created 
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by one vendor will quite soon become “de facto 
standards”. Applications are accepted by the general public 
without being officially defined and accepted, because the 
latter would take too long. 
 Similar de facto practice appears to exist in moral issues 
concerning the Internet. Moral codes are being shaped and 
introduced taking only pragmatic issues into account. 
Actors are everything but professionals. A new moral is 
being created on the Internet constantly; new virtual 
communities are being born all the time, and these form 
rules and practices which depart greatly from commonly 
accepted ethical codes of societies. From an ethical 
viewpoint, this phenomenon is interesting—it appears that 
everything takes place faster on the Internet. Pragmatism is 
a suitable way for describing the development of the 
Internet and all de facto practices that are being measured 
based on their suitability alone. 
 

IV. PLAGIARISM 

When speaking of research ethics and unethical actions, 
plagiarism is often the first problem that comes to mind. It 
has increased rapidly, and information technology and its 
development does play a part in this trend. In Sweden 
cases related to plagiarism increased with 90% from 2002 
to 2003. [13] 
 Plagiarism denotes using material or thoughts produced 
by someone else without giving credit to the person who 
originally produced the material. Plagiarism in actual texts 
is often difficult to define, because science is 
accumulative. All knowledge is to some extent based on 
previous research. There are also different levels of 
plagiarism ranging from mild to coarse. [14] 
 Transferring information to digital form has accelerated 
misuse and copying. At the same time, tracing plagiarism 
has also become easier. Internet is filled with digital 
information and rewriting it or revising it is relatively easy. 
By copy-pasting, a person can effortlessly compose a 
plausible essay in ten minutes, without having to read a 
single page of source material. According to Fedler, close 
to  80 % of all students have in one way or another came 
into contact with cheating. [15] 
 The best remedy against plagiarism is certainly 
edification. In practice, more attention should be paid on 
both research ethics and information literacy education.  
 The effortless copying and modification of information 
does not only have an impact on information as such, but it 
also has ethical consequences. The way people look at 
source criticism, and producers’ and creators’ rights, is at a 
turning point. Even though scientific information is always 
public, digitalization has turned it into a kind of over-
public property, which is easy to steal and then publish in 
one’s own name. At the same time, a shift in attitudes can 
be found: information is no longer viewed as someone’s 
property, but as general information. This contradicts with 
the fact that information has become the most important 
production factor. 

 The supply of information available in digital form is 
rapidly increasing. The amount of information doubles 
every three years, and it is presented in electronic form at 
some point.  

The interesting question is: does the increase of 
information affect its value or content? Usually a product’s 
value decreases, if its quantities increase.  
 
 
V. SELF-REGULATION 
 

 Self-regulation refers to situations in which actors 
spontaneously create rules and boundaries for their 
activities. The purpose of self-regulation is to improve or 
optimize activities. As a concept, self-regulation is the 
opposite to legislation: legislation is practiced by a state or 
communities consisting of several states. [16] What then 
does self-regulation mean in practice? Let us present one 
example: 
 The Danish newspaper Jyllands-Posten published 
caricatures of the Islamic prophet, Muhammad, on the 30th 
of September 2005. In Islam, regardless of denomination, 
there prevails a so called ban on pictures, aniconism. 
Jyllands-Posten declared that the motives for publishing 
the caricatures were a reaction against self-censorship, 
resistance against the constraints on freedom of speech in 
the Arab world, and in addition, the newspaper wanted to 
bring attention to the attacks on artists in Holland by 
Muslim extremists.  As we know, the effects of publishing 
the caricatures were far-reaching. The Finnish and Swedish 
press, however, practiced self-regulation or self-
censorship, as it was expressed in some circles. [17] 
 Self-regulation in information processing refers to those 
voluntary actions by which unrestricted activity in e.g. 
information networks are ensured. In a rapidly developing 
information environment, everything can not be legislated 
and there is no reason to do so, but the actors employ self-
regulation instead. 
 There is a great demand for self-regulation. It has 
repeatedly been presented a prediction in which the 
Internet collapses, the reason being, not shortcomings of 
information technology or insufficient teleinformatic 
resources, but content related problems, such as viruses 
and spam. It has been said that preventing them is very 
difficult and that self-regulation and edification are the 
only weapons against unwanted content.  
 There are many activities on the Internet that are 
possible only with the help of self-regulation. The 
production of open source software requires a community 
in which the members act freely and altruistically for the 
benefit of the community. The network can also clog, if it 
is used too much, as transferring files consumes its 
capacity.  
 Usually a group that functions well creates its own 
practices in due time and the need for interference of 
supervisors lessen. The group becomes independent. The 
internal regulation of the Internet also creates an unseen 
control. Most chat rooms file all comments, which, 
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including the participants’ email addresses, are searchable. 
The operators also have the possibility to close down the 
chat room or to terminate a troublemaker’s contract.  
 Netiquette is derived from the words network and 
etiquette. It refers to the norms of conduct on the Internet 
or behavioural rules of an information network. Netiquette 
advises what is correct and tactful when communicating by 
email, in chat rooms, or news groups, and what is right or 
wrong in advertising or commercialism on the Internet. 
There is no single netiquette approved by everyone, but 
several collections of codes regarding behaviour on the 
Internet exist. Every active chat room, social utility, and 
role playing game has its own set of rules.  
 Netiquette is one of the best examples of self-regulation. 
In a manner of speaking, it brings self-regulation to an 
individual, to a personal level, on which Immanuel Kant 
(1724-1804) founded his ”universal moral law”. Kant 
made people repeatedly ask themselves what would 
happen to the world if everyone acted like they do? It is 
easy to draw the conclusion or make a maximum or a 
universal moral law on this mind game. If I steal, stealing 
should be permitted for all and everywhere, if I read 
someone else’s emails without permission, the same right 
should be given to everyone etc. 
 

VI. CRITICAL EVALUATION OF INFORMATION SOURCES 

 
Criticality is often associated with challenging or asking 
critical questions: why are we acting or thinking in a 
certain way, could we not act or think differently? On one 
hand, a critical thinking process must be able to present 
alternatives in order to create something new. Criticality 
can therefore be described as an attitude that does not take 
the present state for granted, but subjugates it to 
evaluation, asks for reasons and possible alternatives. On 
the other hand, criticality can be understood as a kind of 
meta-cognitive skill, which concerns processing and 
analysing information, especially when evaluating the 
fundamentals of prior information.            

Criticality requires creativity, conation to know, and 
autonomy. Creativity is the prerequisite for criticality, 
independent imagination is required, so that people not 
only adapt existing views, but see beyond them and find 
new possibilities. Independence is therefore essential for 
criticality.  A prerequisite for advanced cultures is that 
people’s thoughts are not subdued.  
 The general aim of pedagogy is to guide towards 
criticality. In the western society, criticality is a central 
cultural ideal. Education should develop individuals, so 
that they become critical towards intellectuals and social 
systems.  Accordingly, the requirements of criticality are 
primarily defined in the objectives of higher education, 
where it is emphasized—among other things—that 
students must understand the basic concepts, information 
landscape, and methods of their own discipline. They have 
to learn to analyse, evaluate, and apply information of their 

own field. They have to become independent, critical, and 
creative information retrievers and users, who develop 
themselves continuously. Becoming a critical thinker 
concerns not only those who are aiming for an academic 
career. The inevitable consequence of tasks and the 
constantly changing information related to them is that 
continuous learning and reflection becomes inevitable in 
practical professions as well. [18] Critical thinking will 
continue to be central in working life also in the future—a 
completely different matter is, whether it is even possible 
to observe critical thinking in work life, because an 
employee with independent thoughts and values is a 
challenge to the work community as a whole. [19] 
 The concept of criticality as an element of the new 
(information) literacies is clearly linked to critical thinking 
skills, and from a communication’s perspective, to the 
tradition of edification. In other words, criticality is 
connected to information retrieval and critical evaluation 
of information sources, as Donald J. Leu et al. explain. The 
fundamental motive is to manage information flows and a 
clutter of political, ideological, or financial messages from 
open networks that have to be critically analysed. [20] 
  David Bawden  thinks that critical attitude towards 
information includes the following five components [21]: 
1) Separating the information from facts. 
2) Understanding what type of an information source is in 
question and under what premises it has been produced. 
3) Evaluating the usability, topicality, accuracy, and 
consistency of the information  
4) Readiness to continue a query when the first search 
result is not satisfactory  
5) Critical attitude towards results achieved by information 
retrieval technology. 
 

VII. EDIFICATION  

 
The connection between edification and the information 
literacy project is self-evident. One could say that the 
aspect is pragmatic. When individuals and the community 
act ethically right, the actions are both just (ethically good) 
and effective (qualitatively good, measurable). 
 Due to this, information literacy projects are 
continuously launched, not only in Finland but all over the 
world. Edification and information literacy education is 
also important for the citizens from a legal protection 
standpoint; we see more and more public services online as 
time advances and especially the elderly and the 
handicapped no doubt are in danger of ending up in the 
digital gap. Guaranteeing them service (knowledge, 
instruments) is an ethical question. 
 Communality is a virtue in today’s society. Teams are 
becoming increasingly common in work communities. It is 
considered self-evident that the results of teamwork are 
more extraordinary than when all employees are working 
independently.  But teamwork is not successful, if no 
appropriate rules exist. Ethics can be based on satisfying 
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communal needs, and if applied as information literacy, it 
means taking cognizance of all parties. 
 Self-regulation, or the ethically correct actions that 
appear in the information literacy standards, are to a great 
extent questions of self-reflectivity or self-realization. 
Understanding and internalizing complex information, 
regulations, or lingos is easy to no one. For example, 
copyright laws are constantly changing and are—in the 
minds of the citizens—open to interpretations (even though 
it is actually more or less unambiguous). This is where 
information literacy education comes in.  
 The preliminary research done in Tritonia shows that 
after receiving education in ethical issues in information 
literacy, the students knew that plagiarizing is wrong and 
that it consists of a complex process where several parties 
suffer—including the plagiarist [22]). The purpose of the 
research was to evaluate and develop the information 
literacy education given at Tritonia. 
 A sample of 80 students from the first year students at 
Vaasa University were interviewed about their attitudes 
towards plagiarism using a before/after method in the 
autumn 2004. The same questions were posed before and 
after a lecture on research ethics. The respondents were 
given the opportunity to express their attitudes toward e.g. 
file sharing in their own words.  
 After the lecture, the respondents clearly had a deeper 
understanding about acting in a network, in a collective 
environment that is, where unethical actions also affect the 
situation of other actors. When it comes to plagiarism, also 
fairness and justice are in question. The students 
understood that plagiarism damages both commercial 
quarters (publishers) and information producers (authors, 
researchers), who all loose something in the process 
 

VIII. CONCLUSION 

 
In this study, we have analyzed and evaluated ethics in 
connection to information literacy and use of information, 
including information retrieval and information processing. 
According the Information Literacy paragraphs, 
information literate students should be able to critically 
evaluate information and its sources and be able to 
incorporate chosen information into their own knowledge 
base and value system. The paragraphs also involve and 
regulate data protection, copyright, plagiarism, netiquette, 
and research ethics in general. 
 The aim of this article has been to demonstrate how 
ethical aspects become increasingly important in 
information environments. Theft, fraud, and plagiarism are 
threatening the information society’s functioning.  
 Information literacy contributes in many ways to the 
functioning of our society. Information literacy can, in 
general terms, be seen as tuning certain processes. From 
this view point, it also appears to be about effectiveness. It 
can be argued whether or not efficiency is ethically 
valuable—it often leads to burn-outs, impersonality, 

unemployment, and monotonous work. Effectiveness does 
not go hand in hand with ethical goodness. 
 Another negative aspect connected with effectiveness 
and information literacy is mediation. By means of 
mediation, messages, discussion, discourse, and behaviour 
are becoming more and more conceptual and abstract, and 
that affects our social being. As a result of mediation, there 
is no first-hand experience of reality; everything is 
constructed, and in virtual reality, we have receded far 
from real life. Mediation affects our capability to make 
independent ethical decisions.  

In distance learning, for instance, virtual learning 
environments are used to rationalize and standardize 
education. Virtual learning may cause alienation and 
estrangement, when traditional social contacts are missing. 
We have pointed out in this article that mediation leads to 
impersonality or “facelessness”.  
 The main focus in this study has been to develop and 
map different kinds of concepts and actions that exist 
behind “information literally good ethical conduct”. We 
have interlinked information literacy with moral and 
ethical issues. The role of educators becomes very 
important in that area. When edification or education are in 
question and when educational institutions increasingly 
invest on self-directed learning, students should be able to 
realize the benefits that ethically correct actions offer. This 
is especially important when using information networks. 
The functioning of a network depends on its users’ ability 
to understand the connection between correct actions and 
functionality. If students realize this by themselves, the 
educators have got their message across effectively. 
 The improvement of information literacy contributes to 
not only individuals’ knowledge and critical attitudes, but 
also to the functioning of societies and values such as 
democracy. 
 As a result, the ethics of the information age differ from 
traditional ethics. In the third chapter, we introduced the 
concept of de facto ethics, referring to pragmatism in 
which values are continuously tested against reality. We 
have set ethical change against technical development in 
general. As soon as a new technology is introduced, 
everyone is eager to utilize it as soon as possible. There are 
no significant attempts to create standards to follow, and 
instead, solutions created by one vendor will quite soon 
become “de facto standards”. A similar de facto practice 
appears to exist in moral issues concerning the Internet. 
Moral codes are being shaped and introduced taking only 
pragmatic issues into account. Actors are anything but 
professionals. A new moral is being created on the Internet 
constantly; new virtual communities are born all the time, 
and these form rules and practices which depart greatly 
from commonly accepted ethical codes of societies. 
 We also introduced a serious ethical problem, namely 
plagiarism. As we stated earlier, ethical sensitivity has 
weakened, when people no longer meet others face to face. 
Plagiarism and other types of unethical behaviour have 
become easier. In Sweden, cases related to plagiarism 
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increased 90% between 2002 and 2003. We have also 
presented ways of preventing a range of unwanted, 
unethical conduct.  
 These remedies are criticality and critical evaluation of 
information sources, self-regulation, and edification. All 
these activities can be adapted easily for ethics of 
information literacy. Critical evaluation of information 
sources is the foundation of all science and is necessary for 
everyone living in this age of information flow and mass 
communication. Netiquette is a good example of self-
regulation, and edification is what education of 
information literacy can be called.  
 We have also outlined a problem which depends on and 
arises from the fast development in the information 
environments. Information has become the most important 
resource in the world. It is now less important who owns 
the means of production, for instance raw materials, 
factories, and railways, than it was in the past. The winner 
is the one who is in possession of or administrates the 
essential information, for instance patents, workshop 
drawings, and logistic chains. As a result, misusing 
information has increased. Survival in the middle of the 
information flow requires critical thinking and ability to 
evaluate a variety of information sources. Ethics and 
information intertwine, as we have highlighted, and all 
chapters of this article open gates to new, future studies. 
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Abstract- This paper reports the process of enhancing the 
instructional and design methods prescribed in an 
instructional design model for virtual reality (VR)-based 
learning environment. The study uses formative research to 
formatively evaluate the methods with the aim to generate 
hypotheses on how to improve the robustness of the model. 
The analysis of the data collected has revealed four principles 
that are hypothesized to be able to improve the model. 
 

I. INTRODUCTION 
Instructional design is a field that concerns with 

understanding, improving, and applying methods of 
instruction to bring desired changes in learner knowledge 
and skills [1]. The goal of instructional design is to 
produce a well-designed instruction that saves time and 
money as well as eases the learning process [2]. Indeed, the 
ultimate aim of any instructional design efforts is to create 
effective and efficient instruction. 

Reference [3] proposes an instructional design model 
for guiding the design of non-immersive VR-based 
learning environments. The model prescribes instructional 
methods to optimize desired instructional outcomes in 
learning environments that are enabled by the non-
immersive VR technology. Fig. 1 shows an illustration of 
the model that serves as a feasible and useful template to 
guide the design of VR-based learning environments. The 
macro-strategy prescribes instructional methods that 
concerns with the selection, sequence, and organisation of 
the subject-matter topics that are to be presented and the 
micro-strategy prescribes design methods concerns with 
the strategies for effective presentation of the learning 
contents. 

 
II.   FOCUS OF THE STUDY 

This study aims to employ formative research to 
formatively evaluate the instructional and design methods 
prescribed by model in order to produce hypotheses on 
how to improve the model. Hence, the specific objectives 
of this study are to:- 

a. improve an instructional design model for VR-based 
learning environment using the formative research 
methodology. 

b. hypothesize an improved instructional design model 
for VR-based learning environment based on the 
outcomes of the formative research. 

The overall study focuses on the enhancement of both 
macro-strategy and micro-strategy. Nevertheless, this 
paper focuses only on the enhancement of the design 
methods prescribed by the micro-strategy.  

 
 

 
Fig. 1: The instructional design model (Adapted from [3]) 

 
 

III. METHOD 
Reigeluth and Frick (1999) proposes formative research 

as a research methodology for developing as well as 
improving design theories (or models). Formative research 
is qualitative and iterative in nature. As pointed out by 
Richey and Klein (2007), the focus of formative research is 
to explicitly relate theory/model formation or improvement 
to the research process. Studies such as English and 
Reigeluth (1996), Kim (1994), Lee and Reigeluth (2003) 
have employed formative research to improve instructional 
theories or processes. 
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This study employs a formative research using a 
designed case (Reigeluth & Frick, 1999), in which the 
instructional design model is intentionally instantiated and 
then formatively evaluates the instantiation. The 
underlying logic of formative research is that, if an 
accurate application of an instructional design model is 
created, then any weaknesses that are found in the 
application may reflect weaknesses in the model, and any 
improvements identified for the application may reflect 
ways to improve the model, at least for some subset of the 
situations for which the model is intended (Reigeluth & 
Frick, 1999). This study relies mainly on qualitative data 
with limited use of quantitative data. 
 
Procedure 

Based on Reigeluth and Frick (1999), after selecting a 
design theory (or model), the formative research process 
continues by designing an instance of the model. A design 
instance refers to a specific application of the design 
model. In this study, the design instance was a VR-based 
learning environment for novice car drivers to learn about 
traffic rules and traffic signs. This is followed by the 
collection of formative data from the representative 
learners of the design instance via one-to-one evaluation 
sessions. The process then requires the collected data to be 
analysed. The intent is to identify and remove problems in 
the instance, particularly in the methods prescribed by the 
model as well as to reconfirm the appropriateness of the 
methods. Revisions made on the instance represent 
hypotheses as to ways in which the design model itself 
might be improved. This data collection, analysis, and 
revision process is repeated several cycles before tentative 
revisions of the model are proposed. 
 
Formative Data Collection Techniques 

The study employed one-to-one evaluation technique to 
collect formative data. One-to-one evaluation allows 
probing into the reactions and thinking of the each 
participant through think-aloud method. During the 
evaluation, the study incorporated guided interview to 
identify strengths and weaknesses in the design instance, 
explore improvements for elements in the design distance, 
explore consequences of removing elements from, or 
adding new elements to, the instance, and explore possible 
situationalities (ways that methods should vary for 
different situations).   

The study also involved each participant by 
interviewing him or her at the end of the evaluation 
session. This is also known as debriefing. The collected 
data was highly insightful and useful or at a minimum, 
they provided some hypotheses worthy of testing with 
subsequent participants and situations.  

The study also used observation to verify the presence 
of elements of the design model and to see surface 
reactions of the participants to the elements. To assist this 
observation process, the one-to-one evaluation sessions 
were audio and video recorded using the Noldus Observer 

system, which was a software package for collection, 
analysis, presentation and management of observational 
data. 

Having observation, think aloud and guided interview 
during the one-to-one evaluation session as well as 
debriefing at the end of the one-to-one evaluation session 
allow multiple methods of collecting data, which is a form 
of triangulation. The rationale of having such triangulation 
is to compensate the flaw of one method with the strength 
of another.  
 

Instruments 

This study involved the use of two sets of instrument. 
The interview question set guide interactions with 
participant during the one-to-one evaluation sessions. 
Debriefing question set provides an opportunity for 
participants to provide their additional feedback or 
comments at the end of the evaluation sessions. 
 
Elements of the Design Instance 

This study identified three variables of the design 
instance: navigation speed, environmental richness and 
collision detection. These three variables were chosen as 
they were the common features of a three-dimensional 
virtual environment.  

VR allows its user to perform real-time navigation 
through the three-dimensional virtual environment and this 
lead to the question on how fast the learner should be 
allowed to navigate or the preferred speed that will not 
inhibit the learning process. The study also looked into the 
effects of the complexity of the virtual environments as 
well as the system capability to detect collision in the 
virtual environment.  

The researcher manipulated these variables to 
determine the settings that were perceived by the subjects 
as user-friendly and/or help (or at least will not interfere) 
their learning process. The ultimate aim of manipulating 
such variables is to generate hypotheses that may refine the 
micro-strategy of the instructional design model.  
 
Variables 

A.  Navigation Speed 

In this regard, the study involved the creation of three 
learning environments to find out whether the speed 
differences were noticeable and the preferred speed if they 
were noticeable. With all other features being similar, the 
navigation speed for all the five virtual road scenarios 
available in the learning environments was set to fast, 
medium and slow respectively.  
 
B.  Environmental richness 

The study involved the creation of two learning 
environments. With other features being the same, one of 
the learning environments incorporated virtual objects, 
such as trees, buildings, bushes, lake, and etc. while 
another learning environment did not include all these 
additional virtual objects. The study is to find out whether 
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such differences are perceptible and the preferred 
environment if they are perceptible. 
 

C.  Collision detection  

The investigation into this variable involved the 
creation of two learning environments. With other features 
being the same, a learning environment possessed the 
collision detection feature while another learning 
environment allowed the learner to move through any 
virtual objects.  
 

Procedure 

For each variable, the study required every participant 
to explore the first virtual road scenario with the pre-
determined settings respectively. For example, in 
investigating the navigation speed, the subject used fast 
speed when navigating the first virtual road scenario and 
then repeated with medium speed as well as slow speed for 
the same scenario. If the subject was able to notice the 
differences and decided on his or her preferred setting, the 
experimenter terminated the use of the learning 
environments and proceeded to the debriefing session. 
Otherwise, the study repeated the evaluation with the 
subsequent virtual road scenario. Each variable involves 
three participants to reconfirm the findings.  
 

IV. FINDINGS AND INTERPRETATIONS 
 

Findings 

This section reports the findings of the one-to-one 
evaluation sessions and observations of the recorded 
sessions for a number of variables related to micro-
strategy. It then includes the interpretations of these 
findings. 

 
A. Comments and Observations 

The feedback obtained through the guided interview 
between the participants and the interactant during the one-
to-one evaluation revealed consistent responses for 
elements on navigation speed and collision detection while 
responses for environmental richness were inconsistent. 
All the participants of the navigation speed variable 
preferred the normal speed and all the participants of the 
collision detection variable were unable to note the 
difference between the ‘on’ and ‘off’ category.  

Recording done using the Noldus Observer System had 
revealed that fast navigation caused difficulty to navigate 
the car (out of control). Observation on the recording also 
showed that the presence or absence of collision detection 
did not seem to be noticeable. When the collision detection 
was turned on, a participant would not be allowed to 
navigate out of a road as some transparent blocks were put 
up to prevent such occurrence. However, when it was 
turned off, a few participants were observed to navigate 
along the road side. 
 
 

B. Debriefing 

The responses to the debriefing questions revealed two 
major issues. Participants raised their concern particularly 
on the type of input used to navigate and interact with the 
virtual road scenarios as well as the clarity of the image 
and text on the virtual traffic signs.  
 
Interpretations 

 
A. Navigation Speed 

The finding revealed consistent preference of medium 
navigation speed for navigating through the virtual 
environments of the learning environment. As it is unlikely 
to claim a standard preferred measurement for navigation 
speed, the consistent preference for medium speed used in 
the design instance points to the existence of a specific 
range of speed that is preferable in such navigation 
activity. Involving a few users in the design and 
development process of a learning environment will help to 
determine this appropriate range of speed. Thus, it is 
hypothesized that a principle of the micro-strategy is that 
appropriate navigation speed has be provided to enable 
accurate and easy navigation through the three-dimensional 
virtual environments.  
 
B. Collision Detection 

The finding also revealed that participants were unable 
to note the difference between virtual environments with 
collision detection and virtual environments without it. As 
the virtual environment is simulating a context that is 
available and observable in the real world, participants did 
not have the tendency to purposely collide with any virtual 
objects available in the virtual environment. This could 
possibly explain their inability to note the existence of the 
collision detection feature.  

The observation of the recording somehow points to an 
interesting inference. Although collision detection does not 
seem to be noticeable, depending on the context presented 
in the learning environment, the collision detection feature 
can be used as an intervention to avoid undesired 
misconceptions. In the earlier example, without collision 
detection, the virtual environment allowed the participant 
to easily navigate out of the road side. In this context, 
allowing the participant to navigate her virtual car partially 
out of a road might cause misconception if the learning 
environment did not provide any kind of intervention to 
explain that such navigation was actually against the rule. 
In such case, placing transparent block along the road sides 
with the collision detection being turned on, as in the 
virtual environment with collision detection, would help to 
prevent the participant from navigating out of the road. In 
line with this, it is hypothesized that detecting collision is 
not crucial in a virtual environment that simulates real 
world context. Nevertheless, detecting collision could 
sometimes serve as an intervention to eliminate or prevent 
erroneous understanding while navigating and interacting 
with a virtual environment. 
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C. Environmental Richness 

The inconsistency in the preference for environmental 
richness does not help to hypothesize additional specific 
principles for the instructional design model. These 
findings indicate the need for further investigations. These 
may include conducting a survey on a larger sample size to 
check whether there is a specific mode of preference for 
each variable and test whether there is correlation between 
the mode of preference and different situationalities, e.g. 
individual differences and context differences. Such further 
investigations may then help to derive additional 
hypotheses of principles for the micro-strategy. 
 

D. Input Type 

The debriefing session had uncovered input type as one 
of the major arising issues. Many reported difficulty in 
controlling the mouse for navigating through the virtual 
environments. This helps to hypothesize the need to have 
an alternative input type. This study can be further 
extended to include investigations to determine the most 
appropriate input type or the need to use additional 
navigational metaphor to cope with the missing dimension 
of the two-dimensional input devices used to navigate in a 
three-dimensional virtual environment. 
 
E. Clarity 

The debriefing session also raised the issues on the 
clarity of the images and text that appeared on the traffic 
signs used in the virtual road scenarios. Thus, another 
hypothesized principle of micro-strategy is to incorporate 
clear images and legible text into virtual environments, 
particularly if the learning environment emphasizes those 
elements.  

 
Hypotheses to Improve the Instructional Design Model 

The study has revealed four hypotheses related to the 
principles of the micro-strategy. The navigation speed 
principle suggests that VR-based learning environment 
should provide appropriate navigation speed to enable 
accurate and easy navigation through the three-dimensional 
virtual environments. The collision detection principle 
points such detection is not crucial in a virtual environment 
that simulates real world context. Nevertheless, detecting 
collision could sometimes serve as an intervention to 
eliminate or prevent erroneous understanding while 
navigating and interacting with a virtual environment. The 
findings on the environment richness variable are 
immature to lead to any hypothesis. However, debriefing 
sessions has discovered the need to identify a more 
appropriate input type than the two-dimensional mouse or 
to use additional navigational metaphor to cope with the 
missing dimension of the two-dimensional input devices 
used to navigate in a three-dimensional virtual 
environment. It also points to the visual clarity principle 
that emphasizes the incorporation of clear images and 

legible text into virtual environments, particularly if the 
learning environment emphasizes those elements. 
 
 
 

V.   CONCLUSION 
 

This paper reports the findings obtained via the 
manipulation of three variables; navigation speed, collision 
detection, and environmental richness, which are the 
common features of any three-dimensional virtual 
environments. It has successfully generated four 
hypotheses to enhance the micro-strategy of the model. 
Indeed, further investigations that include other application 
specific variables as well as the instructional methods 
prescribed in the macro-strategy are likely to provide more 
comprehensive insight into the generation of more 
hypotheses that could further enhance the robustness of the 
instructional design model. 
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Abstract- This paper presents H-Infinity static-output feedback 
controller implementation comparison results on an electro-
mechanical system test bed. In eletro-mechanical systems it is 
expensive and sometimes difficult to achieve and implement full 
state-feedback. Uncertainties in the electromechanical systems 
and the disturbances affect the performance of the optimal 
controller; controllers may require prescribed desirable 
structures as well. In this paper simplified necessary and 
sufficient conditions are revisited for static output-feedback 

control for a spring mass damper electromechanical systems. 
This paper shows implementation of a numerically efficient 
solution algorithm to solve coupled design equations to 
determine the H-Infinity output-feedback gain. No initial 
stabilizing output feedback gain is needed. Effectiveness of the 
proposed method is demonstrated through comparison of 
optimal output-feedback, H-Infinity output-feedback and state 

feedback implementation on spring-mass damper 
electromechanical system. 

I. INTRODUCTION 

H-Infinity control techniques and static output-feedback 

both are very rigorously research problems in Systems and 

Controls Community. Static output-feedback controllers are 

less expensive to implement and more reliable in practice. In 

particular, static output-feedback controllers can be employed 

as back up controllers, i.e. as controllers which are not active 

during the regular operation, but which are used in the case of 

faults. For this reason back-up controllers have to be as 

simple as possible [1]. Issues of importance to the design of a 

practical static output-feedback controller include (i) 

computational simplicity, (ii) operation solely with 

measurable quantities, and (iii) implementability in finite 

time. However, implementation experiences and results on 

industry like test beds have rarely been published in popular 

literature. In this paper we offer a design procedure which 

yields practical and implementable H- Infinity output-

feedback controller and addresses above issues. 

An excellent survey of static output feedback control is 

given by Syrmos et al. [20]. It is well known that the OPFB 

optimal control solution is prescribed in terms of three 

coupled matrix equations [16]. A sequential numerical 

algorithm to solve these equations is presented in Moerder 

and Calise [17]. This algorithm is extended and used for 

aircraft control design in [19]. An initial output-feedback gain 

is needed which is difficult to determine for practical systems. 

Some recent results address these issues; Jen Te Yu [23] 

provides a solution for the optimal static output-feedback 

problem in terms of two algebraic Riccati Equations plus a 

projective coupling condition. An Algorithm is presented that 

requires an initial stabilizing state feedback gain, which is 

easy to find using standard Linear Quadratic Regulator (LQR) 

methods. Yang and Moore [22] give an algorithm for static 

output feedback based on alternating projections. Output-

feedback stabilizability conditions that only require the 

solution of two coupled matrix equations are given in [21] 

and [14]. Some recent LMI approaches for OPFB design are 

presented in [10], [9] and [3]. These allow the design of 

OPFB controllers using, e.g., the MATLAB LMI toolbox [7]. 

However several problems are still open. Most of the solution 

algorithms are hard to implement and may have restricted 

solution procedures such as the initial stabilizing gain 

requirements.  

H-Infinity design has played an important role in the study 

and analysis of control theory since its original formulation in 

an input-output setting [24]. State-space solutions were 

rigorously derived for the linear time-invariant case that 

required solving several associated Riccati equations [4]. 

Later, more insight into the problem was given after the linear 

control problem was posed as a zero-sum two-player 

differential game [2]. An excellent treatment of design is 

given in [13], which also considers the case of OPFB using 

dynamic feedback. 

A solution to the static output feedback problem is given by 

Gu and Misra [11] for a restricted class of systems in terms of 

a single ARE and a related negative definiteness condition. 

Geromel and Peres [8] give a sufficient condition for a 

stabilizing static output feedback in terms of a single ARE 

with a free parameter matrix, plus a condition on the form of 

the gain matrix. A computational algorithm is proposed. 

Kucera and de Souza [14] provide necessary and sufficient 

conditions for stabilizing static output feedback control using 
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these constructions. Gadewadikar et al. [5] extend these 

conditions to obtain necessary and sufficient conditions for 

the existence of an H-Infinity static output feedback control. 

It is shown that the H-Infinity approach can be used for static 

OPFB design to yield a simplified solution procedure that 

only requires the solution of two coupled matrix equations. 

This explains and illuminates the results in [14].That is, 

design provides more straightforward design equations than 

optimal control, which requires solving three coupled 

equations. It is shown that static output feedback H-Infinity 

solution does not generally yield a well defined saddle point 

for the zero sum differential game. 

Today’s industrial systems have complex and possibly 

unknown dynamics, unknown disturbances, and nonlinear 

effects including friction and deadzone, and multiple 

dynamics with different time scales. Such systems include 

VLSI manufacturing positioning system, hard disk drives, 

high speed robotic assembly systems, CNC machine tools. 

Implementation experiences on electromechanical system are 

addressed in many forums, Kuljaca et al. [12] proposed a 

novel neural network backstepping controller for application 

to an industrial motor drive system with a high real time 

computational platform implementation. This paper explains 

how H-Infinity results [5] can be easily implemented on 

electromechanical systems. The paper is organized as 

follows- next two sections present output-feedback design 

techniques including recent H-Infinity results with numerical 

design algorithms, description about optimal output-feedback 

controller and the algorithm is presented for completeness. 

Section IV elaborates implementation platform with mass 

spring damper test bed. Last, we compare the results of 

SVFB, optimal OPFB, with H-Infinity OPFB setup presented 

in [6]. We have three objectives. First, we give necessary and 

sufficient conditions for OPFB with design. Second, we 

suggest a less restrictive numerical solution algorithm with no 

initial stabilizing gain requirement. Third we compare the 

performance of implemented controllers. 

II. LINEAR QUADRATIC REGULATOR WITH OUTPUT-
FEEDBACK  

This section presents Linear Quadratic Regulator with 

Output Feedback. Optimal OPFB control is prescribed in 

terms of three coupled equations [16]. 

A. System Description and Definitions 

Plant equation is given by the linear time-invariant state 

variable model 

BuAxx +=& , Cxy = , (1) 

The control will be the output-feedback of the form given by  

KCxKyu −=−= , (2) 

and a performance index that satisfies 

dtRuuQxxJ TT∫∞ +=
0

)(
2

1
, (3) 

with 0≥= QQT , and 0>= RRT . It is assumed that C has 

a full row rank, a standard assumption to avoid redundant 

measurement. It is well known that the Optimal OPFB gain is 

determined by solving the three coupled matrix design 

equations [16]. The optimal gain design equations are as 

follows. 

,0

)()(

=++
−+−

QRKCKC

BKCAPPBKCA

TT

T

 (4) 

0)()( =+−+− XBKCASSBKCA T  (5) 

11 )( −−= TTT CSCPSCBRK  (6) 

where )}0()0({ TxxEX = , and S  is a symmetric nn ×  

matrix of lagrange multipliers. An algorithm for solving these 

is given by [17] and [16]. This algorithm needs an initial 

stabilizing OPFB gain which is usually difficult to find. 

 

B. Optimal Output-Feedback Algorithm 

The equations for P, S, and K are coupled matrix equations 

in three unknowns. A numerical algorithm is used to find the 

iterative gains 

1. Initialize: 

Set 0=n , choose initial output-feedback stabilizing gain 

0K  such that )( 0CBKA − has stable poles. 

2. n-th iteration 

Solve for nS  

0)(

)(

=+−
+−

XCBKAS

SCBKA

T

nn

nn
. (7) 

Solve for nP  

0

)()(

=++
−+−

CRKKCQ

CBKAPPCBKA

n

T

n

T

nii

T
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 (8) 

Evaluate 

n

T

n

T

nn

T

n KCCSCSPBRK −=∆ −− 11 )]([  (9) 

Set 

nnn KKK ∆+=+ α1  (10) 

α is chosen so that CBKA n 1+−  is asymptotically stable, 

and nkn JXPtrJ ≡ ++ )(
2

1
11 . 

If 1+nJ  and nJ  are close enough to each other, go to 3 

otherwise, set 1+= kk and go to 2. 

3. Terminate 

Set 1+= nKK , 1+= nJJ . 

III. H-INFINITY STATIC OUTPUT FEEDBACK CONTROL 

In this section we present a method for finding OPFB gains 

with two equations, no initial stabilizing OPFB gain is 

needed. 

A. System description and definitions 

Consider the linear time-invariant system of Fig. 1 with 

control input u(t) output y(t), and disturbance d(t) given by 

DdBuAxx ++=& , Cxy = , (11) 

nRx ∈ , mRu ∈ , pRy ∈ , 

and a fictitious performance output z(t) that satisfies 

RuuQxxtz
TT +=2

)( , (12) 
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Fig.  1. System Description 

By definition the pair (A, B) is said to be stabilizable if 

there exists a real matrix K such that BKA −  is 

(asymptotically) stable. The pair (A, C) is said to be 

detectable if there exists a real matrix L  such that LCA −  is 

stable. System (11) is said to be output feedback stabilizable 

if there exists a real matrix K such that BKCA − is stable. 

B. Bounded L2 Gain Design Problem 

The System L2 gain is said to be bounded or attenuated by γ  if 

2
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0

0

2

0

2

)(

)(

)(

)(

γ
+
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∫

∞

∞
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dttd

dttz

T

TT

 (13) 

Constant output-feedback control is given by Eq 2. It is 

desired to find a constant OPFB gain K such that the system 

is stable and the L2  gain is bounded by a prescribed value γ . 

Theorem 1.  Necessary and Sufficient Conditions for H-

infinity Static OPFB Control: 

Assume that ( A , Q ) is detectable. System (11) is output-

feedback stabilizable with L2 gain bounded by γ  , if and only 

if  

)(1 LPBRKC T += − , (14) 

where 0≥= TPP , is a solution to  

0

1

1

1

2

=+
−

+++

−

−

LRL

PBPBRPPDD

QPAPA

T

TT

T

γ  (11) 

C. H-Infinity Output-Feedback Algorithm 

Most existing iterative algorithms for OPFB design require 

the determination of an initial stabilizing gain, which can be 

very difficult for practical electromechanical systems.  The 

following algorithm is proposed to solve the two coupled 

design equations in Theorem 1.  Note that it does not require 

an initial stabilizing gain since, in contrast to Kleinman’s 

Algorithm, and the algorithm of Moerder and Calise, it uses a 

Riccati equation solution, not a Lyapunov equation, at each 

step. 

1. Initialize: 

Set n=0, 00 =L , and select γ , Q and R. 

2. n-th iteration: 

solve for nP  in 

0

1

11

2

=+−
+++

−−
n

T

nn

T

n

n

T

nn

T

n

LRLPBBRP

PDDPQPAAP γ  (12) 

update L 

n

T

n

T

n PBCCLPBL −+= ++ )(1  (13) 

If  1+nL  and  nL  are close enough to each other, go to 3 

otherwise set 1+= nn  and go to 2. 

3. Terminate: 

Set  
+− += CLPBRK nn

T )(1  (14) 

Note that this algorithm uses well-developed techniques for 

solving Riccati equations available, for instance, in 

MATLAB 

IV. IMPLEMENTATION  

We implemented control algorithms on an actual spring 

mass damper system. Platform simplifies implantation of 

algorithms and allows a high level of real time system 

monitoring and interaction with the user.  

A. Plant Dynamic Model 

The schematic of the system is shown in Fig. 2 

 
Fig. 2. Two degree Of Freedom Spring Mass System 
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The states and output are assigned as 
Tyyyyx ][ 2211

&&= , Tyyy ][ 21=  respectively. The 

state-space description is 
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The control algorithms were implemented on mass-spring 

damper system described by (15). The parameter values for 

the case dealt with: 77.21 =m kg, 59.2m2 = kg, 

1.21 =c N/(m/s), 2.12 =c N/(m/s), 830=k N/m, 

20102.12478=hwk N/m, hardware gain translates force units 

into the servo voltage actuation signal. The electrical drive 

motor dynamics was neglected in the controller design since 
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it is much faster than actual dynamics of the mechanical 

system. The algorithms were implemented using a real time 

implementation platform described in the next two sub-

sections. 

B. Implementation Platform 

The user interface to the system is via a PC window 

environment which supports a broad range of controller 

specifications, trajectory generation, data acquisition, and 

plotting features. The experimental control system setup and 

real time implementation platform is shown in Figs. 3 and 4 

respectively. 

 
Fig. 3. The Experimental Control System 

The spring mass damper apparatus represents many such 

physical plants including rigid bodies, flexibility in linear 

drives, gearing and belts. The experimental subsystem is 

comprised of three subsystems namely electromechanical 

plant, Real time controller with I/O, and System interface 

software. Real-time controller unit contains the digital signal 

processor (DSP) based real time controller, servo/actuator 

interface, servo amplifier and auxiliary power supplies. The 

DSP is capable of executing control laws at high sampling 

rates allowing the implementation to be modeled as being 

continuous in time. General form is the equivalent numerical 

form of the given algorithm realizable by the DSP controller 

board. DSP board executes the algorithm at the specific 

sample rate. This involves reading the reference input and 

feedback sensors (optical encoders) values, computing the 

algorithm, and outputting the digital control effort signal to 

the digital-to-analog converter (DAC).The DAC converts the 

resulting stream of digital words to an analog voltage which 

is transformed to a current by the servo amplifier and then to 

the torque to a force. The mechanism transforms the motor 

input to motion at the desired output according to the plant 

dynamics. The plant outputs are sensed by the encoders 

which output a stream of pulses. The pulses are decoded by a 

counter on the DSP board and made available as a digital 

position word to the real time control algorithm. 

 
Fig. 4. Real Time Implementation Platform 

Full state feedback linear quadratic regulator is 

implemented, the two degree of freedom configuration with 

four states is used, and the states are chosen to be mass 

positions and the rates as per the model described by the state 

space equations. 

V. IMPLEMENTATION RESULTS 

Our objective is to do the performance analysis with the 

disturbance present in the system. Friction is always present 

in servo-mechanisms and is responsible for tracking lags, 

steady-state errors, and undesired stick-slip motion. In 

general, inaccuracies due to friction cannot always be 

compensated by high gain or by the use of integral action. A 

damper attached to mass 2 is used to introduce the 

disturbance in the system.  

System is stabilized using three methods for comparison: 

bounded L2 gain OPFB, optimal State feedback and Optimal 

OPFB. Algorithm 1 was used to calculate the bounded L2 

gain OPFB and standard algorithms [16] were used to 

compute the optimal SVFB and OPFB gains. It is emphasized 

that algorithm 1 requires no initial stabilizing OPFB gain 

while determining the optimal OPFB gain was difficult due to 

the need for finding an initial stabilizing OPFB gain. To see 

the effectiveness of the design algorithms, system 

performance is tested for unity step reference input [15]. Fig. 

5 describes the closed-loop structure. 
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Fig. 5. Closed loop Controller Structure 

Fig. 6 summarizes the static OPFB and state feedback 

controller structures. The second terms in control signals are 

feed-forward terms added to achieve correct steady-state 

value of the cart 2 position. Tracking output variable ζ  

2yHx ==ζ  (17) 

dictates the formulation of the feed-forward term. 
 

 
Fig. 6. State and Output-feedback Controllers 

 

For the computation of bounded L2 gain output feedback K 

it is necessary to select Q and R. H-Infinity static output 

feedback controller gains are obtained with 10=γ .Using the 

algorithms described in earlier section for the given γ , Q and 

R, the control signal K can be found easily using MATLAB in 

a few seconds. If the time response and closed loop poles are 

not satisfactory, the elements of Q and R can be changed and 

design repeated. After repeating the design several times we 

selected the design parameters as  
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Where ]001.102.0[=sC  defines the output taken 

primarily as mass 2 position with a 2 and .1% weighing in the 

rates of the mass 1 and mass 2 respectively. Note that the 

tracking output variable state 3x  is weighted heavier than 

other elements in matrix Q. This Q was selected based on a 

performance output xCy ss = . This design shows that the 

feedback output Cxy = and the performance output can be 

different. See [15].  

For optimal OPFB gain calculation, initial stabilizing gain 

was taken as [ ]1.010 =K . We have assumed that initial 

states are uniformly distributed on unit sphere, such 

that IX =  [15].  

The resulting time simulation responses shown in Fig. 7 

compare bounded L2 gain OPFB, optimal OPFB, and optimal 

state feedback control. In the simulations all three controllers 

have commensurate settling times, State-feedback has better 

transient response characteristics than both bounded L2 gain 

output feedback and optimal Output feedback. However, 

bounded L2 gain output feedback is superior for practical 

applications since the actual system has unmodelled 

dynamics and disturbances that are better controlled by H∞ 

Control than by optimal design techniques. Infact, Fig. 8 

shows the implementation results. This figure clearly shows 

that in the actual system L2 gain OPFB outperforms both the 

other methods. 

 
Fig. 7. Simulation Results 

 
Fig 8.  Implementation Results 

 

VI. CONCLUSION 

The Paper presents a complete procedure for design and 

implementation of structured controllers on an 

electromechanical system test bed. In this paper performance 

analysis of L2 gain OPFB, Optimal OPFB, and State-

Hx

Cxy

DdBuAxx

=
=

++=
ζ
&

)0(
1−

cH

xKuKyu s−=−= /

yr

d

Hx

Cxy

DdBuAxx

=
=

++=
ζ
&

)0(
1−

cH

xKuKyu s−=−= /

yr

d

RESULTS ON H-INFINITY STATIC OUTPUT-FEEDBACK CONTROL 127



feedback Controllers on a mass-spring system test bed is 

done. Necessary and sufficient conditions for H-Infinity 

OPFB are derived. A computational algorithm for the L2 gain 

OPFB is presented. Implementation results show that H-

Infinity OPFB gives superior results when disturbance is 

present. 
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Abstract: - A nonlinear control scheme for thermal 
power system frequency control is described. Nonlinear 
controller is developed through describing function 
stability analysis of the system Controller ensures 
stability of the system for any input. Simulation results 
are given showing the smooth operation of described 
control scheme. Paper describes in detail the stability 
analysis and controller design. 
 
1   Introduction 
The paper deals with the frequency controller 
for isolated thermo power system with 
generation rate constraint. Frequency control 
becomes more and more important as power 
systems enter the era of deregulation. It is 
becoming very hard, if not impossible to 
schedule loads precisely, thus the load 
fluctuations in the power system are becoming 
more explicit. Emerging markets of ancillary 
services mean that primary controllers and 
turbines that are used in secondary control 
change constantly. These changes can cause 
serious problems when conventional control 
schemes are used, including problems with 
stability, unless the primary turbines and 
controllers are carefully selected. Many 
ancillary generators sport generation rate 
constraint as their feature and if secondary 
controller parameters are not carefully designed 
presence of generation rate constraint can easily 
cause the system to become unstable. Here we 
suggest the controller design procedure for 
systems with generation rate constraint that 
would avoid instability under any realistic 
operating conditions. Design is performed using 
describing function approach. 
The literature about frequency and load – 
frequency control is numerous ([1], [2], [3], [4], 
[5], [6], [7], and many others). Many non-

adaptive schemes are given ([1], [2], [3], [4], [5] 
and [6]). Neural Networks (NN) load-frequency 
control is described in [8], [9] and [10]. The 
results obtained by using NN controllers are 
good. However, the described controllers 
require training. The neural network control 
scheme that does not require training phase is 
given in [11]. However, none of these control 
schemes deals with the systems with generation 
rate constraints. There are serious problems 
with using neural networks to control systems 
with saturation due to requirement for smooth 
continues functions that describe the controlled 
process in most cases. One way to deal with this 
problem is to use non-adaptive fuzzy control 
([12], [13]). Non-adaptive fuzzy control showed 
better performance than conventional PI 
controllers. However, design of the controller is 
heuristic and time consuming. 
The paper is organized as follows. In Section 2 
is given a short preview of describing function 
approach. A model of isolated thermo power 
system with generation rate constraint is given 
in Section 3. System stability analysis using 
describing function is given in Section 4. 
Sections 5details the controller design and in 
Section 6 are given the simulation results. 
Finally, in Section 7 is given the conclusion. 
 

2 Short Preview of Describing 
Function Analysis 
Describing function is an equivalent gain of 
nonlinear element, defined by the harmonic 
linearization method of nonlinear static 
characteristic ([14], [15]). We can decouple linear 
and nonlinear parts of the nonlinear system (Fig. 1). 
If the linear part of the system is a low-pass filter, 
and if we apply sinusoidal signal to the system, 
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output signal will be of the same frequency as input 
signal, with damped higher frequencies. 

 

 
Fig. 1: Nonlinear system represented with decoupled 

nonlinear ( )xF  and linear ( )pGL  parts, dtdp =  

 
If the amplitudes of higher harmonics are small, 
relatively to the amplitude of the first harmonic, 
output signal can be approximated with the first 
harmonic of the signal. Fourier series expressions 
for the first harmonic of the signal are: 
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Describing function can be expressed as a complex 
gain element: 
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Expressions of the Fourier series coefficients can be 
used for determination of describing function only 
for simple nonlinear elements. 
Describing function can also be determined by the 
experimental method ([16], [17]). Experimental 
method includes simulation of the nonlinear element 
for the range of sinusoidal input signals with 
changing amplitude and frequency. This method can 
be used for any nonlinear element, but it may be 
time consuming. 
 
3   Isolated Thermopower System with 
Generation Rate Constraint 
The model of an isolated thermo power system is 
shown in Fig. 2. 
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Fig. 2: The model of isolated thermo power system 
with generation rate constraint 
 

The transfer functions in the model are: 
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where Gg,t TCH and Gs are representing turbine 
governors, control turbines time constant and the 
power system respectively. Such models are 
described in more details in [1], [2], [3], [4], [5], [6], 
[7], and many others. The generation rate 
constraint is represented with saturation type 
nonlinearity shown in Fig. 3 
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Fig. 3: Generation rate constraint (α = 1) 

 
 

4  System Stability Analysis Using 
Describing Function 
In order to be able to use describing function in 
stability analysis, we have to check first if there is a 
possibility of oscillations in autonomous system (i.e. 
inputs into system are zero). Dynamics of 
autonomous systems shown in Fig. 2 with respect to 
nonlinear part of the system z(t), and without PI 
controller, can be described with the following 
nonlinear differential equation: 
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(8) 

 
The possible periodic solution of equation (8) has 
the form z(t) = Zmsin(ωt). Because for our system 
filter hypothesis stands (linear part of the system is 
actually low pass filter), equation (8) can be 
linearized by harmonic linearization procedure 
([14], [15] and [18]): 
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where G = G(Zm) is describing function of 
nonlinearity F(z) (Fig. 3). 
From (9) we can find the characteristic equation: 
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By substitution p = jω in (10) we obtain the complex 
equation (11). 
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Solutions of (11) that will cause oscillatory mode 
are: 
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For any realistic power system G is a negative value. 
For nonlinearity F(z) describing function is given as  
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which is always positive. Thus, autonomous system 
cannot establish oscillatory modes. In that case we 
can check for the stability of autonomous system 
using any linear system stability criterion. If we use 
Hurwitz criterion, then the system is stable if  
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Again, this is always the case for any realistic 
thermopower system. Thus, autonomous, 
uncontrolled system (PI controller gains are 0) 
depicted in Fig. 2 is asymptotically stable for every 
g(Am). That means that we can use linear systems 
stability criterions to establish the stability of the 
given nonlinear system with PI controller. 
Let us now introduce PI controller with transfer 
function (16), 
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and let us then define the gain Ko in order to 
simplify calculations. 
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Then, dynamics of the system from Fig. 2 can 
described, with respect to z(t), as: 
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By harmonic linearization nonlinearity F(z) is 
substituted with its describing function: 
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From (18) and (19) we obtain the characteristic 
equation of the system: 
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We will use Hurwitz stability criterion to determine 
the stability boundaries of this system. Hurwitz 
criterion applied on this system states the following 
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requirements on stability of the system (with the 
respect to Kpr) 
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and 
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From (21) and (22) we obtain the graphic 
representation of the stability regions (Fig. 4). 
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Fig. 4: Stability regions KPR = f(KI,G) 

 
The obvious problem is the choice of the controller 
gains because they are also functions of G, which is 
in turn function of reference input and disturbance in 
the system. In next Section we will show how to 
design a nonlinear controller using previously 
established stability regions. 
 

5   Controller Design 
The nonlinear controller will apply the stability 
regions derived in previous Section in order to 
change proportional gain of PI controller so that 

system is always stable, notwithstanding the value 
of G. Value of G can be easily measured and 
transmitted to secondary control center. If we fix the 
value of PI integral gain KI, then we can use (21) 
and (22) to find an appropriate gain KPR for every 

value of G. Let us define the following parameters: 
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Then, if we fix the value of integral gain KI, 
proportional gain KPR has to satisfy to following 
conditions for system to be stable: 
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Now, we have designed a controller where at every 
step KPR is calculated to be between values given in 
equations (27) to (30). The gain changes depending 
on the value of G and the system is always stable. 
Changing gain does not cause problems in the 
system operation since all the linear parts are low 
pass filter and there will be no chattering as a result 
of changing gains. 
 
6  Simulation Results 
The simulations were performed for the 
following set of parameters: TG = 0.08 s, TCH = 0.3 
s, Ks = 120 pu/s, R = 2.4 Hz/pu, Ts = 20 s, į = 0.017 
and KI =0 .02. The frequency response for step 
disturbance ΔPL = 0.01 pu is shown in Fig. 5. 
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Fig. 5: Frequency change for step disturbance ΔPL = 0.01 
 
Controller leads the system towards zero frequency 
error after disturbance. The response is smooth and 
continuous co changing proportional gain did not 
affect to expected behavior of the system. 
Turbine governor control signal u1 is shown in Fig. 
6. It can be seen that signal is smooth. Only place 
where are fast changes of the signal are present is 
after the output of secondary controller. In modern 
power systems secondary controllers as well as 
turbine governors are controlled PLC or 
microprocessors, thus this signal will not have an 
effect on actual hardware. 
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Fig. 6: Turbine governor control 
signal for step disturbance ΔPL = 
0.01 

 

7   Conclusion 
The results of an initial research in designing simple 
nonlinear controller for thermal power system with 
generation rate constraint are shown. The controller 
guaranties stability in any realistic working 
condition. Nonlinear controller is developed from 
conventional proportional integral controller by 
setting proportional gain to change depending on 

value of amplitude of the signal before nonlinear 
part of the system. The proportional gain changes in 
such way that the stability of the system is ensured. 
Equations required to calculate proportional gain a 
are simple algebraic terms and can be easily realized 
with every modern hardware. Simulation results 
show that system response is smooth and 
asymptomatically stable.. 

 

 

References: 

[1] Elgerd, O.I. "Control of Electric Power 
Systems", IEEE Proceedings, pp. 4-15, 1981 

[2] Elgerd, O.I., Fosha, C.E., "Optimum Megawatt-
Frequency Control of Multiarea electric Energy 
Systems" IEEE Transactions Power Apparatus 
and Systems, PAS-80, No. 4, pp. 556-562, 1970 

[3] Fellachi, A., "Optimum Decentralized Load 
Frequency Control" IEEE Transactions on Power 
Systems, Vol. PWRS-2, No. 2, pp. 379-384, 
1987 

[4] Fosha, C.E., Elgerd, O.I., "The Megawatt-
Frequency Control Problem: A New Approach 
Via Optimal control Theory" IEEE Transactions 
Power Apparatus and Systems, PAS-80, No. 4, 
pp. 563-577, 1970 

[5] Hamza, M.H., Agathoklis, P., Chan, W.C., "A 
Combined Selftuning and Integral controller for 
Load Frequency Control of Interconnected 
Power systems "Regelungstechnik 30. Jahrgang 
Heft 7 pp. 226-232, 1982 

[6] Kundur, P., Power System Stability and Control. 
McGraw-Hill, Inc.,1993 

[7] Liaw, C.M., "Design of a Reduced-Order 
Adaptive Load-Frequency Controller for an 
Interconnected Hydrothermal Power System 
"International Journal of Control, Vol. 60, No. 6, 
pp. 1051-1063, 1994 

[8] Demiroren, A., Zeyneigly, H.I., Sengor, N.S., 
"The application of ANN technique to load-
frequency control for three-area power system”, 
2001 IEEE Porto Power Tech Conference, Porto, 
Portugal 

[9] Bevrani, H. "A novel approach for power system 
load frequency controller design", Transmission 
and Distribution Conference and Exhibition 
2002: Asia Pacific. IEEE/PES , Volume: 1 , 6-10 
Oct. 2002 
[10] Birch, A.P., Sapeluk, A.T., Ozveren, C.T., 
"An enhanced neural network load frequency 
control technique", International Conference on 
Control, 1994. Control '94. Volume 1, 21-24 Mar 
1994 
[11] Kuljaca, O., Lewis, F. Tesnjak, S., "Neural 
Network Frequency Control for Thermal Power 

DESIGN OF NONLINEAR FREQUENCY CONTROLLER  133



Systems", IEEE Control and Decision 
Conference, 2004 
[12] Kuljaca, O., Tesnjak, S., Kuljaca Lj., 
"Influence of Fuzzy Logic Based Controller on 
Stability of Isolated Termo Power System 
Considering Generation Rate Constraint" 
Proceedings of the 3rd International Conference 
New Trends in Automation of Energetic 
Processes, pp. 239-243, Zlín 1998 
[13] Sijak, T., Kuljaca, O., Kuljaca, Lj., Tesnjak, 
S., " Design of Fuzzy Regulator for Power 
System Secondary Load Frequency Control ", 
Proceedings of 10th Mediterranean Conference 
on Control and Automation - MED2002, 
published on CD (no page numbers), Lisbon 
2002 
[14] B.N.Novogranov, Determination of 
Frequency Domain Characteristics of Nonlinear 
Systems, Masinostroenie, Moskow 1986, (in 
russian) 

[15] Z.Vukic, Lj.Kuljaca, D.Donlagic, 
S.Tesnjak, Nonlinear Control Systems, Marcel 
Dekker, New York, Basel 2003 
[16] O.Kuljača, S.Tešnjak and Z.Vukić, 
“Describing Function of Mamdani Type Fuzzy 
Controller with Input Signals Derived From 
Single System Input and Singleton Ouput 
Membership Functions”, Proceedings of the 
1999 IEEE Hong Kong Symposium on Robotics 
and Control, Volume I, HKSRC ‘99, Hong 
Kong, 1999, pp. 327-331. 
[17]  T.Šijak, O.Kuljača, and S.Tešnjak, 
“Stability analysis of fuzzy control system using 
describing function method”, MED’01, 
Dubrovnik Croatia, 26-29.06.2001 
[18] Suevalov, L. F., Spravochnik po raschetam 
sudovyh avtomaticheskih sistem. Sudostroenie, 
Leningrad, 1977 

KULJACA ET AL. 134



 Siew Yung Lau, Chwen Jen Chen 
Faculty of Cognitive Sciences and Human Development 

Universiti Malaysia Sarawak 
94300 Kota Samarahan Malaysia 

 
Abstract – This paper addresses the instructional design of a 
virtual reality (VR)-based educational storytelling system. Indeed, 
the importance of storytelling in education has long been 
recognized. Stories are pervasively used as powerful tools in 
teaching and learning. Although there are efforts to utilize 
advanced technology, such as virtual reality (VR), in storytelling, 
most of the research studies focus on immersive-VR that involve 
expensive and bulky settings, which eventually limit its feasibility 
to be ubiquitously used. Thus, this project looks into the potential 
of non-immersive VR, also known as desktop VR, for educational 
purposes. This alternative low-cost and affordable VR technology 
requires only conventional computer settings but is able to present 
an interactive real-time three-dimensional virtual environment 
(VE) that the learners can navigate in and interact with. A 
constructivist instructional design theoretical framework [18] is 
adopted to construct the VR storytelling system. This storytelling 
system aims to deliver fire safety knowledge to the targeted 
learners. 
 

I.  INTRODUCTION 

 
  Stories are pervasively used as a powerful and promising 

educational means for teaching and learning. Stories draw 
learners’ attention and thus can convey certain messages more 
easily to them. There are some popular story-based techniques 
widely used for educational purposes, such as case studies, 
critical incidents, role playing, and simulations [1]. Through 
stories, we create and discover meaning in a more engaging 
manner than just by telling statements of fact. Storytelling is 
effective as an educational tool because storytelling eases the 
recall of facts [2], facilitates comprehension, aids in critical 
thinking [3] and draws attention and concentration [4]. 

The power of stories in teaching and learning is exhibited 
from narrative perspectives. Human understanding does not 
occur as concepts, but as stories organized in narrative form [5]. 
Storytelling emulates the real life process, where explicit and 
procedural knowledge are constructed from our daily life. Thus, 
storytelling is potential in facilitating constructivist learning [6], 
where learners construct knowledge actively in a learning 
environment via stories.   

Basically, there are two types of storytelling, namely linear 
and non-linear storytelling (interactive storytelling) [7]. The 
main distinctive characteristic of these two types of storytelling 
is the process of the storytelling itself. This project will focus 
on the non-linear storytelling, where concepts and ideas are the 
main stem of the storytelling process, without knowing the 

definite development of the story. Non-linear storytelling is 
more similar to real life whereby the narrations do not always 
proceed episodically. Non-linear storytelling allows the 
audience to have the right to decide how the story goes. 

There are researchers who have employed storytelling 
method in teaching and learning. Kelleher, Pausch and Kiesler 
[8] show the effectiveness of storytelling in supporting the 
learning of computer programming. Casey et al. in [9] also 
show the effectiveness of storytelling via block-building 
activities in providing an effective context for teaching spatial 
content. Palmer, Harshbarger and Koch [10] claim storytelling 
as a constructivist model for developing language and literacy 
as storytelling is a rich interactive process that facilitates 
imagination, creative thinking, language abilities, and 
cooperative learning.  

Realizing the potential of storytelling in facilitating teaching 
and learning, this paper aims to address the instructional design 
of an educational storytelling system that employs the three-
dimensional VR technology. This paper also reviews the 
current approaches of storytelling, and the potential of non-
immersive VR, which is also known as desktop-VR, in 
facilitating learning via storytelling.  

 
II.  CURRENT APPROCHES OF STORYTELLING 

 
A.  Non-Virtual Reality (VR)-based Storytelling 

The platforms of storytelling are very broad, ranging from 
oral storytelling, books, music, theatres, movies to technology-
enhanced storytelling systems. Apart from conventional 
storytelling approaches, current storytelling methods are being 
enhanced with technologies, for instance, electronic 
multimedia-based storytelling systems [6], which are gaining 
wide acceptance. There are also various novel approaches of 
storytelling. In [11], the storytelling process is carried out via 
multimedia physical storytelling technology, where the 
participants are placed in a pre-setup room with all the 
instruments, including the physical objects (which appear in a 
particular story), sensors, and the physical icons as actuators. 
However, this type of storytelling requires bulky settings. It 
also requires the participants to physically explore in the pre-
designed limited region and interact by using gross motor 
(mostly hands). Although it does increase the attractiveness, 
engagement and the educational benefits of storytelling, it may 
not be feasible to be used pervasively. 
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B.  Virtual Reality (VR)-based Storytelling 

Virtual reality is used for various purposes, such as 
entertainment, education, etc. Although there are efforts to use 
VR technology in storytelling, most of them focus on the use 
of immersive-VR [12] or mixed-reality system [13]. Besides, 
the recent research focus is mostly on the construction of 
attractive and exciting content of the interactive stories [14], 
intuitive ways of interactivity within the VE as well as sensory 
feedback and real-time manipulation of the non-linear 
storytelling [15]. Research also focuses on technical issues 
such as immersion, interaction, navigation, etc. 

Immersive VR requires expensive and bulky settings, which 
eventually limits its feasibility to be ubiquitously used. Hence, 
the paper looks into the potential of non-immersive VR, also 
known as desktop VR, for educational storytelling purposes. 
Non-immersive VR system presents the interactive real-time 
three-dimensional VE on conventional computer screens, and 
the user can interact with it by using generic input devices, 
such as mouse or keyboard. The fact that no additional 
peripherals are introduced has made such VR setting to be 
relatively low cost and thus, affordable to be used by most 
educational settings or even for personal use. 
 

III.  THE EDUCATIONAL POTENTIAL OF DESKTOP VR 
STORYTELLING SYSTEM  

 
Desktop-VR is recognized as a technology breakthrough that 

is powerful in facilitating learning process [16]. Desktop-VR 
also possesses distinctive capabilities which well support 
storytelling. These capabilities include: 

(1) Visualization of three-dimensional representation of 
a story episode through various scenarios, which 
emulates real life environments. This reduces the 
user’s cognitive load if compared to two 
dimensional representations such as storybooks and 
multimedia or digital based storytelling systems. 

(2) Free navigation in the VEs allows flexible flow of 
story. As mentioned earlier, the narrations of non-
linear storytelling do not always progress 
episodically and it allows the users to decide the 
storyline. The fact that VE allows free navigation 
has indeed facilitated this non-linear storytelling.  

(3) Active interface in which the virtual objects or 
virtual characters behave in accordance to the user’s 
action or state of simulation. This capability 
supports a dynamic storytelling as the objects or 
characters in a story are always active.  

(4) Interactivity within the VEs also facilitates non-
linear storytelling in which the user can decide the 
storyline flexibly.  

Realizing these educational potential, this paper focuses on 
the instructional design considerations to create an effective 
VR-based educational storytelling system.  
 
 
 

IV.  INSTRUCTIONAL DESIGN OF A VR-BASED EDUCATIONAL 
STORYTELLING SYSTEM 

 
Instructional design is a systematic and reflective process to 

plan or design methods of instruction based on principles of 
learning in order to facilitate the construction of intended 
knowledge by the learner [17]. Instructional design is 
important to ensure the learning processes achieve its 
optimization. Thus, a good instructional design makes learning 
more effective and efficient.  

The pedagogical perspectives that form the theoretical basis 
of VR-based educational storytelling system include the 
enhancement of constructivism learning via storytelling, and 
interactive and explorative learning environment supported by 
VR technology. This VR-based educational storytelling system 
employs the instructional design theoretical framework (Fig. 1) 
proposed by Chen, Toh and Wan in [18]. This model proposes 
instructional methods that are based on various theories and 
learning principles to ensure the educational goals are best 
attained in a VR learning environment. 

In general, this model incorporates the concept of integrative 
goals [19] with the model for designing constructivist learning 
environments [20], which serve as the macro-strategy of the 
model. Macro-strategy concerns with the selection, sequence 
and organization of presenting subject. The framework starts 
from the inner ring (objectives) and progresses to the outmost 
ring (support tools) gradually. Generally, the objectives 
(innermost ring) comprise of a list of individual learning 
objectives, which intended to be achieved. Then, an integrative 
goal is derived according to the relationships among the 
objectives.  

This is followed by enterprising scenarios/ problems based 
on three integrated components: the problem context, the 
problem representation and the problem manipulation space. 
The scenarios or episodes of the stories are constructed in this 
stage. The aggregation of different scenarios forms the non-
linear storytelling. The storyline experienced by each user will 
be different based on their navigation and interaction within the 
VE. This is followed by designing the necessary tools to 
support constructivist learning in the VE. These support tools 
include related cases, information resources and cognitive tools. 

This model is enhanced with multimedia design principles 
derived from the cognitive theory of multimedia learning [21], 
which serves as micro-strategy of the model. Micro-strategy 
concerns the strategies to present the learning content 
effectively. This framework employs constructivist paradigm, 
which is found to be compatible with the non-linear 
storytelling.  Thus, this framework is used to guide the design 
of the educational storytelling learning environment. 
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Fig. 1. Instructional design theoretical framework for desktop VR-based 
learning environment (Adapted: Chen, Toh & Wan, 2004) 

 

V.  VR-BASED EDUCATIONAL STORYTELLING SYSTEM ON 

HOME FIRE SAFETY 
 

The framework discussed in the previous section is further 
illustrated with reference to an on-going project on VR-based 
educational storytelling system on fire safety. According to the 
National Fire Prevention Association [22], about 396,000 home 
structure fires were reported in 2006, resulting in 2,580 deaths 
and 12,500 injuries in the United States. Direct damage had 
caused an estimated total of $6.8 billion in the same year. A 
surprising statistic shows that home fires have caused 80% of 
civilian deaths and 76% injuries. This is a huge proportion 
from overall death cause. Thus, it is crucial to provide adequate 
education to the nation about fire safety as prevention is always 
better than reaction. This section provides an elaboration on 
how the instructional design theoretical framework is used to 
guide the design of the storytelling system for this particular 
learning context, focusing on fire safety at different 
compartments of a house such as the living room, kitchen, 
bedroom, and study room. 

To begin, the individual learning objectives (starting from 
the innermost ring of the instructional design framework) 
which are intended to be achieved are listed as follows:  

(1) To identify objects that can easily cause fire, such as 
heat produce objects, flammable objects, explosive 
objects, etc; 

(2) To identify situations that may cause fire; 
(3) To name the various types of fire extinguisher ; 
(4) To learn the procedure for using a fire extinguisher; 
(5) To recognize different types of fire and the best way 

to react in time; 
(6) To identify self-protection and the ways to escape 

during fire; 
With the objectives stated above, an integrative goal (the 

second ring) which relates all the individual objectives is 
identified: The learners should know how to prevent home fire 
and react to it if occur. Then, scenarios or problems which 
enable the learners to acquire the knowledge are constructed 
(the third ring). The flexible story content or the non-linear 
storyline will serve as the problem context. The problem 
representation is in speech form (uttered by the virtual 

character), text form, graphic form and narrative form. The 
virtual house itself will serve as the problem manipulation 
space, which includes four main locations: living room, kitchen, 
bedroom and study room. Support tools (the outmost ring) aid 
the knowledge construction process; include the activation of 
the objects or characters behavior which acts as the related 
cases, the link to extra information such as facts about fire acts 
as the information resources, and the provided hints which 
guided the users through the story acts as the cognitive tools. 
Another instance of cognitive tools is a map of the virtual 
house provided which enable the learner to be aware of their 
current location in the virtual house and ease their navigation 
to the other locations.  

In this storytelling system, coaching is used as an 
instructional activity to give feedback to the learner’s 
performance or actions as the story develops. There are various 
types of coaching such as providing motivational prompts (e.g. 
give credit to the learners for performing a good task), 
monitoring and regulating the learners’ performance (e.g. 
asking the learner to check out the ambiguous “zhi...zhi...” 
sound when they approach the multi-socket) and provoking 
reflection (e.g. asking the learners whether they place the 
candle properly). Procedural scaffolding is another 
instructional activity which is used to scaffold the learners’ 
learning process in the VE. The “Help” button will link to the 
page that provides information on navigation in the VE. 

Apart from the macro-strategy discussed previously, micro-
strategy also plays its significant role in enhancing the learning 
which is guided by principles of multimedia. In this 
storytelling system, relevant images, sounds and labels are 
incorporated to enhance the interpretation and learning process, 
for instance, a fire image in attached to the button “Facts of 
Fire”. Fig. 2 shows a screenshot of the educational storytelling 
system. 

 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 Fig. 2. Screenshots of the educational storytelling system 

 
In the VE, learners are guided through stories where they are 

able to navigate to a particular location and the VE will be 
activated and some scenarios are created which require them to 
perform some tasks and at the same time convey the message 
of fire safety to them. However, the learners still have the right 
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to navigate to anywhere else in the virtual house. Hence, unlike 
conventional storytelling method, this VR-based storytelling 
system allows the learners to have a flexible flow of story 
while constructively create knowledge on home fire safety. 

VI.  CONCLUSION 
 

This paper presents the potential of using storytelling 
approach in a desktop-VR based learning environment. It also 
suggests the feasible use of a theoretical framework that can be 
utilized by instructional designer or educator to guide the 
instructional design of such learning environment in the effort 
to produce effective and engaging educational storytelling 
process. 
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Abstract – The increasing significance of e-learning, on-demand 
lecturing and auto-tutoring systems in tertiary education 
necessitates automated evaluation systems. Current literature 
presents a number of applied methods for evaluation, but little 
specific research on the evaluation of transfer function problems 
found in control engineering curricula. This paper presents a 
number of methods for use in the assessment of such 
mathematical entities, with particular emphasis on its application 
to problems in system identification. Further, the paper raises a 
number of concerns that need to be addressed when designing a 
complete evaluation procedure for dynamic systems. 

Keyword – Engineering Education, E-Learning, Educational 
Software, System Identification, Control Engineering. 

I. INTRODUCTION 

The current trend of larger classes and limited resources in 
engineering education necessitates a change in the current 
program of a typical engineering degree [1] – [3]. The 
inclusion of software tools is seen as a “complement to 

classical teaching and laboratory work” [2]. Introducing e-
learning software to engineering education is a way “to do 

more in the same amount of time” [1]. It allows students to 
benefit from on-demand teaching, which while present in small 
classes, is lost in the large class environment [4]. On-demand 
teaching will require on-demand assessment to reclaim an 
important characteristic of small class learning environments. 

Various systems for on-demand teaching and automated 
assessment in control engineering [5] – [7] as well as for 
general mathematics [8] have been described in the literature. 
These systems address on-demand testing: Providing problems 
for students to solve, evaluating student answers, and giving 
rapid feedback to the students. 

Previous work on computer based education [4, 9] indicates 
that automated assessment of large classes is both feasible and 
useful to students and staff. 

In control engineering, [3, 10] stated that modelling and 
system identification problems are imperative to achieving 
good system control. Thus, practice and testing of the ability to 
deduce an adequate dynamic model from a set of plant data is 
an important skill that needs to be imparted in control 
engineering education. 

The topic of system identification has been addressed 
through software [4, 6, 7]. These usually result in a solution in 
the form of a transfer function g(s):  
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that is a ratio of polynomials and includes a deadtime term. 
This could be readily evaluated using a computer algebra 

system [8], if it weren’t for the inexact nature of system 
identification problems. 

In these systems [4, 5], students are expected to apply a 
number of techniques to noisy, corrupted data in order to 
identify an adequate system model. This mimics system 
identification using industrial signals (e.g. Figure 1). 

The inherent approximation of the system identification task 
is the crux of the assessment problem, as there is no exact 
solution, nor described reasoning behind most of the 
assessment methods in use [5] – [7]. 

Thus, the problem of assessing transfer functions in system 
identification is not the trivial case of comparing an exact 
solution against a submitted answer. Instead it is measuring 
how ‘close’ a student has come to approximating the solution 
and how to define what ‘close’ is. 

This paper focuses on methods for use in an assessment 
model for dynamic systems defined by transfer functions (1). It 
specifically investigates the design of an assessment system for 
an introductory Control Engineering course. 

II. RECENT RESEARCH 

A number of different assessment techniques have been applied 
to on-demand assessment systems in teaching. 

Reference [6] makes use of a “fuzzy” range grading system, 
where the answer is evaluated against a triangle function with 
height equal to 100% centred on the solution, and a base width 
dependent on the accuracy required by the marking. The 
intention is to give students partial credit for answers close to 
the correct solution. 

Reference [7] looks at frequency domain system 
identification and design testing. It uses a fairly complex 
system of assessment, generating multiple different assessment 

 
Figure 1 : Typical Plant Signals 
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measures and using a fuzzy logic system to choose the most 
appropriate one.  

Of interest is the different methods used to assess the 
answers. The first is a cost function measure of the error in the 
magnitude and phase plots of a Bode plot, which is then 
marked against a fixed range “fuzzy” system similar to that in 
[6]. The second is a “measure [of] the relative distance 

between the singularities from the real and the identified 

transfer functions” [7]  
Another [8], presents the option of computer algebra 

systems. These systems are able to directly evaluate fairly 
complex algebra. While these systems are advancing steadily 
and are able to assist in the assessment of various algebraic 
systems including ratios of polynomials, none of those sampled 
handled the approximate assessment required. 

III. NAMING CONVENTIONS 

The following conventions are used: 
For the system identification problem, the student’s 

submission is the answer, whereas, the solution is the exactly 
correct result. 

It is useful to categorize methods by their basic function: 
Scaling methods remove ambiguity in the answer by scaling 

both answer and solution to some value, or part of their transfer 
functions. 

Scoring methods typically convert the answer to a metric 
representing the total error in the answer or distance from the 
solution. 

Grading methods convert a scoring metric to a marker 
friendly percentage through a one-to-one mapping. 

IV. ASSESSMENT CONSIDERATIONS 

One of the first issues raised during the investigation of 
assessment techniques was that of relative versus absolute 
tolerances in marking. When the answer is only in the vicinity 
of the actual solution, it is necessary to define the range around 
the correct answer where marks are assigned, and what 
accuracy is required. 

Relative tolerances scale depending on their order of 
magnitude, but become undefined around zero.  

Absolute tolerances do not suffer from such problems, 
though they are unsuitable for marking where the order of 
magnitude of parameters varies greatly. They are however 
dependent on the subjective nature of marking. This is best 
illustrated through an example: 

In systems identification, the steady state gain, eta, of the 
dynamic system must be correctly identified, where eta = b0/a0. 

The correct sign of the gain (positive or negative) is 
imperative to a correct answer. Yet, around zero an absolute 
tolerance could evaluate an answer with incorrect sign as 
correct due to its absolute proximity to the correct answer. 

No simple solution was found to fix this, but the best 
practical approach was to use a combined small absolute and 
relative tolerance system. 

V. POSSIBLE ASSESSMENT SOLUTIONS 

There are many ways to assess transfer function answers 
against known solutions. From the literature it appears that no 
single overriding method is currently being used. Thus, a 
number of different possible methods are explored and some of 
the considerations involved in choosing an evaluation system 
are presented. 

Below is a selection of methods which are considered, split 
up based on their major characteristics. 

Parametric methods approach transfer function assessment 
by reducing them to a set of defining parameters, which can 
then be evaluated. 

Cost Function methods use integral squared error and similar 
methods as a means of assessment. These are applied to both 
time and frequency domain representations. 

VI. PARAMETRIC ASSESSMENT 

Parametric methods convert the transfer function (1) into a set 
of parameters that encapsulate the system. 

 { }τ,,,,,,,, 1010 nm aaabbbP KK=  (2) 

This parameter vector for an answer can be compared 
element-by-element with a similarly defined vector for the 
solution. 

As there is no easy way to ensure that students input their 
answer in exactly the same format as the solution, it is 
necessary to apply some means of scaling to the 
representations of the transfer functions before 
parameterization. 

As an example, the two dynamic systems g1 & g2 are 
identical, 
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yet parameterize to P1 & P2 that are not the same. 
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This was found to have a significant effect on the resulting 
mark and thus various methods for scaling are explored. 

A. Scaling Methods 

Scaling standardizes the representation such that their 
parameterizations match. This is mostly achieved by 
multiplying, dividing or removing factors from the 
representations. 

A number of different types of scaling representations were 
identified for transfer function problems. While not exhaustive, 
they give a fair representation of the possibilities and their 
effects. 

i. One Variable Scaling 

One Variable Scaling uses a single variable to scale the 
system parameters. The partial monic form is one example that 
puts the denominator into monic form: 
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while the partial gain form shows the steady state gain, eta, 
explicitly in the numerator: 
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Although this scaling is simple, it has the disadvantage that it 
creates a dependence on one of the variable, such that any error 
in that parameter is propagated onto all the other parameters, 
and results in a far greater change in the resulting mark. 

Figure 2 shows the relationship between error (as a fraction 
of the value) and the resulting mark. As expected a change in a0 
has a far greater effect than any other variable. 

Similar results occur for other One Variable Scalings. 

ii. Two Variable Scaling / Factor Scaling 

This is similar to One Variable Scaling. It removes a factor 
from both numerator and denominator. The monic form 
converts both denominator and numerator to monics: 

 τs

a

an

a

an

b

bm

b

bm

n

m
m e

ss

ss

a

b
sg

nn

n

mm

m

−

−

−

+++

+++
⋅=

−

−

01

01

1

1

)(
K

K
 (7) 

The Gain Form extracts the steady state gain as a constant 
multiplier: 
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Similar to One Variable Scaling, errors in two of the 
variables results in a far greater effect on the final mark than 
the other variables.  

iii. Derived Scaling 

These scaling methods use subjective or derived values. 
Zero-Pole-Gain (ZPG) scaling uses the zeros, poles and gain 

as the parameterization, as in [7]. The zeroes and poles are 
represented as complex numbers in the Laplace variable s. 
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With parameters: 
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Eta Time – Constant scaling uses an alternate representation 
where the constants are the gain and settling times of the poles 
and zeros. 

 
Figure 2: Partial Gainform Scaling 
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With parameters: 

 { }ταααβββη ,,,,,,,,, 2121 nnCETP KK=−  (12) 

Finally another example of a subjective parameterization is 
suggested in [4], where the parameters are different values that 
specify a generic transfer function form. 
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With parameters: 
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where α is defined to optimize the students mark. 

B. Scoring Methods 

Once the representation has been standardized through 
scaling, the answer is evaluated against the solution. 

Two methods suggested in [4] provide a means to evaluate 
the parameterizations. Both methods use the normalized 
Euclidean distance --- The first one for each parameter; the 
second one for the parameter vector. 

The methods provide a summative metric 
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or a formative metric 
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to measure the error in the answer supplied by the student. 
Both of these methods could readily include subjective 

weighting based on the parameterization used. 
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Two problems inherent in the formalization of the formative 
methods were that of zero parameters, and that of significance 
of parameters. 

i. Zero Parameter Solution: 

Due to the normalization involved (which effectively adds a 
relative scaling in both scoring methods), any solution sol 
containing parameters that are zero, will create undefined 
situations for the formative metric. A reasonable modification 
to the formula that takes care of this situation, and solves the 
absolute versus relative tolerance problem presented above is 
the addition of a unit offset to the denominator of the 
normalisation, as shown: 
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ii. Significance of variables 

The second issue is that of the denominator sum to N, where 
N is the length of the largest dimension in either answer or 
solution vector in the formative method. This effectively gives 
an even weighting to all parameters in a given 
parameterization. The problem is that due to scaling and 
parameterization some of these parameters are either always 
the same, or not significant. 

Thus another reasonable alteration is made on the premise 
that the marker knows in advance the number of significant 
variables M. Thus the method becomes: 
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For example, it fixes the case in which the student enters a 
polynomial of larger degree than that contained in the solution. 

C. Grading Methods: 

As a final step in the assessment, the scoring metric is 
converted into the more traditional form of a percentage. 

Three possible methods for doing this are the fuzzy range 
method [6], the Gauss method and the piecewise fuzzy method. 

These methods take a scoring metric, f (), and a marking 
tolerance, mf, and use these to create a percentage grade M. 

The fuzzy method assigns a mark by a simple triangle 
function. 
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The Gauss method was developed from a Gauss distribution 
with the intention of providing evaluation information over the 
entire range of possible answers as opposed to the limited 
range of the fuzzy marking system. It is intended for use for 
summative feedback. 

 
Figure 3: Grading Method Percent vs Error 
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Finally, the piecewise fuzzy method is a balance between the 
Fuzzy and Gauss methods. It allows for the wide range of the 
Gauss system for summative marking, and combines it with the 
accurate mark determination of the fuzzy system. 
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The selection of each method is greatly dependent on the 
subjective application of the assessment system and what 
educators want from it. 

VII.  COST FUNCTION METHODS 

Another group of methods identified as possible means for 
assessment are those that use the time response or frequency 
domain plots as the representation of the system to be 
evaluated.  

A. Time Domain 

Time domain methods use the step or impulse response of 
the system. This signal can then have various cost functions 
applied to create an error metric, similar to the scoring step in 
parametric assessment. 

Important factors for time domain simulations are how long 
to simulate for, and what sampling frequency to use. 

B. Frequency Domain 

Frequency domain methods investigated used the Bode plot 
representation of the systems. 

Similar costs as those used in the time domain, were used for 
both magnitude and phase plots. These two measures were then 
averaged to get a scoring metric. 

VIII. SYSTEM IDENTIFICATION AUTO-TUTOR: 

The above methods were used to design an assessment system 
for a system identification auto-tutoring program. A number of 
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combined and individual assessment methods were proposed 
for testing to determine which was the most suitable.  

A. Subjectively Important Measures 

The tutoring program was designed to be an automated 
exercise for use in a first course in control engineering.  

As such the assessment system was to focus on subjectively 
important concepts. For the purpose of the test program, these 
were the concepts of steady state gain and pole dominance. 

i. Importance of Steady State Gain 

The steady state (DC) gain of a system is a significant 
feature that has an overriding effect on the entire system. As 
such the assessment system needs to ensure that it dominates 
the effect of other parameters with regards to the resulting 
mark. 

ii. Pole Dominance 

In control systems the poles and zeros (denominator and 
numerator roots respectively) of the transfer function, have 
varying effect (on the dynamics of the represented system) 
depending on their relative size (or placement). 

In the case of the introductory control courses and many 
industrial applications, the focus is primarily on the effect of 
the dominant poles and zeros. While less dominant poles and 
zeros play a role, they do not have as great an impact on the 
overall system. 

For this reason, the assessment system should weight the 
effect of the dominant poles/zeroes on the resulting mark more 
heavily. 

B. Method Selection 

Two tests were run to determine the suitability of each 
method. 

i. Parameter Perturbation 

By parameter perturbation, the first test evaluated each 
proposed system based on their sensitivity to the two identified 
subjectively important features. This was done by perturbing 
individual parameters of a set system g(s) and analyzing the 
resulting marks. 

The assessment systems investigated were: 
• A time mean integral absolute normalized error system, 

shown in Figure 4. 

 
Figure 4: TIANE Error vs Mark in Percemt 

 
Figure 5: Eta Time-Constant Error vs Mark in Percent 

• A frequency magnitude and phase, mean integral absolute 
normalized error system. 

• Both split and combined fuzzy summative eta time-constant 
scaled systems. Figure 5 shows the desired characteristics 
of overriding dependence on steady state gain and 
inherently weights dominant poles heavily. 

• Both split and combined fuzzy summative zero-pole-gain 
systems. Figure 6 shows that the Zero-Pole-Gain 
parameterization weights the largest parameters most 
heavily, thus making the dominant pole the least important 
feature. 

The split systems used the summative method separately on the 
gain (gain or eta), the poles/zeroes or time constants, and the 
deadtime (tau), and the geometric average for the marks was 
taken as the final mark. 

ii. Function Correlation 

For the second test, a sample system identification problem 
was posed to students. The answers collected would be used to 
test each proposed method. Because of the limited scope of 
students’ submitted answers, additional randomly perturbed 
answers were added to this set for a more complete range of 
answers. 

The sample problem (22) in ZPG form was marked against 
the student and randomly perturbed answers, and the results 
analyzed for trends and correlation. 

 
 

 
Figure 6: Zero-Pole-Gain Error vs Mark in Percent 
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From these tests, it became apparent that certain functions 
gave relatable marks. Figure 7 and Figure 8 show a correlation 
between each of the integral methods and a corresponding 
parametric method. 

Figure 7 shows the relation between the Time Cost Function 
method and the Eta Time – Constant method with a correlation 
coefficient of 0.96. Similarly Figure 8 shows the relation 
between the Frequency Cost Function and the Zero-Pole-Gain 
method with a correlation of 0.6. 

IX. CONCLUSIONS 

From all of the methods reviewed there is no single method 
that unequivocally is better than the other methods. Certain 
methods proved more successful at certain types of assessment 
than others, while some did not perform as intended. There are 
two different approaches that can be taken to transfer function 
assessment, the pragmatic approach of practical engineering; 
where the assessment tries to balance complexity with 
workable solutions, and the approach of pedagogic assessment, 
where any deviation from the correct answer should be 
penalized. This complicates the selection of assessment 
methods, as each method is suitable to one or other application. 

The parametric methods proved to be fast and provide a 
wide range of possible assessment situations.  

 
Figure 7: Time Cost Function vs Eta Time-Constant Percentages 

 
Figure 8: Frequency Cost Function vs Zero-Pole-Gain Percentages 

The Time Domain cost function methods provided a means 
for accurate curve fitting assessment, allowing for mismatched 
models and parameters. The Frequency Domain required a 
strictly correct model form, with the correct number of poles 
and zeros. Whenever this was met the frequency domain costs 
gave a good measure of accuracy of the transfer function. 

For pragmatic engineering assessment, the ET-C and Time 

Domain Cost Function methods provide suitable means for 
evaluation. Their high correlation indicates that the ET-C 
method can be used over the time domain method due to its 
relative efficiency and speed. 

Similarly for the pedagogic assessment approach, the ZPG 
and Frequency Domain cost function methods provide suitable 
evaluation. The two methods correlate reasonably; yet the ZPG 
method is more efficient than the Frequency Domain method. 

The various one and two variable scalings proved to be 
ineffective as the introduced sensitivity to error in specific 
variables did not consistently relate to their relative effect on 
the overall system they represented. 

For the auto-tutoring program, two assessment models were 
chosen for implementation. The first, a split summative fuzzy 

ET-C method, would be used for the first year introductory 
course where pole dominance and steady state gain are key 
features. The second, a combined formative fuzzy ZPG method, 
would be included for use in later courses in control 
engineering, where the accuracy of the model is more 
important than the basic understanding. 
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Abstract— Nationally, a significant percentage of public 

undergraduate students do not successfully go onto their second 
year of college.  Low retention rates incur a heavy cost on both 
schools and students.  Retention rates vary by institution.  Some 
factors that have a role in student retention are school selectivity, 
geography, academics, athletics, and socio-economics.  Finding 
the students that best fit a given school’s overall environment 
poses an important challenge to schools.  Understanding student 
persistence (i.e., enrolling in the subsequent second semester) 
offers a first step to understanding retention (i.e., enrolling in the 
subsequent second year).  This research explores the creation of a 
decision support system that profiles the successful student for a 
particular school.  The system scores individual students based 
upon their probability of persistence.  This paper details a highly 
accurate (better than 90%) neural network-based decision 
support system that predicts first-semester persistence.  The 
system offers a means to score an individual applicant for 
recruitment.  The system also offers a detailed profile of the 
student that is most likely to be a successful student at a 
particular institution of higher education. 
 

Index Terms — Neural Networks, Persistence, Predictive 
Modeling, Recruitment, Retention 

I. INTRODUCTION 

s mentioned earlier, a significant percentage, nearly 40%, 
of college and university freshman do not retain to their 

second year of higher education [1].  This comes at a time 
when “the [expected] production of high school graduates will 
slow moderately” over the next decade [2].  If colleges and 
universities could provide targeted marketing towards students 
that are more likely to be a good fit at their particular school, 
then much of the problem created by low retention rates might 
be mitigated.  Students having a good fit with the school are 
probably more likely to persist beyond the first semester and 
therefore more likely to retain beyond the first year.  This 
research offers a framework for a decision support system 
based upon neural computing that scores individual 
students/applicants based upon their probability of persisting. 

A. Related Research 

 With the goal of creating a predictive model for first-
semester persistence, an effective approach had to be chosen.  
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Many approaches exist to perform predictive modeling (e.g. 
regression, decision trees, cluster analysis, Bayesian networks, 
and neural networks).  The author chose to build a neural 
network.  Neural computation offers a nontraditional 
numerical tool for predicting future behavior.  Neural 
networks have been shown to be capable of utilizing complex, 
nonlinear, and noisy data for predictive purposes [3].  In fact, 
applications of neural networks have been found to be of use 
in many diverse fields [4] such as: 

• Loan application analysis 

• Fraud detection 

• Stock advisory 

• Routing 

• Bond rating 

Furthermore, neural networks with at least one hidden layer 
are universal approximators [5].  A universal approximator is 
able to a find a functional mapping between inputs and outputs 
if such a mapping exists.  Given the research and the proven 
utility of neural computation over the past two decades, the 
author opted to explore neural networks for the prediction of 
freshman persistence. 

Related to persistence and educational outcomes, neural 
network engineers have shown that neural networks are 
capable of predicting student success [6,7,8,9].  There is 
reason to believe a multilayer neural network can be similarly 
employed to predict first-semester persistence. 

II. METHODS 

A. Data Collection 

The site for this research, Fort Lewis College, is a public 
liberal arts college in Southwestern Colorado.  Fort Lewis 
College is the only four-year college within a 150 mile radius 
of Durango, Colorado[10].  Similar to other institutions of 
higher education, Fort Lewis College has a significant portion, 
42.1%, of its entering student body, that does not retain to 
their second year of study [11].  This rate is in line with 
national norms mentioned earlier, and thus results from this 
research seen at this school may possibly be generalized to 
other institutions of higher education. 

 As mentioned earlier, the utilization of a neural network 
was chosen as the data mining method for predicting student 
persistence.  Specifically, a multilayer backpropagation neural 
network was developed using NeuroSolutions as the 
development platform.  A multilayer backpropagation neural 
network, also known as a multilayer perceptron, is the most 
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widely used neural network paradigm [12].  NeuroSolutions 
gives neural network engineers a vast and comprehensive 
array of options in the construction and training (both 
supervised and unsupervised) of neural networks.  In this 
situation, archived student data can be obtained with known 
outcomes of persistence for supervised training.  Hence, a 
neural network engineer would most likely opt to create a 
neural network trained via historic student data. 
 With a goal to create a database of two prior freshman 
cohorts with known first-semester persistence, Institutional 
Research at Fort Lewis College queried relevant input 
variables from the school’s student information database.  The 
Fall 2005 and the Fall 2006 freshman cohorts (n=1768) were, 
at the time, the most current cohorts with known first-semester 
persistence.  The author chose the relevant variables within the 
query via interviews with admissions personnel, general 
education faculty, advisors, the Dean of General Education 
and Exploratory Studies, and Institutional Research.  The 
resulting initial set of possible predictors had 58 variables 
which included but was not limited to area such as: 

• High school information (e.g., GPA, ranking, class 
size) 

• Standardized test scores 
• Geographic location 
• Ethnicity 
• Financial Aid information 
• Gender 
• Basic skills requirement upon admission 
• Residency 
• Tuition rebates 

This data became the base training data for the supervised 
training of the multilayer backpropagation neural network.  
Institutional Research joined this data with a single column for 
each student’s first-semester persistence in order to make this 
dataset complete for training. 

B. Input Pruning 

At the end of the data collection phase, the author had a 
database with 1768 rows of student information across 58 
different variables.  In order to find the most generalizable 
decision support solution for predicting persistence in a 
production setting, this set of variables needed to be pruned 
down to the most essential and meaningful variables.  Thus, 
before the author engineered and trained a neural network 
using NeuroSolutions, a simple correlation analysis was 
performed.  Spearman’s Rho correlation coefficient was 
calculated between each of the 58 potential predictors and the 
binary persistence output variable.  Statistically, Spearman’s 
Rho is the most appropriate measure of linear association 
(positive or negative) given the ordinal level of measure for 
some of the variables.  Using an alpha level of 0.05 (2-
tailed)*, 18 of the 58 possible predictors were statistically 
significant.  The author pruned the input space to 20 inputs per 
industry and the software’s recommended “rule of thumb” 
[13].  All of these inputs had to be known at the time of 
admission in order for the model to be of use for recruitment 
purposes.  The 20 inputs/variables with their corresponding 
Spearman’s rank correlation coefficient are detailed in the 
table below: 

TABLE I 
INPUTS FOUND VIA SPEARMAN’S RHO CORRELATION 

Predictor Description Rho 

Gender Gender .092(**) 
WUE From Western Undergraduate 

Exchange State 
-0.035 

Out-of-State 
Native American 

Out-of-state Native American 
Classification 

-.146(**) 

Out-of-State 
Resident 

Out-of-state Resident .045(*) 

In-state Resident Colorado Resident .085(**) 
Required remedial 
hours 

Number of calculated remedial hrs at 
admission 

-.121(**) 

HS GPA High school GPA .167(**) 
HS Class Size High school graduating class size .075(**) 
HS Percentile High school percentile .058(**) 
Hispanic, Black, 
and Other 

Declared ethnicity -.048(*) 

School of Arts, 
Humanities, Soc 
Sciences (AHSS) 

Intended major with the school of 
(AHSS) 

.057(**) 

School of 
Business Admin 
(SOBA) 

Intended major in SOBA -.050(**) 

ACT Math Highest ACT mathematics score .094(**) 
ACT English Highest ACT English score .157(**) 
ACT Composite Highest ACT Composite score .145(**) 

CCHE Index Colorado Commission on Higher 
Education calculated Index Score [14]  

.181(**) 

From Local HS From local high school within 60 mile 
radius 

-0.011 

Submitted FAFSA Submitted a Free Application for 
Federal Student Aid 

.156(**) 

Total Need Total need as determined by FAFSA -.092(**) 

Native American 
Tuition Waiver 

Participant in FLC Nat Amer Tuition 
Waiver 

-.144(**) 

Of interest, within the aforementioned 20 predictors, 16 of 
the predictors are statistically significant at an alpha level of 
0.01 (2-tailed)**. 

The author included two other predictors, WUE and Local 
HS, which were shown to not be statistically significant as 
measured by Spearman’s Rho.  The inclusion of these 
variables came at the request of the Director of Admissions at 
Fort Lewis College.  WUE is a binary variable indicating 
whether or not a student is from a Western Undergraduate 
Exchange state.  These students receive a rebate on their 
tuition at Fort Lewis College.  Local HS is a binary variable 
indicating whether or not the student came from a local high 
school (i.e. within a 60 mile radius of the college).  The author 
did not see the problem in including these variables because 
the next stage of the input pruning process was to consider 
each variable for elimination via backwards elimination. 

Backwards elimination entailed building a neural network 
with all 20 predictors to determine the base predictive 
accuracy.  Then, starting with the least statistically significant 
variable, eliminate it and rebuild the neural network and 
determine if the predictive accuracy increased or not due to 
the elimination of the variable.  WUE and Local HS both 
ended up improving the predictive accuracy of the neural 
network.  Thus, they were ultimately retained as predictors in 
the final network.  Because a neural network with at least one 
hidden layer considers nonlinear combinations, the author 
believes these predictors work in a nonlinear combination with 
other variable(s) to improve predictive accuracy.  
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Before building and training the base neural network, 
however, the data was oversampled to provide more equitable 
treatment between the persisting and non-persisting categories.  
At Fort Lewis College, approximately 20% of entering 
freshman do not persist to the second semester.  Within the 
training data (2005 and 2006 cohorts), 19% of the students did 
not persist.  Once the data was oversampled, the author had 
2910 rows of data for training with an equal number of rows 
for persisting students and non-persisting students.  The goal 
of oversampling was to have approximately equal predictive 
accuracies from the neural network for both categories. 

Finally, in order to score individual students in regards to 
their probability of persistence, the neural network output was 
postprocessed using a SoftMaxAxon provided by the 
NeuroSolutions software package [15].  An initial cutoff point 
of p=0.50 for categorization was utilized.  A student with a 
probability greater than one half was classified as probable 
persister, and a student with a probability less than one half 
was classified as a likely non-persister. 

 
III.  RESULTS 

 
 Using NeuroSolutions, the author created a multilayer 
backpropagation neural network with two hidden layers.  
NeuroSolutions refers to their user interfaces for creating 
neural networks as “breadboards.”  The term is borrowed from 
the field of electrical engineering in reference to the physical 
prototype of a circuit.  The breadboard for the neural network 
within NeuroSolutions is depicted below.  The postprocessing 
SoftMaxAxon, which transforms the neural network output 
into a probability can be seen at the bottom right of the 
breadboard in the figure below.   

 
 In training the neural network depicted above, the author 
chose to utilize the Leave-N-Out training algorithm within 
NeuroSolutions.  By using the Leave-N-Out algorithm, all 
2910 rows of data could be used for training.  The Leave-N-
Out training algorithm, also referred to as dynamic cross 
validation, allows all of the data to be used for training and 
testing [16].  The final neural network with two hidden layers 
appeared to train to an acceptable level of error as indicated by 
the graph of the mean squared error (MSE) below: 

 
 The MSE of the neural network model shown by above 
learning curve levels off as the number of epochs increases 
towards the end of the figure.  This suggests that the learning 
reached a point that further training would be redundant and 
unnecessary, because it would not improve the overall model.  
The author believes the final neural network model used for 
actual prediction was fully trained and suitable for prediction 
in a production setting. 
 The final neural network, after the pruning process of 
backwards elimination, ultimately has 11 predictors with an 
overall predictive accuracy of 67.9% using the probability 
cutoff of 0.50 mentioned in the previous section.  This 
compares to the overall predictive accuracy of 64.9% seen 
before the backwards elimination process.  While the time 
consuming process of backwards elimination only resulted in 
an overall 3% predictive improvement, the more important 
finding was a model with only 11 predictors as opposed to 20.  
Such a model provides a much more generalizable solution 
that should work well with out-of-sample test data.  The final 
11 important inputs/predictors are listed in the table below: 
 
TABLE II 
INPUTS VIA BACKWARDS ELIMINATION 

Predictor 

Gender 
WUE 
In-state Resident 
Required remedial hours 
HS Class Size 
HS Percentile 
ACT Composite 
CCHE Index 
From Local HS 
Submitted FAFSA 
Total Need 

 
Of interest, within the aforementioned 20 predictors, 

 As indicated by the icon for the SoftMaxAxon in the 
breadboard, the SoftMaxAxon attempts to fit the neural 
network output to a normal distribution in order for the 
network engineer to be able to interpret the output as a 
probability.  In order to test the final neural network, the most 
current data with known first-semester persistence (the Fall 
2007 cohort) was used as an out-of-sample dataset for testing.  
The following frequency distribution indicates that the 
SoftMaxAxon provided output approximately conforming to a 
normal distribution.  Given this output, one can reasonably 
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interpret the final neural network output as a probability of 
persistence. 

 
 Using a cutoff of 0.50, the model identified 351of 925 
students as probable persisters.  86.5% of these students 
actually persisted thus giving an accuracy of 86.5%.  Using a 
cutoff of 0.90 (i.e. at least a 90% probability of persisting), the 
model identified 134 students as probable persisters.  Of these 
students, 123 persisted for a 91.8% accuracy.  The varying 
cutoffs with their respective accuracy and student count are 
shown in the graph below. 

 

III. CONCLUSIONS 

 By using a relatively large (n=925) out-of-sample test 
dataset (i.e. data not used for training), the author has high 
confidence in the generalizability of the predictive model 
detailed in this research.  The research offers a highly accurate 
model for predicting first-semester persistence at a particular 
institution, Fort Lewis College.  This research can be viewed 
as a framework for other institutions wanting to have a similar 
predictive model.  The author envisions the model to be of 
great used for admission personnel in the recruitment of 
students that would be a good fit for a specific institution.  
Additionally, the identified important predictors collectively 
offer administrators a profile of a student that is likely to 
persist.  Such a profile can be extremely valuable for targeted 
marketing campaigns, curricular reform, and bettering overall 
retention of the school. 
 Regarding the effective use of this model, additional 
research needs to be completed.  First, a cost benefit analysis 
needs to be performed in order to determine the most viable 
and beneficial probability cutoff point.  This cutoff will likely 
vary on an institutional basis.  Also unique to the institution, 
the profile for of a good-fitting student offered by the model 
can help determine where these students come from and help 

administrators develop a strategy to get more of them.  The 
scoring capability of the predictive model would again be 
applied.  Additionally, this first-semester persistence model 
can be viewed as a template for the creation of a first-year 
retention model.  If a school were to have both an accurate 
first-semester persistence model and an accurate first-year 
retention model, then school personnel could target the ideal 
student and then take measures to keep that student beyond the 
first year and further into his or her higher education.  Finally, 
given a refined model, the first-semester persistence model 
may be of use in predicting the size of an incoming class for 
revenue determination purposes. 
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Abstract—In the context of constant development of methods 

for distance learning, or e-learning, the paper presents a project 
in which the software tools specific to this type of education are 
being applied, namely, the ERASMUS project called „Filière 
Euro Qualité Logistique des Organisations” , acronym EURO-
QLIO. The e-learning process offers flexibility and affordability 
"anywhere, anytime", so that it can be used in both hybrid and 
joint learning. The project EURO-QLIO ensures the preparation 
and conduct of the partnership for training in the field of 
Metrology, Quality Control and Organization Logistics. The 
partnership is ensured by the involvement of three renowned 
universities from three different countries: „University Henri 
Poincaré” from Nancy, France (which is the project coordinator) 
"University Politehnica of Bucharest”, Romania, and "University 
Angel Kanchev” from Rousse, Bulgaria. The Romanian partner 
has co-opted from the industrial area the firm “SC Marco & 
Alex Instalaţi Frig SRL”.  This partner represents the interface 
between the Euro-QLIO project and the industrial beneficiaries. 
The educational platform is based on two very important 
components, namely: establishment of a virtual campus and 
issuance of a diploma with triple recognition. 
 

Index Terms—distance learning, EURO-QLIO project, joint 
education, triple recognition 
 

I. INTRODUCTION 

 
Some of the most used software tools are the e-learning 

platforms. An e-learning platform leads to an effective 
teaching and learning process, created by involving digital 
content into a community defined by learning groups or 
virtual classes, offering support throughout the learning 
process. Known as online distance learning, based on internet 
resources, the e-learning offers flexibility and affordability 
"anywhere and anytime", so that it can be used in both hybrid 
and joint learning. 

The result of the learning process can be customized 
according to the organization needs and required 
competences, giving the learner full control and flexibility.  

Also the e-learning platforms offer solutions to some 
important issues which appear in high level education. In this 
context we can include the need for long term professional 
education, reduction of investment and time stress over 
resources, the growth of student diversity and innovation 
regarding ways of attending the courses: distance “part-time” 
learning, opened and flexible, and not last the possibility to 

 
 

interconnect different tools used in human resources 
departments. Using e-learning involves a better learning 
process through the following: a variety of documentation 
resources: printed materials, presentations, questionnaires, 
multimedia files – graphic files, animations, sounds, 
interactive elements, etc.; offers control over the way in which 
students learn, being able to study when they want and where 
they want; the students have an integrated learning 
environment which can be customized according to personal 
needs; establishment of an environment that promotes an 
active way of learning; communication improvement between 
teachers and students or between students through “tele-
presence”; offers continuous or discontinuous reactions; 
increases student motivation by means of interactive courses 
and study groups; supports and encourages collaborative 
teaching; offers economic support by re-using expensive 
resources such as software applications; gives students full 
responsibility regarding the learning process; reduction of 
administrative activity by providing the didactic material 
online; improves overall teaching process; improved 
efficiency; cuts out differences between reach and poor 
people, boys and girls, rural and urban population; cuts out the 
problems caused by distance; improves time for providing 
information – lower time spent for transforming new 
information into didactic material; possibility of synchronic 
access (at the same time) or  at different periods of time to the 
e-learning platform.   

The implementation of e-learning platforms in Romania 
faces the following difficulties: infrastructure – 
telecommunication services, access to the Internet or intranets 
and informational databases; teachers have low computer 
driving skills; the need to create new jobs in order to support 
telecommunication, digital information transfer and 
multimedia applications; publisher rights over the didactic 
material and the costs of software applications. 

 

II. THE ERASMUS PROJECT EURO - QLIO 

 
In spring 2007, the papers containing the proposal of the 

project „Filière Euro Qualité Logistique des Organisations” 
was submitted in the competition of European Program 
ERASMUS.  This project was built to ensure the preparation 
and conduct of the partnership for employment training in the 
field of Metrology, Quality Control and Organization 
Logistics. The partnership was established through the 
involvement of three renowned universities from three 
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different countries: „Universitatea Henri Poincaré” from 
Nancy, France (which is the project coordinator) "Politehnica 
University of Bucharest”, Romania, and" Angel Kanchev 
University” from Russe, Bulgaria. 

The three partner universities provide well prepared 
“finished product” (human resource), and in order to establish 
a connection with the industrial beneficiaries, the Romanian 
partner has co-opted from the industrial area the firm “SC 
Marco & Alex InstalaĠii Frig SRL”. This partner represents 
the interface between the educational project and the industrial 
beneficiaries, potential financial resource, ensuring in the 
same time the future partnership with other commercial 
societies, employers of human resource provided by the this 
program.  

The project was approved and was launched in October 
2007, being included in the ERASMUS Program under the 
code 134395-LLP-1-2007-1-FR-ERASMUS-EVC, acronym 
EURO –QLIO. The total budget of the project is 446.733 €, of 
which 300,000 € funding from the European Community 
(67,15%) and has 24 months. 

The project „Filière Euro Qualité Logistique des 
Organisations”, EURO-QLIO, aims to achieve a platform for 
distance learning in the field of Metrology, Quality Control 
and Organization Logistics. This platform is based on two 
very important components, namely: establishment of a virtual 
campus, on the one hand, and issuance of a diploma with 
triple recognition, on the other hand. 

The distance learning platform will enhance the students 
exchanges between the partners, will promote the cooperation 
between teachers and, thus, will increase the mobility of each 
partner. Also, an extension of the project by co-opting new 
partners is intended, so that the EURO-QLIO project becomes 
a reference at European and international level in terms of 
education quality. 

Virtual campus relies on the use of means from the 
Information and Electronic Communications Technology 
(IECT), providing a set of software tools specific to distance 
learning – integrated multimedia modules used for a joint 
education, involving both individual and group collaboration. 
Also, joint education integrates methods of classic teaching 
and interactive teaching having the possibility of regrouping 
students in a flexible manner. In this context, the software 
tools have to be implemented in the teaching system of each 
partner. The virtual campus is focused on license training, 
ensuring at the same time the base premises for a complete 
learning cycle involving both Master and PhD studies in the 
field of Metrology, Quality Control and Organization 
Logistics.   

For each group of students a tutor from each of the partner 
universities will be appointed. The tutor will observe the 
evolution of the students regarding their education and 
psycho-education. 

The diploma with triple recognition is given to the students 
after they graduate the learning modules coordinated from 
distance by the teaching teams belonging to each of the 
partner countries, France, Romania and Bulgaria. The 

diplomas obtained after going through the different learning 
stages are recognized by each partner due to the fact that the 
particularities of the national teaching system are eliminated 
by introducing virtual mobility both, for students and teachers.   

Internationalization of diplomas will be made primarily by: 
introducing a unitary curriculum in four languages 
(Romanian, French, English and Bulgarian); organizing the 
field work in specialized industrial units with a similar profile 
(industrial logistics) or in the partner universities; software 
transfer for different applications.  

EURO-QLIO project is based on the Information and 
Electronic Communications Technology for education and 
professional development. In this regard, the project aims for 
the following: supporting a permanent link with technology - 
use of the web platform as the basis of educational process; 
the material dimension of technology - access to information 
resources necessary to support the process of education and 
the social dimension of technology – issues regarding the 
depersonalization of student-teacher contact trough a joint 
education approach; a more dynamic process of education -  a 
course does not belong to a person, but to a team of teachers 
who are improving and modifying it continuously from the 
curricular and contents point of view.   

Considering an analogy between a company and a 
university, when using the information technology in the 
education process, is concerned the application of knowledge 
trough tools, methods, means, rules, standards etc. The result 
of knowledge application relies on transforming the raw 
human resource, the high school graduate, into the finished 
product, the graduate of a high level education. In the 
industrial area, different ways of processing are becoming 
more and more automated. Furthermore, this comes in the 
support of the student because by applying a joint education 
(traditional and distance education), one person may find 
much easier to assimilate knowledge and to gain abilities, as 
he can choose his own way of learning.     

By applying the traditional way of teaching, the student 
can have a dialog with the teacher and colleagues in his native 
language, during the course and after reading the materials 
available on the online platform. In case that the support 
course needs to be modified, it can be done very quickly in 
each of the four languages. Also, the student can be helped by 
his colleagues through team work using the software tools.   

The information technology used in the EURO-QLIO 
project, must cover three main functional issues: material 
issue, represented by machines, tools, instruments, 
installations  etc.; normative issue, represented by rules, 
design strategies and management; social issues, represented 
by abilities, capabilities, individual and social behavior. 

The teaching activity is designed by a team of teachers 
formed from all three universities involved in the project, 
based on the following activities: establishing the teaching 
objectives; investigation of existing educational resources; 
setting the team of teachers; establishing the content; applying 
the methodology; ensuring evaluation of the teaching activity. 

Computer assisted learning is a method which uses the 
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principles of traditional teaching in the context of new 
information and communication technologies. This method is 
a peculiarity of our modern society, for which the information 
processing systems offer new methods, features and means to 
accomplish the teaching process by:  computerization of 
teaching-learning-evaluation activity; improvement of 
educational process through actions regarding management, 
documentation, communication and interrogation; automated 
and interactive simulation of knowledge and abilities engaged 
in the teaching process according to official documents of 
educational planning; observing the professional development 
of students and providing activities of constant improvement; 
completion and correction of the educational process.  

At the same time, the use of  IECT methods improves the 
teaching process through heuristic and individual coordination 
of teaching-learning-evaluation activities: organizing and re-
organizing the teaching process in  accordance with the 
curriculum, adaptable to the abilities of each student; 
cognitive challenge of the student through joint teaching and 
evaluation with the role to detect shortcomings and eventual 
problems; solving the teaching tasks presented above by re-
activating or obtaining the required information from 
information resources  reached via computers; achievement of 
materials and resources in multimedia format used for running 
through home works, lessons, groups of lessons, chapters or 
disciplines; providing additional activities to stimulate the 
student creativity.       

Designing the training activity involves management, 
ordering and correlation of the support course of each of the 
partner countries. The support course will be taught, learned 
and evaluated at the functional level between teacher and 
student, in order to provide the same knowledge and abilities 
in each of the three universities.   

A problem that must be considered, due to heterogeneous 
teaching processes belonging to each country, is how the 
teaching process can be achieved: defining the teaching 
objectives; establishing the content; applying the 
methodology; ensuring the evaluation of teaching and learning 
activities. To solve this problem the teachers must 
communicate between them using the resources provided by 
the virtual campus and mobility programs, absolutely 
necessary for leading the work groups. 

Designing the teaching process is based on the concept of 
work package. In fact it is a logic and semantic group of 
disciplines. Each work package is coordinated, controlled and 
organized by a responsible and each team involved in a work 
package aims for research, theorization and implementation of 
training strategies.  

The design activity involves precise methods for 
development, implementation, evaluation and operation of 
functional structures which facilitates the learning of scientific 
subject whatever the complexity of the discipline may be.  
Through the EURO-QLIO project, these concepts are 
implemented and verified in order to sketch the teaching 
system with triple recognition. This teaching system is a 
combination of instruments meant to help the learning 

process. 
Designing systematically and methodically the teaching 

process, based on the virtual campus is very advantageous 
because: it supports the training centered on learning; 
maintains a real, efficient and attractive training; sustains the 
communication between designers, teachers, computer 
specialists and users;  facilitates diffusion and dissemination 
of teaching knowledge; offers practical and acceptable 
solutions to problems that occur during the training process; 
the phase of analysis sustains future development of support 
courses; ensures that what has been thought is necessary for 
reaching the learning objectives of the students and also, 
facilitates a correct and precise evaluation of the training 
process. 

In terms of information resources, the virtual campus in 
composed of:  

- data base, usually a relational data base which allows 
data recording and also its monitoring, accessing and 
documenting;  

- integrated software space, which includes small codes or 
micro software tools; 

- dynamic presentation environment, formatted data 
presentation through interrogation in a detailed, vivid and 
descriptive manner;   

- audio and video environment for data transmission. 
A great importance has been given to data formality, 

conducted by the IT team from University Henri Poincaré, 
after consulting the other members of the partnership. Also, it 
has been discussed how to place on the web (responsible 
Samuel Nowakowski from U.H.P.) and how to ensure the 
internationalization (responsible Gheorghe Popescu from 
U.P.B.) of  the teaching resources.   

The e-learning platform implemented in the virtual campus 
allows to: publish support courses as tutorials, case studies 
and links to other sources; practical exercises necessary for 
the professional development of an engineer by integrated 
experimental techniques; linear testing or self-adaptive. Also, 
the publishing support courses involves document publishing 
based on a system that implements verification and control 
modules and more than one version of the same support 
course. This fact becomes mandatory when implementing a 
way of working based on collaboration. 

 

 
 

Fig. 1. Components of the virtual campus 
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The main components of the virtual campus are: 
 - Author systems – used for designing multimedia 

applications. Author systems represent high level software 
tools, which combine in a single package the interfaces 
required by multimedia design. These systems are used for 
designing an important content through a set of integration 
software tools. As a result, these products are easily used by 
people without previous programming experience. In EURO-
QLIO project the software that has been used is „Scenari 
Scene”.    

- Graphics. Most of the Author systems have a 
combination of possibilities to import essential graphic 
elements, drawings and graphic files. Sometimes are available 
a set of animation elements, but due to the fact that the 
number of available features and the quality of the output 
varies very much function of the differences between the 
number of pixels of vectorial drawing functions, smoothness, 
contrast and color levels. Author systems offer o small 
number of predefined graphic features which increases lowers 
the amount of time required for image and graphic editing. 
Predefine object include rectangles, polygons, ellipses, circles 
and lines.      

-  Animation. This feature is a very important component 
of Author systems. Animation and sound are substitutes for 
video movement elements that are more expensive, harder to 
produce and bigger resource consumers.  

- Audio features. Multimedia is often associated with 
graphics, animation, video effects and audio components. 
Audio elements are very important for a multimedia 
presentation, requiring lower space on hardware and lower 
memory than video elements. Most of the Author systems can 
handle audio channels separately, thus being more flexible 
during presentations. 

-  Access policies. In case that several persons are present 
at the same time, there are a fee rules that have to be followed, 
such as: persons should not write simultaneously and should 
not write on an already written area etc. These rules are also 
available for groups and in this case a system of monitoring 
different versions is required. 

-  Common programs. Sometimes the members of the 
same team have to work using the same program, on different 
computers or on the same computer (in case of programs 
found on a server). The application must post the same 
information or different on the monitor of each participant and 
to ensure the simultaneous access to the program commands. 

    -  Audio-video distribution. The streaming delivers fluxes 
of audio-video data from a source (server) to several receptors 
(clients). The data transmissions are passive because either the 
users or the receptors cannot interfere into data transmission. 
Some applications allow a low level of interaction through a 
return narrow band channel.  

III. CONCLUSIONS 

 
The project „Filière Euro Qualité Logistique des 

Organisations”, EURO-QLIO, aims to achieve a platform for 
distance learning in the field of Metrology, Quality Control 
and Organization Logistics. This platform is based on two 
very important components, namely: establishment of a virtual 
campus, on the one hand, and on the other hand, issuance of a 
diploma with triple recognition. 

Virtual campus relies on the use of means from the 
Information and Electronic Communications Technology 
(IECT), providing a set of software tools specific to distance 
learning – integrated multimedia modules used for a joint 
education, involving both individual and group collaboration. 

The diploma with triple recognition is given to the students 
after they graduate the learning modules coordinated from 
distance by the teaching teams belonging to each of the 
partner countries, France, Romania and Bulgaria. The 
diplomas obtained after going through the different learning 
stages are recognized by each partner due to the fact that the 
particularities of the national teaching system are eliminated 
by introducing virtual mobility both, for students and teachers. 

A very important feature of this project is that it involves 
joint learning. Through joint learning both classical and 
modern ways of teaching are used.  “Face to face” 
participation meets distance learning, each of them having 
their particular role. 
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 Abstract- This study describes the development of a box for 

controlling the direction of an agricultural tractor, which 

means the movement of the steering wheel will get the desired 

orientation, along with its design and implementation. The 

final task of the box will be part of an autonomous guidance 

system. There will be an explanation for both software and 

hardware level. In addition, a brief will explain the control 

method used in the application: fuzzy logic. Finally, we present 

the experimental results obtained with step-type entries with 

different amplitudes, with particular emphasis on test signals 

similar to those obtained in the self-guided tractor that most of 

the time is in a straight line. Final results were satisfactory to 

obtain the response of the controller that is similar to the 

reference signal to be pursued, with a maximum delay of 2 

seconds to complete the shift of direction, while for small jumps 

of 1.5 º is achieved the establishment in an average time of 

about 0.5 seconds. 

I. INTRODUCTION 
 The issue that occupies this study, the control theory, is an 

interdisciplinary field of mathematics and engineering, 

where it is and analyzes the behavior of dynamic systems. 

The objective of control is to alter the behavior of a system 

to present this particular conduct. At the exit you want to get 

the system referred to as a reference. Thus, when one or 

more of the variables of the output needed to keep a certain 

reference, a controller handle, in the right way, the plant's 

system to get the effect you want in the output. In [1] 

provides a comprehensive review of the control theory, 

reviewing the origins and key domains of application. 

 There are numerous publications in the field of control 

theory to illustrate in a more or less didactic, as the case, the 

particularities of this mode field. The book [2] provides a 

good reference, as it presents complex treatments of the 

analysis and design of control systems. In addition, it 

requires a comprehensive mathematical knowledge for the 

management of differential equations and calculating matrix 

mathematics among other disciplines. As far as the drivers 

using fuzzy logic, there are numerous publications [3], [4] 

and [5]. Reference [3], is a simple analysis of didactic 

manner, without going into unnecessary complex 

mathematical analysis. References [4] and [5] present a 

theoretical vision of such drivers supplemented with 

practical examples of control. There are books such as [6] 

where there are different components for the control systems 

or [7] which describes the functioning of the observers in 

that area. 

 There have been various studies for motor control 

applications with different techniques. To make the driver, 

in many cases it is necessary to identify a model for the 

engine. Regarding the attitude control engine using fuzzy 

logic are numerous studies of similar applications to which 

it intends to develop. Work of this kind can be seen at [8], 

[9], [10] and [11]. In addition, the method of control to be 

used in this document, there are others that have been 

studied and developed in various scientific papers, 

highlighting the classic control and easier PID. Among 

these, there are items like [12] and [13] where he also 

studied numerous ways to improve the operation. There are, 

likewise, many jobs where we compare the results produced 

by different forms of development of a single driver [14] 

and [15].  

 In regard to the implementation of final control 

developed, precision agriculture, has suffered a major 

breakthrough in recent years. There has been a revolution  in 

terms of guidance, that has improved the performance [16]. 

References [17] and [18] review the state's guidance in the 

regions of Europe and North America respectively. There 

are many ways of conducting guided by artificial vision 

[19], using GPS and differential ways to improve the 

accuracy [20] and [21], using a steering geomagnetic sensor 

(INS) [22] or through a combination of them [23]. For the 

direct control of the steering actuators are used, which may 

consist of an electrohydraulic system [24], or simply by 

driving a motor connected through a pulley system that 

rotates in solidarity with him. 

 In this paper we explain how it has been designed and 

implemented a controller module from the direction of an 
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agricultural tractor acting directly on the steering wheel. The 

design is divided into two distinct parts, one implements the 

hardware and the other part the software. To complete the 

study, concrete results will be presented for one of the 

theories of control implemented in the box. In this way, 

section II presents the objectives of the study and III is a 

brief description of the materials and real system to be 

monitored. In successive paragraphs IV and V will explain 

the hardware and software, respectively. Finally, VI presents 

a series of results obtained during testing validation of the 

box controller and the control method implemented. 

II. OBJECTIVES 
 The aim of this study is to construct a box controller to 

move the steering wheel and, consequently, the address of 

an agricultural tractor. Thus, a design for both software and 

hardware levels is made in order to create a versatile device 

that can act as a controller with different control algorithms. 

Regarding to hardware, it is necessary for the system to be 

robust and reliable. 

 Once built the controller, an algorithm using fuzzy logic 

control will be implemented to control the positioning of the 

direction of the vehicle. The control through fuzzy logic is 

the relocation of human language to the level of control, 

namely to build a controller that functions intelligently as 

you would a person. Thus, it will make the guided according 

to the angular distance to be travelled to the destination 

point, using different functions diffuse, with triangular and 

trapezoidal shapes. 

 Once the controller box is designed, with the controller 

tuned properly, the results obtained on the real system will 

presented. To evaluate the operation a sign of stairs with 

different amplitudes will be used in order to have a broad 

knowledge of the response. 

III. MATERIAL 
 For the tests a tractor model KUBOTA 6950DT with 53 

KW of power maximum, figure 1, will be used. On this 

vehicle was implemented a system of steering control. The 

control system of management is based on a dynamo who 

serves as the actuator for the steering wheel through a 

system of pulleys and a sensor in the direction 

potentiometer. 

 The actuator system can be seen in the left of the figure 2. 

The advantage of using a dynamo is that by having a system 

operating under is not necessary to use any type of gear 

reducer for the movement of the steering wheel. As the 

dynamo interface will be used a commercial driver MD03 of 

the company Devantech Ltd, which provides a maximum of 

20 A to the actuator of the steering wheel of the vehicle.  

 
Figure 1: Kubota tractor 6950DT.  

 The direction sensor, a pot of low cost, stood at the cross 

of the direction of the tractor. Thus, we get a spin-axis 

sensor solidarity with the movement of the wheels of the 

vehicle. In the right of figure 2 may be the position of the 

pot near the left front wheel of the tractor. 

Figure 2: Parts of the system of control over the direction. 

 For the findings of the functioning of the application in 

the box controller was used a laptop with an Intel Core 2 

Duo 2 GHz, 1 GB DDR2 and 160 GB hard drive. The 

operating system used was Windows XP and the 

development environment on which is scheduled 

implementation of the computer was LabWindows CVI. 

IV. HARDWARE DESIGN 
 For the hardware in the box controller two separate 

circuits are used. The first is, so to speak, the brain of the 

system. It is the microcontroller that is responsible for the 

finality of the system. The power to be used for this part of 

the circuit, comes from the computer which is responsible 

for sending the orders to the controller box. The second 

circuit will be an assistant to isolate the power part that 

connects the engine to control part connected to the 

microprocessor, to be funded by the tractor's battery. The 

voltage from the battery of the tractor may not be uniform 

given its nature and be connected to a DC motor that can 

generate spikes harmful to sensitive parts of the circuit. This 

will seek to avoid possible damage that might occur in the 

microcontroller or on the computer. In figure 3 may be a 

general outline of the different parts of the hardware that is 

the system that will be described in subsequent paragraphs. 
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Figure 3: Outline of the system hardware 

A. Microcontroller board 

 This board, as indicated above will be part of the 

intelligent controller box. It is the fundamental part of the 

control system: the microcontroller where the algorithm that 

will be responsible for the leadership position in the angle 

requested. Microcontroller was chosen as the PIC16F876A 

of the company Microchip. This device is useful because it 

has different interfaces for the control of different parts of 

the system. 

 The main interfaces of the system will be a 16-character 

LCD display and two lines and a 4x4 keypad, which will be 

used to display information on the application and to act 

directly on the system. It is also necessary to communicate 

with different devices in the system. For liaison with the 

computer will use the RS232 interface, while for sending the 

orders to the stage of engine power will be used to address 

the I2C protocol. Both interfaces are present in the 

microcontroller, which will facilitate, to a large extent, the 

communications to be carried out. For the RS232 interface 

is a need for a commutation of external levels for the system 

to work properly. This will be achieved with the help of an 

integrated circuit business called MAX232, which is capable 

of converting voltages with an RS232 to TTL Power 0 and 5 

V.  

 In addition to the interfaces of the system, both for 

communication and information to the user, this board will 

connect the signal from the sensor to directly address one of 

the analog inputs of the microcontroller. It will also be 

necessary to send signals to the sensor power supply so the 

connection to this will be done through three cables. Will be 

generated in this part of the circuit control signal for a 

servomotor and a relay for the control of other tractor 

components such as the accelerator or the raising of the 

apero being processed.  

 As indicated above, the 5 V power necessary for the 

functioning of the entire plate is obtained from the computer 

which is responsible for sending the orders of positioning 

system. This is possible because the total consumption of 

the entire board is very small. 

 In figure 4 may be a comprehensive outline of the circuit 

built in the board of the microcontroller. 

 
Figure 4: Designed for circuit-board PIC 

B. Isolation board 

 The circuit part for the isolation of signals will be very 

important because the power system of the actuator is made 

from the battery of the tractor and is a source is quite 

irregular. Also, using a DC motor that makes the signal 

power of the engine from being disrupted, such as voltage 

spikes, which can be very damaging to sensitive parts of the 

module controller of the address.  

 To separate electrical signals are used two different 

magnetic insulators in the series iCoupler of Analog 

Devices. It will be necessary to use two different kinds of 

insulators. The first, it will be a special device for the 

isolation of signals from the I2C protocol. As a result, it has 

two channels of bi-directional communications. These 

signals are those connected with the phase of 

Microcontroller power. The second isolator is necessary to 

avoid direct connection between the signals from the 

microprocessor and different hardware devices in the system 

fed again with the battery of the tractor such as the relay and 

the servomotor. This second device, has two unidirectional 

channels of isolation perfect for the application that aims to 

develop, where the aim is to isolate two signals separate. 

One advantage of these insulators is that any external 

packaging through discrete components is needed, resulting 

in a high space savings and simplicity in the design.  

 Insulators require employees to use two power supplies 5 

V to achieve these feeds will be used on one side of the 

block from the computer's microprocessor and on the other 

hand, the signal from the battery of the tractor stabilized by 

two stabilizers tension of the series 78XX properly 

connected through an auxiliary circuit filter.  

 In Figure 8 6 shows the design circuital used for the plate 

insulators needed in the controller box. 
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Figure 5: Circuit designed for the insulators board. 

C. Power stage 

 To adapt the signal from the microcontroller and the 

board of insulation DC motor that moves the steering wheel 

will be necessary to add a power stage. For this purpose, 

was chosen the driver of MD03 commercial power of the 

company Devantech Ltd which will provide some signs of 

feeding more than sufficient for operating the engine to be 

monitored. Its configuration is based on a bridge in H and is 

capable of controlling motors up to 50 V with an intensity of 

20 A. In addition, this driver allows different forms of 

control such as analog signals at the entrance or the one used 

in this case, through the I2C protocol. In Figure 6 shows the 

overview of the MD03 module to be used. 

Figure 6: Overview of driver MD03 

V. SOFTWARE DESIGN 
 As far as the software programmed into the 

microcontroller C was used as a programming language, and 

the C language compiler for PIC microcontrollers PCWH of 

the company CCS (Custom Computer Services 

Incorporated). Different laws will be used to control the 

movement of the direction, but they all use the same flow 

diagram which is summarized in figure 7. It may be that 

after an initialization of variables and the complete 

configuration of all devices and extras that will be used in 

the integrated circuit that is responsible for supervising the 

application, asks the user to perform a manual calibration, 

consisting of recording the values of the leadership on both 

sides, and finally in the center, or, conversely, use a 

calibration pre-stored on the computer. To make the 

distinction between whether or not it has been calibrated, the 

computer will analyze the message received. When it is 

empty, it will respond with the correct calibration message. 

By contrary, the computer saves the new calibration data. 

After the calibration of the system, the microcontroller will 

await the rest frame of driver settings from the computer, 

you'll need different kinds of parameters depending on the 

type of controller implemented. 

 When everything is configured correctly is time to come 

into the loop controller. The value driver will be updated 

with a sampling period of 10 ms by a temporary 

interruption. The first step of the process is to read the 

position, in that instant, sensing direction. Once this is done 

it will update the value on the LCD screen informing the 

user and also, if the option is active sampling external and 

has defeated the corresponding timer, 50 ms, a message will 

be sent to the computer with information from the position 

for the subsequent processing of the dynamics of the system. 

After shipments of information by various interfaces, is the 

calculation of the corresponding control algorithm for the 

configuration data that have been sent. Once the calculation 

is processed properly and, finally, it sends the information to 

the phase of power that will attack the DC motor. At this 

point ending the cycle of the program until the next break, at 

which it begins, again, the whole process of control. 

 First, it will receive and store the message completely, 

after completion of the receipt, checking the header and type 

of message. If both are correct, it will process data 

containing the message and all the variables will be updated 

as necessary. When you're done correctly, or the receipt, 

whether on the contrary, errors were detected in the header 

or the type of message is left of the interruption of receipt of 

fabric. 

 
Figure 7: General organizational chart of the applications developed 

 To establish communication with the computer and, as 

might be assumed by reading the preceding paragraphs, has 

designed a communications system based on messages of 

two lengths. The different lengths are for fixed two-way 

communication microcontroller-computer and vice versa. 
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 As a security measure a control of connectivity with the 

computer is enabled; by default, it will not be activated. 

 To get a complete and optimal functioning of the system 

were designed frames to modify all the parameters relating 

to the control method and the different options that allows 

the program.  

D. Control Law implemented: fuzzy logic 

 For the control method that is developed will be 

implemented three and two triangular-shaped trapezoid, as 

shown in figure 8. The system of duties will focus vague on 

the point you want to reach and, thus, will be approaching it 

with a gain increasingly marginalized. 

 
Figure 8: Functions of fuzzy logic. 

 For the application of control, firstly, we need to know the 

region of figure 8 this positioning sensor, once it knows this, 

apply the equation (1), where PA denotes the point where 

the system at that instant, O1 and O2 are the origins of the 

respective lines, gain1 and gain2 are the heights of each of 

the two lines, and finally ramp is the value of the width, as 

shown in figure 8, if the item is in a region with two ramps 

or (2) if it is on the step. 
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 The controller tuning is done on an experimental basis in 

the real system to monitor the management response to 

changes made in the final set of turn. The final values of the 

parameters used in the controller, the gains for all functions 

and value of the width of the ramp, are presented in (3). The 

value for the ramp angle is measured in the direction, that is, 

denotes the distance to the end point from which to begin to 

act that role. 
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VI. RESULTS 
 Once constructed the box for controlling the system of 

management were conducted numerous tests, based mainly 

in response to different step for changes in the angle of the 

wheels, to know the performance of each of the theories of 

control with implemented. Here are the results obtained in 

the case of fuzzy logic which yielded the best performance 

of the system. The tests were conducted for changes in the 

slogan of position of entry. In figure 9 the data obtained is 

presented graphically. The horizontal axis represents time in 

seconds and the vertical axis positioning units in the angle 

of the front of the address farming tractor to be monitored.  

 
Figure 9: Results obtained for the control through fuzzy logic.. 

 As shown in figure 9 alternated big jumps in the position 

of the leadership of approximately 29 degrees, with small 

intervals (1.46 degrees) as it would be an application of self-

guided. In figure 9 can be seen that the driver still follows 

pretty well all the position changes that have been made, 

that are even smaller. The response time is slightly less than 

0.5 seconds, for the worst case measured, since the 

microcontroller receives the new position until it begins to 

rotate the leadership to get to it. In addition, there is no 

excess, while the time needed to make a turn almost entirely 

on location is, from reaching the new position, slightly more 

than 2 seconds until the stabilization in the position of 

destination, although such changes are not used in 

applications normal guidance. Delays for small changes in 

the direction of the wheels of 1.5º are approximately 500 

ms. Changes to intermediate values of stabilization are 

around 1 second as shown in  figure 9. That the oscillations 

were observed in the area where the system is stabilized are 

due mainly to the quality of the sensor and in any case not 

exceed the value of 1º, therefore poses no obstacle for the 

application that aims to develop. 
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VII. CONCLUSIONS 
 In carrying out the experimental evidence has been 

necessary to implement a system of guided self on a real 

tractor. This study summed up the task of building a box for 

controlling this system of guided tractor.  

 The hardware consists of three distinct parts, on the one 

hand, the stage of the microprocessor fed with the signal 

from the computer, a second part of electrical insulators to 

be responsible for isolating the signals that are at the 

computer with the voltage coming from the battery of the 

tractor. Finally, phase three will be responsible for directly 

attacking the engine management, is the amp by the 

commercial driver MD03. 

 Regarding the software various control techniques have 

been implemented getting satisfactory answers in the 

positioning of the wheels, making the measures of this 

position through a sensor on the front axle of the vehicle.  

 The program's structure consists of a boot, a calibrated 

and finally the direct application of the algorithm used to 

control. In addition, it has enabled a system for sending and 

receiving frames, via post series, to achieve the fullest 

possible communication with the computer. With these 

messages all the factors of the driver will be monitored. It 

has also implemented a system for monitoring the physical 

connection to the computer in case of detecting loss and 

generates an emergency stop the driver. 

 The program that will control assistant in the computer 

has been developed in the LabWindows CVI, a development 

tool based on a similar LabView, but applying programming 

in C language for control. It is allowed to use a rapid 

development from numerous libraries and graphical 

environments implemented. 

 As evidence of performance appraisal system is a 

sequence of job positions that reflect the behavior of the 

system in a comprehensive manner, making big changes in 

the angle of the steering and small jumps of about 1.5 º to 

give idea of the behavior of applications in guided actual 

conventional farming. Values are obtained for the 

establishment of 2 seconds to complete turns of direction, 

but such changes are rarely carried out in guided 

applications. With regard to small changes in direction, of 

1.5 degrees, are obtained delays of 500 ms, while for 

intermediate values, around 15 degrees, the values were 

established around a second. The results show that the 

behavior of the system is perfectly correct and may be used 

in applications where self-guided changes in the direction of 

the tractor will be very small as it has been studied in tests 

done with the real system. 
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Abstract VNC is popular and stable open source remote 
control software. It is widely used in many applications, such as 
the screen sharing part of a distance learning supporting system. 
VNC is designed originally for one-to-one remote control 
application, which means that the bandwidth constraint is not 
seriously considered. In many distance-learning applications, the 
screen image is broadcasted to many students, thus the 
performance become degraded. This paper focuses on this 
problem, and proposes an algorithm to improve the screen 
sharing broadcast scheme on VNC systems and makes it more 
suitable for distance-learning applications. 

I. INTRODUCTION 

E-learning plays an important role in the IT industry. One 
of the most researched topics in e-learning area is distance-
learning. Distance learning is a field of education and a part 
of e-learning that uses various technologies and instructional 
systems to deliver education to students who are not 
physically "on site". In distance learning, teachers and 
students may communicate asynchronously/synchronously by 
exchanging teaching material, vocal discussion, instant 
messages, files, etc. For example, in [1], we have integrated 
several open source software systems like Moodle, DSpace, 
and the Asterisk VoIP network together to develop a virtual 
learning environment, called Distant VCR, to support the 
need of distance learning. 

A distance learning supporting system is an integrated 
technology, composed of learning management, voice over IP, 
screen sharing, etc. Screen sharing is a critical part in such a 
system. It is used to deliver the visual teaching material from 
the teacher to students. For example, whatever shown on the 
teacher’s PC screen such as Power Point files, pictures, papers 
and videos, can be synchronously shown on students’ PC 
screens.  

Due to the fast evolution of computer hardware and 
networking technology, screen sharing technology is 
continuously developed and improved by many companies. 
Among those Screen Sharing technologies, VNC (Virtual 
Network Computing) is popular and stable open source 
software. It is widely used in many applications, such as the 
screen sharing part of the web phone system [9], remote 
computer system diagnosis, e-learning, etc.   

VNC is designed originally for one-to-one remote control 
application, which means the bandwidth requirement is not 
seriously constrained. When using in distance-learning 
applications it has to broadcast the teacher’s screen image to 
many students’ computers, thus the performance become 
degraded. This paper focuses on this problem, and proposes a 

broadcast scheme enhanced from [4] to improve screen 
sharing broadcast on VNC system and make it more suitable 
for distance-learning applications.  

The structure of this paper is composed as follow: in 
Section 2 we introduce the VNC system. Our solution of 
screen sharing broadcasting is presented in Section 3, and the 
experiment/simulation result is shown in Section 4.  Finally, 
Section 5 is the conclusion. 

II. VIRTUAL NETWORK COMPUTING (VNC) 

NC stands for Network Computing, is a remote control 
technology which users can use simple, cheap devices to 
access central resources. VNC (Virtual Network Computing) 
[8] is a remote control system based on RFB (Remote Frame 
Buffer) [10] protocol, derived in 1998 by UK Cambridge 
University and AT&T Co. VNC is a thin-client system, main 
overload is on the server. Therefore the implementation of 
client is easy and cheap. The client can run on mobile or 
laptop device. 

The architecture of a VNC system is shown as Fig. 1. The 
system is composed of two main part, vnc server and vnc 
viewer (client) with RFB (Remote Frame Buffer) protocol 
running between them. The VNC server is composed of 
screen capture and remote control two main parts. The screen 
capture part monitors the changes of screen and saves them 
into a memory buffer. When a viewer sends a screen update 
request, the server compares the buffered data, finds out the 
change parts of screen, compresses and sends the screen 
update data to the viewer. The remote control part receives 
control messages from viewers and completes the task 
running on the server according to control messages. The 
VNC viewer is also composed of two main parts, screen 
display and remote control. The screen display part receives 
the screen update data from the VNC server by RFB protocol 
and display them on the viewer. The remote control part sends 
the control message to the server to complete the task. 
 

 
 

Fig.1. Architecture of VNC System 
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III. THE SCREEN SHARING BROADCAST SCHEME 

To solve the problem of screen sharing broadcast described 
in Section 1, we have surveyed some related works. Paper [6] 
gave an algorithm which found a best broadcast scheme from 
an un-weighted tree (all edges have unit weight). Paper [5] 
extended results from [6] and found the best broadcast 
scheme for a weighted tree (with different weights assigned to 
edges of a tree). Since to find the best broadcast scheme in a 
graph is NP Complete as stated in [6], TBA (Tree Based 
Algorithm) presented in [4] proposed an “efficient” broadcast 
scheme for an un-weighted graph (instead of finding the best 
scheme).  

In a distance learning environment, computers used by 
students and teachers form a network. Due to the different 
latency of real network environment, the graph transferred 
from a network topology often gets assigned with edge 
weights to represent the latency. Thus our problem is 
transformed into finding an efficient broadcast scheme from a 
weighted graph. Fig. 2 shows a graph with weighted edges. 

As shown in Fig. 2, assume node A is the teacher’s 
computer and all other nodes represent students’ computers. 
To broadcast teacher’s screen to all students, a possible 
broadcast scheme might be (AB, AG, BC, BD, BF) or it 
might be (AB, AG, BC, BD, GF) or might be other schemes. 
The first scheme takes 25 at best to complete the broadcast 
while the second one does it in 16. Note that we have allowed 
parallel data transmissions in the network. Our algorithm 
described in this section will find an efficient way to do the 
screen broadcast in terms of the total time it takes. 

The following sub-sections describe our algorithm which 
finds an efficient broadcast scheme form arbitrary root of an 
arbitrary weighted connected graph. We named it TBA+. 

A. Definitions and Assumptions 

In order to describe our algorithm, we make the following 
assumptions.  
 
A1: Two nodes x and y in a network may have a link xy. We 
give this link an edge weight defined by the latency of the 
link. The edge weight is a positive integer and in direct 
proportion to the latency. It is a relative value, so there is no 
need to assign a unit. 

 

A2: Whether x connects to y or y connects to x, the link's 
edge weights derived from both directions are the same. The 
value of the edge weight is a static value. 
A3: A node x can only inform (or communicate with) any 
adjacent node y. 
A4: One node can inform one and only one node at the same 
time. It must wait for the end of the current communication 
before starting another communication. 
A5: Our broadcast mode is simplex. Nodes can act either as 
sender or as receiver but not both at the same time. 
A6: We assume the synchronization time of any two nodes 
before transmitting data is very small, and can be ignored. 
A7: The handoff time (time between a vnc server finishes one 
transmission and starts the next transmission) among vnc 
viewers linked to one vnc server is very small, and can be 
ignored. 
A8: The time spent on one data transmission between any two 
adjacent nodes is the same as the edge weight of the edge 
connecting these two nodes. 

We also include some definitions here. 
D1: Informed Node: An informed node is a node which has 
received the broadcasted screen contents. 
D2: Uninformed Node: An uninformed node is a node which 
has not received the broadcasted screen message. 
D3: Source Node: Teacher’s PC. 
D4: Listening Node: all students’ PCs. 

B. Introduction to TBA+ Algorithm 

The algorithm is composed of three main parts, Cal_Dvt, 
Cal_node_weight, and Cal_match. It repeats running the three 
parts until all nodes is informed. In finding one match, we 
first process Cal_Dvt to find the depth of each node. We used 
a modified weighted BFS (Breadth First Search) to find the 
depth. Second, we process the Cal_node_weight procedure to 
calculate the node weight of each uninformed nodes by the 
Dvt value. Final, in procedure Cal_match, we find the match 
between the informed nodes and uninformed nodes by the 
node weight. 

The detail procedure of TBA+ is presented in Appendix.  

C. Complexity of TBA+ 

We will analyze the complexity of our algorithm TBA+ by 
finding one match in the worst case. We represent the number 
of all nodes in a graph as V, number of all edges as E. First, in 
the Cal_Dvt procedure, we reset all nodes value. This will 
cost O(V) time. Then we use BFS to find out the Dvt values 
of all uninformed nodes, In the worse case this process takes 
1+2+3+…+V = (1+V) x V / 2, about O(V2) time. Next, in the 
Cal_node_weight procedure, we consider the complexity of 
the sub-procedure Weight first. In the sub-procedure Weight 
we need to sort all children nodes according to the node 
weight and it costs O(V logV) time. We also need to find the 
max-weight which takes O(V) time. So, sub-procedure’s 
complexity is O(V logV). Back to the procedure 
Cal_node_weight, we need to reset all node_weight first, it 
costs O(V). Next we use Remote queue recursively to 
calculate the node_weight by calling the sub-procedure 
Weight. So the complexity of Cal_node_weight is O(V) x 
O(V logV) = O(V2 logV). Finally in the Cal_match procedure 
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we need to find the match by the order of nodes’ degreeU. To 
sort out this order costs O(V). We check all connected edges 
of each node by the order to find a match, cost O(V) x 
O(degree(V)) = O(V) x (E/V) = O(E) time. We also need 
modifying the degreeU value of nodes affected. This action costs 
O(V) x O(degree(V)) = O(V) x (E/V) = O(E) time. Therefore, 
Cal_match procedure’s total time complexity is O(E). 

From this analysis we get the time complexity of running 
one match of the TBA+ algorithm is O(V2) + O(V2 logV) + 
O(E). Our graph must be a simple connected graph, V2>E. 
Thus, the total time complexity to run one match by TBA+ 
algorithm is O(V2 logV). 

IV. EXPERIMENTAL RESULTS 

We used two experimental ways to verify our algorithm. 
First, we ran our algorithm in a LAN (Local Area Network) 
environment. Next, to show the effect of adding edge weights, 
we simulated our algorithm in a LAN and compare our 
algorithm TBA+ with the TBA algorithm in [6]. The results 
showed that either in LAN experiment or in Simulation 
experiment, our algorithm TBA+ have overall best 
performance. 

A. LAN experiment 

We ran our experiment in a simple LAN environment to 
verify our method. In a LAN environment, each node is 
connected to all other nodes. Also, the latency between any two 
nodes is very small and each link can be considered as having 
the same weight. Therefore, the topology of the network is an 
un-weighted complete graph. The broadcast schemes derived 
by TBA+ and TBA should be the same. So we only compared 
TBA+ with origin directed connect broadcast scheme (that is, 
all students’ PCs were connected to a teacher’s PC). 

As measuring the receiving time of each packet among 
listening nodes is hard to achieve, we monitor the number of 
received bytes during fixed time period of each listening 
nodes instead. We calculate the number of bytes received by 
all listening nodes during this time interval and find the 
average byte receiving rate (ABRR) in terms of bytes/second. 
Also, we assume the best ABRR is when only one listening 
node connects to the source node in the LAN. We define a 
measurement called efficiency as follows. 
 
efficiency  = ABRR /  best ABRR    (1) 
 

The result is shown below: 

 

Fig.3. Efficiency in a LAN environment. 

As Fig.3 shows, the performance is decreased with the 
growth of the number of the listening nodes. The total 
bandwidth is limited in the LAN. As the growth of the 
number of listening nodes, each listening node’s bandwidth is 
getting smaller. Thus we find that in the LAN environment, 
bandwidth is more important than latency. 

B. Simulation of Broadcast in WAN environment 

In the distance learning application, nodes are normally 
located distance apart. Thus, to see the algorithm’s 
performance, we have to run our algorithm in a simulated 
WAN (wide area network) environment. We modified the 
VNC source code by adding delay in the sending message 
part of the VNC viewer to simulate latency in WAN. The 
topology of a WAN is a weighted connected graph, so we 
only compare TBA+ and TBA here. 

In the simulation experiment, we used 25 random weighted 
connected graphs as variety of network topology. These 
graphs are divided into 5 groups by the number of listening 
nodes. Each graph was given an ID as nXsY, X means the 
number of listening nodes, Y means the order of the group. 
We used the same measurement and efficiency equation (1) in 
the previous section to do the comparison. The result is shown 
below.  

 

Fig.4. Efficiency in a simulated WAN environment. 

From Fig. 4, the TBA+ algorithm is always better than the 
TBA algorithm with some graphs shown almost double 
efficiency. One side observation showed that the efficiency is 
not proportion to the number of listening nodes. Instead, we 
find the ability of root and the structure of a graph are some 
time key points to affect the efficiency of a screen sharing 
broadcast.  

V CONCLUSION 

In this paper, we propose a new algorithm to find an 
efficient broadcast scheme for the screen sharing broadcast in 
a VNC system. This new algorithm can find efficient 
broadcast scheme from arbitrary root in an arbitrary weighted 
graph. The experimental result also shows that either in a 
LAN environment or in a WAN environment, our method has 
much better performance than previous proposed one, namely 
TBA in [6]. 
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The experimental results also reveal that both bandwidth 
and latency of the network affect the performance of a screen 
sharing broadcast in VNC system. In the LAN environment, 
the bandwidth is more important. In WAN, the latency, 
structure of the graph, ability of root, is more important than 
bandwidth. 

APPENDIX 

Herustic TBA plus(tree broadcast algorithm plus) 
Input: arbitrary graph G=(V,E), with informed nodes u as 
root node. 
Output: a broadcast scheme. 

1. round = 0; // initialize some value 
2. round_step = 0;  
3. Remote = NULL;  
4. Passed = NULL; 
5. Uninformed = |V| - 1; //number of 
uninformed 
6. while( Uninformed != 0 ){ 

    round = round + round_step 
    procedure Cal_Dvt 
    procedure Cal_node_weight 
    procedure Cal_match 

7. } // end 
 

procedure Cal_Dvt 
1 Remote.clear(); // clear the queue 
2 for( all nodes v ){ // do some initial , reset 

2.1 v.childrenset.clear();  
2.2 v.node_weight = 0; 
2.3 if( v.informed ){  v.Dvt = v.Dvt - round_step; } 
2.4          else{  v.Dvt = 0;  } 
2.5 v.parentN = 1;  
2.6 v.degreeU = 0;  

3 }//for 

4 Passed ←  all informed nodes; 

5 while( Passed not empty ){ 
5.1 node v = Passed.dequeue() ; 
5.2 for( all uninformed neighbor nodes w of v ){ 

5.2.1 if( w.Dvt == 0 ){ 
w.Dvt = v.Dvt + vw.edge_weight;   
Remote.enqueue(w);  
//add to Remote for Cal_weight. 
Passed.enqueue(w);  

5.2.2 } else if (w.Dvt > v.Dvt+vw.edge_weight){ 
w.Dvt = v.Dvt+ vw.edge_weight;   

}//if 
5.3 } //for 

6 } //while 
7 //  end 

 
procedure Cal_node_weight 
1 while( Remote is not empty ){ 

1.1 v = Remote.dequeue(); 
1.2 if( v.childrenset == 0 ){ v.node_weight = 1; } 
1.3 else{v.node_weight = Weight(v.childrenset); } 
1.4 v.node_weightTemp = v.node_weight; 
1.5 for( all uninformed neighbor w of v ){ 

1.5.1 if(  w.Dvt + wv.edge_weight == v.Dvt ){ 

1.5.2   if( v is not in w.childrenset ){ 

1.5.3      w.childrenset ←  v;  

1.5.4    w.degreeU += 1; 
1.5.5      v.parentN += (1/ wv.edge_weight);     

}//if 
1.5.6   if( w not in Remote &&  

w is uninformed){  
1.5.7      Remote.enqueue(w);  

// add w to the end of queue for  
// recount w.node_weight 

}//if 
}//if 

1.6 }//for 
1.7 v.node_weight = v.node_weightTemp / v.parentN;   
}// while 
 

Procedure Weight 
Input: v.childrenset 
Output: the weight of node v 

1 sort v.childrenset by children.node_weight in decrease 
order 

2 edgeWeightSum = 0;  
3 weight_Max = 0;  
4 for( all w in v.childrenset ){ 

4.1 edgeWeightSum += wv.edge_weight 
4.2 if(weight_Max<w.node_weight+edgeWeightSum){ 
4.3   weight_Max=w.node_weight+edgeWeightSum; 

} //if 
}//for 

5 return  weight_Max; 
 

Procedure Cal_match 
1 for( all informed nodes v, who have minimum degreeU, 

do once ){  
1.1 if( v.Dvt > 0 ) continue; 
1.2 if( v.degreeU <= 0 ) continue; 
1.3 MaxNode = v; MaxEdgeWeight = 0; 
1.4 for ( all uninformed neighbor nodes w of v ){ 

1.4.1 if( w.Dvt >= v.Dvt + vw.edge_weight ) 
1.4.2   if(w.node_weight> MaxNode.node_weight ) 
1.4.3 MaxNode=w; 

MaxEdgeWeight = vw.edge_weight; 
}//for 

1.5 if( MaxNode == v ) continue; // v have no match 
1.6 MaxNode.informed=ture; 

Uninformed = Uninformed - 1; 
1.7 MaxNode.Dvt = v.Dvt + MaxEdgeWeight; 

v.Dvt = MaxNode.Dvt; 
1.8 for( all informed neighbor z of MaxNode ){ 

1.8.1 z.degreeU = z.degreeU - 1; 
}//for 

1.9 vw.sendToNode = MaxNode; 
1.10 vw.sendAtRound = round; 
}//for 

2 round_step = min{ v.Dvt },  
v is all informed nodes with v.Dvt > 0; 
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Abstract - A robotics-based freshman immigration course into 
Computer Systems Engineering (CSE) was created to introduce 
students to the main design issues in CSE: multi-controller 
programming, sensor interfacing, servo actuation and serial 
communications.  The instructional materials were designed 
around 3 projects: car bot in maze, GERWALK bot penalty kick, 
and GERWALK bot going up stair steps. Selected descriptive 
and prescriptive creativity tools were also incorporated into the 
curriculum to round out student design experience.  Mid-term 
course assessment results are presented in this article. 

I.  INTRODUCTION 

 Starting in Fall 08, the Faculty of Engineering at The 
University of Georgia is offering a new Bachelor of Science 
degree in Computer Systems Engineering with an 
interdisciplinary perspective:  

“The Computer Systems Engineering undergraduate 
program of study covers the range from scientific 
principles and engineering concepts to the practical 
application of designing and implementing products and 
systems requiring hardware-software integration.  
Graduates from this program will have a critical 
understanding of computer hardware and software 
development issues and how to use computers to 
automate, monitor and control various systems, industrial 
as well as biological.   The job market needs of a 
computer systems engineering graduate include 
telecommunications (wired and wireless networks), 
computer-human interactions (training or role-playing), 
decision-making (financial and health care industries), 
and embedded mechatronics (industrial or biomedical), 
where the engineer is needed to increase the efficiency 
and overall effectiveness of computing and sensing 
systems”.  

(http://www.engineering.uga.edu/academics/Comp_Sys.php) 
 Recognizing the importance of freshmen engineering 
courses in affecting students continuing interests and retention 
([1],[2],[3]), we opted to create a new 1 semester-credit hour 
course whereas the students can obtain an overview of the 

main issues that a Computer Systems Engineer would 
encounter in his or her work after graduation.  We also wanted 
to showcase selected creative problem-solving approaches and 
tools used, thus the core instructional materials were designed 
around 3 robotics projects:  

1. The first project involved a pre-made “car-bot” 
equipped with NIR sensors to help it avoid obstacles 
using a provided software solution and the student’s 
task was to extend this solution to allow this car-bot 
to navigate itself autonomously through a maze (see 
Fig. 1).   

 
 
 
 
 
 
 
 
 

 

2. The second project involved a GERWALK bot (for a 
definition of “GERWALK”, please visit this web site 
http://en.wikipedia.org/wiki/VF-1_Valkyrie).   
Essentially, it was a “box” on top of 2 legs allowing 
bird-like bipedal motion (see Fig. 2).   

 
 
 
 
 
 
 
 

 
 
Also starting from a provided software solution, the 
student’s task was be to extend this software solution 
to allow the GERWALK bot to kick a ball into a goal 
guarded by a car-bot controlled by the instructor.   

CM-5 

AX-12+ 

Figure 2.  GERWALK bot kicking a tennis ball.

AX-S1 

Figure 1.  Car-bot traversing a maze.
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3. The third project required the student to adapt the 
existing GERWALK bot hardware and software 
design so that it can climb up stair steps in a balanced 
manner (see Fig. 3).   

 
 
 
 
 
 
 
 
 
 
The following demo web sites were created for the students: 
• http://www.engr.uga.edu/~thai/Bioloid/CarBotMaze/ 
• http://www.engr.uga.edu/~thai/Bioloid/KickBall/ 
• http://www.engr.uga.edu/~thai/Bioloid/GerwalkStairs_2/ 
 The secondary objectives of the course were to introduce 
students to the main steps of the engineering design procedure 
and selected creativity practices, in preparation for their first 
formal course in engineering design to be taken during their 
sophomore year.   
 The course specific goals were for students to learn about 
the basic programming of microcontrollers, the interfacing of 
sensors for sound and near-infrared light, the actuation of 
servo motors and computer serial communications concepts.  
These concepts and methodologies were demonstrated 
“synchronously” in a technology-enhanced classroom 
described in [4], and also “asynchronously” using narrated 
tutorials pod-casted from the web when students were outside 
the classroom.  The students were also introduced to selected 
descriptive creativity tools such as “Empathy” [5] and 
“SCAMPER” [6], and a prescriptive creative design approach 
called TRIZ [7]. 

II.  CURRICULUM DESCRIPTION 

A.  Hardware/Software Platform Chosen 
 The main challenge in this curriculum design was to find 
an appropriate hardware/software platform for freshman 
engineering students who may not have yet been exposed to 
software programming.  Thus we wanted a more limited 
software development environment than standard tools such as 
BlueJ (http://www.bluej.org) or Alice (http://www.alice.org), 
so as to lower the necessary learning curves for students.  On 
the other hand, we wanted a hardware-rich system so as to 
facilitate hands-on projects and keep students’ interests high 
early and throughout in the course.  Thus we decided on using 
the Bioloid system from Robotis (http://www.robotis.co) 
which was based on Atmel’s ATmega chips 
(http://www.atmel.com).  The system consisted of a main 
controller CM-5, based on the ATmega128, which could be 
interfaced with smart actuator modules called AX-12+ and 
smart sensor modules called AX-S1 via TTL serial protocols 
(see Fig. 2).  The AX-12+ and AX-S1 modules were 
controlled by their individual ATmega8 microprocessors.  The 
CM-5 could be programmed to tell a given set of AX-12s to 

go to individual and different Goal Positions (0-1023 possible 
values corresponding to a physical 300o range of motion) and 
the AX-12s could report their Present Positions, Speeds, 
Loads and Temperatures back to the CM-5 during their 
progress towards the prescribed Goal Positions.  The AX-S1s 
could provide active or passive NIR detection and also detect 
sound levels (both with 0-255 possible values for sensor data 
range).  The Bioloid system provided students with 3 PC-
based software tools: Behavior Control Programmer (BCP), 
Motion Editor (ME) and Robot Terminal (RT) [8].  These 
tools communicated with the CM-5 via the PC’s RS-232 
communication port. 
 The Behavior Control Programmer tool is a context-
sensitive line-editor (see Fig. 4) wherein students could create 
bot programs, check them for logic errors, download the 
compiled versions down to the CM-5 and run them from the 
PC or autonomously on the CM-5 as needed.  To create a 
program line, the student would double-click on the left most 
cell to pop up a small window showing all the available 
commands such as IF, ELSE IF, ELSE, CONT IF, JUMP, 
LOAD, COMPUTE, START, END, CALL and RETURN.  
Once this command was selected, the student double-clicked 
on the next cell on the right which would display additional 
possible data entries that were context-sensitive based on the 
actual choice made for the previous cell, and so on (see Fig. 
4). 
 
 
 
 
 
 
 
 
 
 
 The Motion Editor tool (see Fig. 5) was used for “motion 
programming”, i.e. creating coordinated servo positions of a 
group of servos belonging to a given bot to obtain a required 
bot “pose”.  The ME tool used graphics to help students create 
sequential “poses” that the bot must execute at run time in 
order to perform a wanted overall maneuver of the bot.  The 
ME tool had the capacity for 127 motion pages with a 
maximum of 7 poses in each motion page.  This tool was 
designed around a “teach and learn” paradigm which made the 
motion programming task quite easy: the student would first 
select a group of servos to disable the power to them so that 
their positions could be manually adjusted to achieve a wanted 
pose (“teaching” phase), then the student would reactivate 
power to those servos so that the ME tool could record their 
final positions resulting from that prescribed pose (“learning” 
phase).   Due to the execution speed of the Bioloid system, all 
poses had to be statically stable by them-selves to ensure 
successful overall maneuver execution.  The BCP and ME 
tools were designed to be used in concert to create 
sophisticated and intelligent behaviors in 12 bots pre-designed 
by Robotis such as the GERWALK and HUMANOID models 

Figure 3.  GERWALK bot climbing stairs. 

Figure 4.  Windows Interface of Bioloid BCP tool.
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[9].  For custom-made bots, the user would have to use the 
Robot Terminal tool which was beyond the scope of this 
report.  
 
 
 
 
 
 
 
 
 
 
B. Instructional Technologies Used 
 Classroom instruction was done in a technology-enhanced 
teaching laboratory whereas each student had access to a 
Windows Vista PC equipped with dual displays to achieve a 
dual-workspace capability for in-class activities [4].  Students 
used one display for their own personal workspace, and the 
second display was configured as an “external” workspace 
which could be set to be “passive” and only received live 
transmission of all activities currently happening on the 
desktop of the Teacher Station (such as PowerPoint slides).  
Students could then optionally use their Pen Tablets to capture 
and annotate screen shots of this external workspace and thus 
could create their own electronic class notes as separate 
graphics files or integrate them into their own Word or 
OneNote documents to take home.  A second option was also 
provided to students by the instructor’s pre-printing all 
PowerPoint slides (or any other Office 2007 documents) into a 
Windows Journal Writer file format which essentially 
transformed these slides into graphical backgrounds un-
removable by the students but that can be annotated “on-top” 
by students using Pen Tablets (please note that this option is 
only available to those using Office 2007 with Windows Vista 
or Windows XP Tablet PC for operating systems).  However 
this “external” workspace could also be used in an “active” 
mode allowing students to actually share into the desktop of 
the Teacher Station or peer student’s desktop to participate in 
collaborative works (see [4] for more details). 
 This teaching laboratory was also equipped with 
microphones throughout the room so that the instructor’s 
lecture narrations and verbal exchanges among instructor and 
students, along with instructor’s desktop activities, were 
recorded using Techsmith’s Camtasia Studio software and 
then processed off-line to be published on the UGA WebCT 
facility within 1-2 hours after the end of each class session. 
 The Camtasia software was also used to create custom 
multimedia presentations that were available 24/7 from the 
web (via WebCT) and served either as lead-in components to 
an upcoming lecture (such as showing students how to use the 
BCP tool, or explaining a pre-made Bioloid program that was 
to be used as the starting point for the next homework), or as 
homework feedback to clarify some discovered student 
misconceptions and presenting a more efficient solution, etc…  
The goal was to connect in-class and outside-of-class activities 
into a chain of learning episodes, all aimed towards student 

learning of the subject matter in as many modes as possible, 
and as often as students would want it. 
 
C. Pedagogical Approach in Bioloid Programming Tasks 
 Our overall approach was to consider “teaching as 
fostering learning” [10] or at least to make students aware of 
their strengths and weaknesses in the subject matter. 
 For the Fall 08 semester, this course was scheduled for 
one 55-minute meeting weekly and started out with the 
instructor going over the syllabus particulars and doing a “lab” 
showing students how to use the dual-workspace capabilities 
that they had at their disposal and enrolled students were 
requested to take several asynchronous surveys: 

1. A WebCT survey to provide information about the 
current knowledge levels of enrolled students in 
Computer Systems Engineering. 

2. A learning style survey at the University of Arizona’s 
site http://www.ulc.arizona.edu/learning_style.php to 
help students determine their dominant learning 
styles: visual, auditory or kinesthetic. 

3. Two “creativity” surveys [11] and [12] for students to 
correlate their work habits with those of highly 
creative individuals. 

 The second lecture was to provide feedback over the 
results of the previous surveys and to lecture on general 
Engineering Design approaches (descriptive and prescriptive 
methods) and to discuss the main issues that a Computer 
Systems Engineer would have to consider such as: sensor 
interfacing, mono and multiprocessor programming, actuator 
control and network/multiprocessor communications. 
 The next series of 3 lectures were focused on using the 
BCP tool to program the CM-5 and the servos AX-12+ to 
perform the following selected tasks: 

1. Program the CM-5 to declare and assign values to 
variables and to print outputs using the commands 
LOAD and COMPUTE. 

2. Design selection structures to model alternate actions 
to undertake with IF, ELSE IF, CONT IF commands. 

3. Create deterministic and conditional loops using the 
IF and JUMP combination and statement labels. 

4. Design and use appropriately subroutines with the 
CALL and RETURN commands. 

5. Set AX-12 Moving Speed and Goal Position. 
6. Understand and use the servo Moving Flag parameter 

to monitor the Present Position and Present Speed of 
a servo while it is moving to a set Goal Position. 

All lectures and assignments during this period were designed 
to allow the student to progress from the handling of one servo 
to two servos, first from a mono-processor viewpoint (i.e. 
CM-5 only) and then from a multi-processor viewpoint (i.e. 
CM-5 in a supervisory mode checking in on progress made by 
each AX-12’s controller in achieving a certain task assigned to 
them). 
 First using only one AX-12 servo, students were asked in 
class to program the CM-5/AX-12 system so as to move the 
servo back and forth between 2 Goal Positions (800 and 200 

Figure 5.  Windows Interface of Bioloid ME tool.
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for example), which they would respond with the following 
Program 1 (in pseudo code): 

• Label_1: 
 LOAD Servo1 GOAL POSITION with 800; 
• LOAD Servo1 GOAL POSITION with 200; 
• JUMP to Label_1; 

Although Program 1 contained no logic error, when it was 
executed students could see that Servo1 just sat there and 
vibrated, then they realized that they did not take into account 
the fact that Servo1 needed a finite time period to actually 
travel to one Goal Position to the next.  Thus they next 
inserted Wait loops based on the Moving Flag value (which is 
set to 1 by the AX-12’s controller as long as the servo is in 
motion towards a given Goal Position) to yield Program 2: 

• Label_1: 
 LOAD Servo1 GOAL POSITION with 800; 
• Wait_1: 

IF Servo1 MOVING FLAG is 1, THEN JUMP to 
Wait_1; 

• LOAD Servo1 GOAL POSITION with 200; 
• Wait_2: 

IF Servo1 MOVING FLAG is 1, THEN JUMP to 
Wait_2; 

• JUMP to Label_1; 
 Next students were asked to expand Program 2 into a 
weekly homework assignment whereas 2 servos were to be 
moved between different Goal Positions (for example between 
1000 and 300 for Servo2) and at different speeds (one high, 
set at 1000 and one slow, set at 200).  They most invariably 
came up with a solution similar to the following Program 3: 

• Set Servo1 MOVING SPEED to 1000; 
• Set Servo2 MOVING SPEED to 200; 
• Label_1: 
 LOAD Servo1 GOAL POSITION with 800; 
• LOAD Servo2 GOAL POSITION with 1000; 
• Wait_1_1: 

IF Servo1 MOVING FLAG is 1, THEN JUMP to 
Wait_1_1; 

• Wait_1_2: 
IF Servo2 MOVING FLAG is 1, THEN JUMP to 
Wait_1_2; 

• LOAD Servo1 GOAL POSITION with 200; 
• LOAD Servo2 GOAL POSITION with 300; 
• Wait_2_1: 

IF Servo1 MOVING FLAG is 1, THEN JUMP to 
Wait_2_1; 

• Wait_2_2: 
IF Servo2 MOVING FLAG is 1, THEN JUMP to 
Wait_2_2; 

• JUMP to Label_1; 
Students would observe that Program 3 did move the 2 servos 
back and forth as required, however they also noticed that the 
faster servo was waiting on the slower one to get to its 
intended Goal Position before they continued their motion 
cycles all over again.  Here, when asked how to make the 
servos’ motions independent of each other, most students 

would not be able to come up with a workable solution.  Thus 
the instructor next created a homework-feedback narrated 
tutorial showing first a video clip showing that the 2 servos 
could actually be programmed to move back and forth 
independently of each other, and explained that the “wait-and-
see” attitude of the faster servo was due to the use of the 
previous Wait loops, and therefore the challenge was how to 
wait for the servos to get to their intended Goal Positions 
without using the Wait loops, which seemingly was a 
contradiction of ideas.  This narrated tutorial next provided 
some hints about the “correct” solution by sharing with 
students the main section of the new Program 4: 

• Label_1: 
IF Servo1 MOVING FLAG is NOT 1, THEN CALL 
Move_1; 

• IF Servo2 MOVING FLAG is NOT 1, THEN CALL 
Move_2; 

• JUMP to Label_1; 
Here Program 4 showed a 180o turn in thinking about the 
problem, because now the emphasis was on what to do when 
the servos were found to be not moving (because they had 
arrived at their intended Goal Positions), instead of figuring 
out what to do when they were found to be moving as 
previously done for Programs 1, 2 and 3.  In other words, 
students had to think about the parallel tasks of the other 
processors in the system (i.e. the ATmega8 inside each AX-
12) and not just consider that only the CM-5 is doing all the 
“thinking” and “acting” for the whole bot assembly.  The 
ultimate goal of these types of exercises was to convince 
students to be comfortable with an “Opposable Mind” [13] 
and to consider task scheduling when dealing with a multi-
processor system such as the Bioloid system.  However 
detailed code for subroutines Move_1 and Move_2 were not 
shared to students as this task became their next homework 
assignment. 
 Looking at the above programs in a different light, we 
could say that we introduced the students to multi-threaded 
programming without burdening them with too much 
abstraction, as a matter of fact they had learnt to associate the 
threads Move_1 and Move_2 with concrete objects as Servo1 
and Servo2 communicating back to the CM-5 using their 
respective MOVING FLAG as semaphores. 
 Similar instructional approaches would be applied when 
providing student practice in interfacing and programming the 
sensing modules AX-S1, specifically in active NIR sensing 
and sound detection. 
 
D. Introducing Students to Selected Creativity Tools 
 Due to lack of time, we could only spare 4 meetings to 
discuss and apply selected creativity tools: 2 meetings on 
descriptive tools such as “Empathy” [5] and “SCAMPER” [6], 
and 2 meetings on a prescriptive tool called TRIZ (“Teoriya 
Reshentya Izobretatelskikh Zadatch” which was Cyrillic for 
“Theory of the Solution of Inventive Problems”) [7]. 
 “Empathy” was a technique to become one with the 
subject being studied such as imagining one-self being inside 
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various processors, actuators and sensors so as to be able to 
“think” as a bot. 
 The seven letters from “SCAMPER” stood for changes 
that ones could apply to an existing product to create a new 
one: 

• S for Substitute – materials, procedures, peoples. 
• C for Combine – with other assemblies or processes. 
• A for Adapt – change product function, use parts 

from another product. 
• M for Modify – attributes, materials, processes. 
• P for Put – putting existing product to other uses. 
• E for Eliminate – remove components, simplify 

systems or processes. 
• R for Reverse – reverse functionality or goals. 

This technique was applied in class with students to solve a 
design problem about driving concrete piles into the 
permanently frozen ground of Siberia as described in [7].  The 
design challenge was how to resolve a contradiction in 
requirements: in order to drive the pile satisfactory into the 
permafrost, it needed to have a pointed tip, however in order 
to have maximum load bearing capacity it needed a blunt tip 
instead. 
 Genrich Altshuller, a Russian engineer working in a 
patent office, observed that many inventive technical problems 
from various fields of engineering were solved using the same 
generic approaches.  This realization led him in 1946 to 
introduce the Teoriya Resheniya Izobretatelskikh Zadatch 
(TRIZ) offering a systematic approach towards product and 
process innovation and development [7].  TRIZ is rich in 
many ideas and techniques that are beyond the scope of this 
course, therefore only Substance – Field relationship, and 
Contradiction aspects were presented.  First, we discussed the 
Substance-Field (Sufield) aspects which evolved around 
energy, tool, and object as shown in Figure 6.  This type of 
relationship was widely found in Technological Systems 
which existed to perform functions.  A function was an 
intended direct action of a tool on the object.  A tool was a 
component that directly controlled the behavior of an object.  
This interaction evolved into a system which could be 
biological, technological, societal, etc…   Fey and Rivin 
pointed out that Technological Systems were organized as 
hierarchies [14].  In a hierarchy, any system contained 
subordinate systems and itself might serve as a component for 
a higher-level system.   

 TRIZ used a Sufield modeling approach for analysis and 
synthesis of physical structures and processes in technological 
systems.  This modeling technique divided a large problem 
into smaller pieces to simplify the work into subsystems and 

their interactions.  The term substance could be a material 
object ranging from a simple pencil to a complex aircraft 
system.  The term field generally referred to fields in physics, 
such as, electrical, mechanical, optical, or gravitational.   
 For example, when a robot was designed to kick a ball 
into a goal, it could be simplified into subsystems.  One 
subsystem could be to find the ball (see or sense) and then 
aligned the ball with the goal before it kicked it towards the 
goal with sufficient force.  We realized that finding the ball 
would require sensors which existed in many types.  The 
sensor or sensors that were selected must be able to detect the 
object and also to discriminate it from any other matter around 
it.  For the sensor to be able to perform its mission correctly, it 
must be connected to a reliable and proper energy source that 
enabled its functions.  Next would be a mechanical function to 
move the robot to the ball and align itself to kick the ball into 
the goal.  This subsystem required interactions between three 
components: a micro-controller (Field), sensor (Tool / 
Substance) and mechanical movement (Object / Substance).  
The microcontroller supplied the intelligence and energy 
required, while the sensor identified the ball and informed the 
mechanical movement via the microcontroller to kick the ball.  
This was a subsystem that could be isolated and addressed as 
needed. 
 Secondly, we discussed about the TRIZ contradiction 
matrix.  TRIZ heuristics involved criteria, methods, or 
principles for deciding which among several alternative 
courses of action promised to be the most effective in order to 
achieve some goal [15].  The contradiction matrix offered an 
evaluative method for more than 1200 types of Technical 
Contradictions formulated from 40 Inventive Principles.  A 
general form of the contradiction matrix included identifying 
the following: 
 State design attribute 1 
 1a.  trade-off design attribute 
 1.a.1 Design Principle (1) to consider 
  - idea or ideas emerging 
 1.a.2  Design Principle (2) to consider 
  -idea emerging (if no idea….say so) 
 1b.  2nd trade-off design 
 For example, we used the TRIZ Contradiction Matrix to 
Innovate Valves in the Valve Train system of an Internal 
Combustion Engine as follows: 

Identified design attributes for valves are: 
Speed (9) 
Shape (12) 
Strength (14) 
Reliability (27) 
Complexity of control (37) 
------------------ 

1.  Speed (9) 
 1a. Force (10) 

- The other way round (13) 
Provide electromagnetic solenoid to actuate and de-actuate the 
valve.  Also an electromagnet would be placed at the other end 
(position valve assumes at de-actuation state [closed]) to 
provide added holding power.  This innovation would change 

Energy Field 

Object / Substance 1 Tool / Substance 2 

Figure 6.  The Triad Relationship. 
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the current vertical up and down movement into a horizontal 
configuration.  The current valve with a stem will be replaced 
with one without a stem, etc... 

For lack of space, we did not report herein the complete 
Contradiction Matrix for this valve redesign exercise, but as 
inferred from the example above, a designer weighed actions 
and consequences that resulted from the choices made.  In this 
way, a deliberate systematic decision was made for the new 
innovation.  

III.  PRELIMINARY COURSE ASSESSMENTS 

 At the time of writing of this manuscript, we are about 
half way into the Fall 08 semester, thus we can only report on 
the earlier results from our assessment process.  The class 
started out with 10 students, but now has 8 students. 
 
A. Student Learning Styles 

 Results from our learning styles survey showed that 
students were mostly visual and kinesthetic learners, with only 
2 students predominantly auditory (see Table I). 
 

TABLE I 
Visual, Auditory and Kinesthetic Learning Style Scores 

for students in ENGR-1120-F08 
 

Student 1 2 3 4 5 6 7 8 
Visual 27 37 41 37 23 35 31 33 

Auditory 21 31 33 25 29 19 33 33 
Kinesthetic 41 39 21 29 35 23 33 23 

 
 Although the data showed that 4 students might be 
kinesthetic learners, during class only 1-2 students were 
actively taking notes via the Pen Tablets or on paper, while the 
majority of students would just watch the “show”.   
  
B.  Creativity Surveys 

 8 students took the creativity surveys from Gillis and 
Raudsepp and the results are listed in Table II.  Please note 
that there was not a 1 to 1 correspondence between Table I 
and Table II regarding any individual student, but that there 
was a 1 to 1 correspondence between Gillis score and 
Raudsepp score for any given student in Table II. 
 

TABLE II 
Student Scores from Gillis and Raudsepp creativity surveys 

(ENGR-1120-F08) 
Student 1 2 3 4 5 6 7 8 

Gillis 6 8 5 7 8 8 8 6 
Raudsepp 39 20 13 16 42 21 -13 5 

 
In Gillis’ survey, the scores were to be interpreted as follows: 

• 7 to 10 – Creative thinker. 
• 3 to 6 – Average creative ability. 
• 0 to 2 – Need to follow a pre-set plan. 

In Raudsepp’s survey, the scores were to be interpreted as 
follows: 

• 80 to100 – Very Creative. 
• 60 to 79 – Above Average. 
• 40 to 59 – Average. 

• 20 to 39 – Below Average. 
• -100 to 19 – Noncreative. 

 

C. Mid-Term Course Survey 

 On October 8th 2008, the current 8 students were given a 
mid-term survey and 7 students responded. 

Students were asked to respond to the following 7 
questions using a 6-point Likert scale where "StD" meant 
"Strongly Disagree", "D" meant "Disagree", "SlD" meant 
slightly disagree, "SlA" meant "Slightly Agree", "A" meant 
"Agree" and "StA" meant "Strongly Agree": 

1. In-class course materials delivery methods were 
effective. 

2. I understood the materials presented during in-class 
lectures.   

3. In-class materials presented via the second display 
were effective.    

4. Recorded classroom lectures were useful.  
5. Pre-recorded narrated tutorials were useful. 
6. I felt comfortable going through multi-media 

presentations on WebCT. 
7. I understood the materials presented in recorded 

lectures and narrated tutorials. 
Student responses are shown in Table III.  Although 

results from Questions 1 and 2 showed that in-class materials 
and delivery methods were mostly effective, one student did 
not see any benefit of using the second display or the utility of 
recorded classroom lectures.  This student also commented 
that he or she preferred to take note with pen and paper, as this 
would not require a computer to review notes and never used 
the provided pen tablet.  This student also listened to only 1 
recorded classroom lecture but found the narrated tutorials 
useful to help doing homework. 
 

TABLE III 
In-class & Off-class materials effectiveness survey results 

(ENGR-1120-F08 – 7 responses out of 8 students) 
Question # “StD” “SlD” “D” “SlA” "A" "StA" 

1    2 3 2 
2   1  5 1 
3  1  1 3 2 
4  1   2 4 
5    1 1 5 
6     4 3 
7    2 5  

 
The results for Questions 2 and 7 showed that the 
effectiveness of the in-class and outside-of-class materials 
were about the same.  The student answering a “Disagree” on 
Question 2 answered an “Agree” on Question 7.  The main 
author had seen this pattern repeated in his other courses.  The 
interesting fact to point out was that the recorded lectures were 
just straight unedited recordings of the classroom activities, 
but somehow the students felt that they understood the 
materials in the recorded versions better, perhaps because it 
would be the 2nd time that they would see and hear the 
materials, and perhaps the "timing" of the review was more 
conducive to their learning processes as they were "ready" to 
deal with the materials, and also they could pick out only the 
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needed information as many times as needed, all of which not 
possible to achieve during the actual lectures.  The new thing 
this year was the narrated tutorials specifically designed to 
guide students in their homework and term projects (Question 
5 had 4 “Strongly Agree” responses).  Lastly all students felt 
comfortable in using WebCT to review recorded lectures and 
narrated tutorials. 
 Students were also asked to describe how they had used 
the various instructional technologies provided to them inside 
and outside the classroom: 

1. The dual-display setup seemed to be accepted by the 
students as shown in these representative comments: 
“I use the dual displays most of the time because I 
have trouble switching focus from close to far; the 
show on screen helps a lot”. 
 “Dual displays and projection screen help me see the 
material better and help me understand faster.  I use 
them every week”. 
 “Dual displays are nice since the lecture is right next 
to me.  Pen tablets are hard to use so I don’t really 
use them”. 
“The dual display is very useful.  I do not look up at 
the projection screen that often. I like to use the pen 
tablet to take notes, and sometimes I use screen 
captures.  I also use the pre-made notes to write on”. 

2. Recorded lectures and narrated tutorials were also 
found useful by the students as shown below: 
“I use the recorded lectures and narrated tutorials 
weekly to help with homework. These also make it 
easier to learn the presented material over the week 
instead of cramming it into 50 minutes”. 
“Online lectures and the tutorials are good for labs or 
for preparing for quizzes”. 
 “I use recorded lecture to refresh myself on the day 
of my classes.  Narrated tools help a lot for my 
assignments”. 
“The narrated tutorials and recorded lectures are very 
helpful.  It is good to be able to go back and listen to 
the lecture in case you miss something in your 
notes”. 

IV.  CONCLUSIONS 

 In this report, we had described the curriculum for a 
robotics-based immigration course into the Computer Systems 
Engineering BS degree and also a specific mix of instructional 
technologies to facilitate in-class and outside-of-class 
learning.  When asked this question “What have you liked 
about the course this semester?” selected responses were: 

“Learning about something completely new and different.  
Robotics is something I never thought I would have 
experience with”. 
“The interactive nature and integrated technology”. 
“Very interactive class time with helpful online videos”. 
 “I have liked learning something interesting but dislikes 
the difficulty of it”. 
 “I like learning how to write programs that make real 
objects do things! I look forward to the robot projects”. 

In short, we could say that so far our goals for the course and 
for the students were met (except for the pen tablets).  Some 
students were without any programming background and thus 
were quite “stretched” to stay in the course so far.  In future 
offerings of this course, we will ask for a 75 minute weekly 
time slot instead on the current 55 minute session so that we 
can have more time for hands-on in class activities for the 
students and also for instructors to administer regular 
assessments such as weekly quizzes.  As these students are 
currently freshmen, they will need to be surveyed after 
graduation about the effectiveness of the skills learned here. 
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Abstract- Emotion has long been regarded as an obstacle to cogni-
tive processes in learning. Despite various studies that showed 
strong influences of emotional state in learning, instructional 
designers tend to overlook its role when designing and developing 
instructional materials. This is mainly due to the lack of proper 
method or framework in linking emotions and instructions. Thus, 
with recent renewed interest on affective issues in instructions, 
this paper offers a fresh perspective by integrating Kansei Engi-
neering methodology in the instructional design process. Kansei 
Engineering is a proven methodology for translating human feel-
ings into a design. This paper describes how Kansei Engineering 
methods can be used to elicit important design elements of in-
structional materials that would in turn induce positive emotions 
on the learners and optimize effective learning.  

I.  INTRODUCTION 

For decades, emotion has been regarded as a threat to ra-
tional thinking. There has been a constant deep-rooted convic-
tion that emotions are unreliable and untrustworthy and that 
for sanity to prevail, rationality and intellect must function 
unfettered by the vagaries of emotion [1]. This belief has 
formed a major influence in the domain of teaching and learn-
ing. Learning theories have largely treated emotion and cogni-
tion as occupying separate realms and cognitive processes 
have been given a primary place in the educational scheme of 
things at the expense of emotions [2]. Though there were at-
tempts to challenge this view over twenty years ago, efforts by 
researchers such as Martin and Briggs [3] to combine both 
cognitive and affective domain in creating a more holistic 
framework for instructional design were seen as problematic 
and unpopular. Such division between emotion and cognition 
occurs due to several reasons. The primary reason is the multi-
tude of definitions on the term “emotion” that more often than 
not conflict with each other [1]. Moreover, the difficulty of 
research methodologies such as direct observations of private 
emotional experience and the experiment setup, which often 
conceal the true nature of emotional experience, is another a 
major barrier to overcome [4].  

Nevertheless, recent development in instructional design 
and learning sciences has seen a mounting awareness and revi-
talized efforts among educators and instructional designers on 
the need to reconsider the role of emotions in instructions. 
Though limited, several emerging approaches such as FEASP- 
[4] and ECOLE-approach [5] have been introduced in order to 
facilitate instructional designers in designing emotionally 
sound instructional materials (especially computer-based ma-

terials) and instructions. A more prominent attempt is done by 
Astleitner in [3] who have introduced the framework for Emo-
tional Design of Instruction (EDI), which combines the fields 
of emotional and instructional design. Despite these attempts, 
emotions have not featured significantly in instructional re-
search and are often overlooked by instructional designers 
when developing instructional materials mainly due to the lack 
of proper method in linking emotions and instructions.   

Thus, this paper aims to address this gap of emotional di-
vide in instructional design by highlighting the role of emo-
tions in learning and instruction, as well as the need to con-
sider affective and emotional factors when designing instruc-
tional materials. In relation to that, this paper proposes the use 
of Kansei Engineering methodology as an additional tool to 
facilitate instructional designers in making judgment pertain-
ing to the emotional effects of various design elements.  

 
II.  THE ROLE OF EMOTION IN LEARNING 

Generally, emotions include one’s action tendencies, de-
sires, feelings, and physiological responses. Kleinginna and 
Kleinginna [6], in a more comprehensive manner, defined 
emotion as a complex set of interactions among subjective and 
objective factors, which can give rise to affective experiences, 
generate cognitive processes, activate widespread physiologi-
cal adjustments, and lead to behavior that is usually goal-
directed, and adaptive. In learning, emotion may either disrupt 
or promote information processing. According to Pekrun in 
[7], emotions have an effect on learning and achievement as 
mediated by attention, self-regulation and motivation. They 
direct a person toward or away from learning matters in learn-
ing situations, which eventually leads to self-regulated learn-
ing.  

In addition, several studies have provided empirical evi-
dences that positive emotions have a crucial effect on diverse 
cognitive processes such as information processing and prob-
lem solving. For example, Isen and Reeve in [8] based on their 
empirical study mentioned that learners who are feeling happy 
or in positive state of emotions are more cognitively flexible 
and more able to see potential relations among stimuli than 
other learners in a neutral state. In another study, Fredickson 
[9] identified four positive emotions (joy, interest, content-
ment, and love) that broaden one’s scope of attention, cogni-
tion and action. She further suggested that the broadening ef-
fect triggered by positive emotions builds a range of personal 
resources that would enhance one’s cognitive process. There-
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fore, it is safe to conclude that positive emotions can indeed 
promote effective learning. Despite that, the effect of instruc-
tional materials and instructions in inducing positive emotions 
is yet to be explored thoroughly.  

III.  EMOTION AND INSTRUCTIONAL DESIGN 

Traditionally, in the field of instructional design, a strong 
emphasis is given to learners’ cognitive and some motiva-
tional processes. As pointed out by Reigeluth [10], emotions 
have not been sufficiently attended in instruction. One possi-
ble factor is that emotions have been conceived as interfering 
with the cognitive learning objectives and achievement espe-
cially when Gagné’s nine condition of learning [11] were the 
main source for instructional designer. In his model, there 
were no indictors of emotions and the listed instructional 
events were mainly cognitive in nature.  

However, with the propagation of instructional models 
which are derived from the constructivist approach, instruc-
tional designers begin to realise the fact that cognitive, social 
and emotional development cannot be viewed in isolations as 
each is closely linked with the other. Wilson [12] further men-
tioned that instructional designers should not be viewed only 
as designers of materials. Instead, they should be considered 
predominantly as designers of experience, specifically learn-
ing experience. According to him, on both levels, they move 
beyond purely technical issues of theory application and enter 
into the realm of aesthetics that inevitably involves human 
feelings and emotions.  

Although addressing affective and emotional issues is noth-
ing new in the field of instructional design, it is only recently 
that theoretically guided approaches focusing on instructional 
strategies to influence learners’ emotions are introduced. The 
most notable one is the FEASP approach as proposed by As-
tleitner [3]. In the approach, Astleitner suggested that there are 
five emotions that educators need to consider in the learning 
context, which are fear, envy, anger, sympathy and pleasure 
(FEASP). He also added that instructional designers have to 
consider these emotions in order to optimize the learner’s 
emotion states during the learning process. Astleitner and 
Leutner in [13] further conceptualized the FEASP approach in 
guiding the design of computer-assisted instructional materi-
als. They outlined several strategies in identifying emotional 
problems faced by learners during the use of instructional 
technology and suggested ways to improve those problems. 
Another more recent approach is the ECOLE approach (Emo-

tional and Cognitive Aspects of Learning) that is rather similar 
to FEASP approach in which it aims at improving the quality 
of instruction by increasing positive emotions and achieve-
ment and by avoiding negative emotions. However, these ap-
proaches are mainly for designing instructions in the class-
room. 

 In bridging the emotional divide in instructional materials, 
two recent studies [14], [15] have investigated how aesthetic 
elements such as colours, layout and graphic illustrations of 
multimedia learning materials could increase the positive 
emotions of the learners whose emotional state in the begin-
ning of the learning was neutral. The studies showed how stu-

dents managed to improved their problem solving and deci-
sion making ability (as shown in their transfer test results) 
when given a stimulus that could stimulate cheerful and relax-
ing feelings. This suggests that positive emotions can be in-
duced from the instructional materials through the quality of 
the aesthetic design. Both studies have also highlighted the 
need for instructional designers to incorporate principles of 
emotional design in instructional design as it is able to affect 
learners’ learning experiences and performance. On close ex-
amination of the aforementioned studies, it is questionable 
how emotions could be categorised to facilitate instructional 
designer in using the information during the actual design of 
instructional materials due to the limitation of the employed 
methodology. As such, due to the systematic procedures in 
which it is possible to evaluate quantitative relationships be-
tween emotions and design elements, Kansei Engineering is 
seen as a potential method in offering plausible solutions to 
this problem.  

IV.  KANSEI ENGINEERING  

Kansei Engineering or affective engineering is a methodol-
ogy that assimilates human Kansei (psychological feelings and 
emotions) into design elements, with an aim to create products 
or designs that users or consumers will satisfy [16]. This 
method is derived from the understanding of human Kansei. 
Kansei is a Japanese term that refers to human’s sensitivity, 
sensibility and feelings, in which when presented with a 
stimulus, it will be evoked and hence influences the judgement 
of a person on that stimulus, either positive or negative [17]. 
The concept of Kansei is then combined with the field of en-
gineering in assisting the development of new products that 
would closely resemble consumer’s insights and desire. Kan-
sei Engineering is based on subjective estimations of products 
and concept properties and helps users to express their de-
mands on the product including those which they might not be 
aware of [18]. 

The process of performing Kansei Engineering methodol-
ogy can be illustrated in the following diagram (Fig.1): 

 
 
Fig. 1. Principle of Kansei Engineering (Adapted from Nagamachi [18]) 
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A. Choosing a Domain 

In Kansei Engineering, choosing the domain includes the 
selection of a target group, market-niche, and specification of 
the new product. Based on this information, product samples 
are collected, representing the domain. The Kansei Domain 
can be understood as the ideal concept behind a certain prod-
uct. Thus, the major task in this step is to define the domain 
and find representatives (such as design drawings, products or 
samples) covering wide part of the domain.  
 
B. Kansei Measurement 

Kansei measurement is the process of capturing consumer’s 
emotions or internal sensation. Kansei measurement covers 
physiological measures and psychological measures. Physio-
logical measures target to capture users’ behaviors and body 
responses. On the other hand, psychological measure (which is 
the popular one between the two) deals with human emotional 
and mental states. In this psychological measure, users’ 
changes in emotions are captured using self-reporting system 
such as Semantic Differential (SD) scale or free labeling sys-
tem. In a typical Kansei measurement procedure, users will be 
required to rate a product on the Semantic Differential scale 
(see Fig. 2), which contains list of words in a pre-determined 
scale range. These words (known as Kansei words) are com-
piled from various sources such as target users, experts, perti-
nent literature and the like. 

 

 
Fig. 2. Example of Semantic Differential scale questionnaire  

 
C.  Design Attributes Study 

In this step, identification of specific design features such as 
size, shape and colors are conducted. This is to determine the 
sets of design parameters to be studied and evaluated by the 
target users. Generally, product or design attributes are se-
lected from the existing products available in the market. In 
some cases, however, the product attributes can be created or 
designed from scratch by the product designers especially 
when there are limited designs available within the selected 
domain.  

 

 
D. Synthesis 

Upon obtaining the evaluation data from Kansei measure-
ment, the correlation between the Kansei words and design 
attributes (e.g. colour, layout, and size) is then measured using 
statistical and data visualization method. The most frequently 
used method is Hayashi’s Quantification Theory Type I [17]. 
This method is a variant of the linear multiple regression 
analysis that can shows the connection between the properties 
and each Kansei factor.  

V.  KANSEI ENGINEERING APPROACH IN INSTRUC-

TIONAL DESIGN  
 

Many studies conducted have reported positive results from 
the use of Kansei Engineering methods in enhancing user’s 
satisfaction on a particular product [17]. Advantages of using 
KE are that abstract feelings are visualized and made compre-
hensible. Thus, it may provide a structured support for inte-
grating affective values into product design, especially in early 
and later stages of the product development process. Despite 
that, KE methods are not restricted only to the field of indus-
trial and product design. There have been various attempts to 
incorporate KE in other fields such as e-commerce website 
design [19] and community design. Its application in instruc-
tional design is still yet to be thoroughly examined.  

In applying Kansei Engineering methodology in instruc-
tional design, the steps taken are illustrated in Fig. 3 and its 
major steps are explained in the following sections.  

 

 
 

Fig. 3. Proposed approach for Kansei Engineering implementation in  
instructional design (Adapted from Chuah, Chen and Teh [20]) 
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In designing instructional materials, a designer would com-

monly select a guiding model based on the scope of the in-
structional materials. This scope covers the descriptions of 
target learners, subject matter as well as learning objectives. 
After an instructional design model is chosen, the designer 
would proceed by generating design elements based on the 
prescribe methods or components of the model. To investigate 
whether the design elements are emotionally sound, it is then 
presented to the learners for Kansei evaluation. The synthesis 
process using statistical methods such as Quantification The-
ory Type I [18] can create links between learner’s emotions 
and design elements and thus form groups of design element 
linked with specific feelings. In other words, instructional 
designers will be able to identify the design elements related 
to the component of the chosen instructional design model that 
can generate positive emotions. Hence, the final version of the 
instructional material that suit learners’ desire and emotional 
needs can be created. However, unlike in conventional Kansei 
Engineering methodology, two important aspects needed close 
attention when applying the methods to the design of instruc-
tional materials: 1) selection of Kansei words and 2) determi-
nation of design attributes.  
 
A. Selection of Kansei Words 

In Kansei Engineering, user evaluation of a particular design 
element can be done using various techniques but the most 
common one is via Kansei survey, which includes a set of 
Kansei words listed in the form of good-bad manner. Instruc-
tional designers can obtain these words from various sources 
such as pertinent literature, target users, as well as experts. 
However, unlike in product design, the scope of Kansei words 
to be used in evaluating instructional learning materials is 
somewhat different. The selection of Kansei words for such 
purpose should cover emotions or adjectives closely related to 
the learning process. 

The affective model by Kort, Reilly, and Picard [21] is one 
example that can guide the Kansei words selection process. 
The model divides emotions into positive affect and negative 
affect according to the cognitive dynamics of the learning 
process. It assumes that there is a process of specific emotions 
and equivalent cognition in learning context and those emo-
tions are derived from 30 different emotion states. The emo-
tions listed in the model are the common emotions involved in 
the learning process and it can serve as a guide in generating 
more Kansei words within the same scope. In addition to that, 
instructional designers should also be aware that the words 
selected for Kansei evaluation should be comprehensible to 
the users in order to obtain feedback that is more accurate and 
reliable.  
 
B. Determination of Design Attributes 

As mentioned in the Kansei Engineering methodology, the 
design elements are normally selected from the available 
products in the market. In the case of instructional design, 
such selection method may not be possible. Instead, in deter-
mining the design elements, careful reference to the compo-
nents within the chosen instructional design model is crucial. 

In the initial stage, a complete instructional material fulfilling 
all the components in a chosen instructional model is devel-
oped. Then, depending on the intent of the instructional de-
signer, design elements related to each component will be 
“manipulated” or “removed” accordingly. This will thus create 
a set of designs with different highlighted component for user 
evaluation. Target learners are required to rate all these design 
sets using the Semantic Differential questionnaire given to 
them. Changes to the learners’ emotional state can then be 
identified by analysing the data collected using multivariate 
analysis. The output from the analysis is sets of design ele-
ments linked to specific feelings or emotions. This will pro-
vide valuable information for the instructional designers to 
determine which design elements that can be used to induce 
positive emotions.  

VI.  CONCLUSIONS 

It can be noted from the review of literature (such as in [8] 
and [9]) that emotions played a major role in promoting effec-
tive and engaging learning. Nonetheless, studies that investi-
gated emotions in instructional design were still insufficient 
and did not address the emotional divide in instructional mate-
rials. As such, this paper proposed the use of Kansei Engineer-
ing methodology in instructional design particularly in the 
design of instructional materials. It attempts to provide an 
alternative perspective towards inducing emotions in instruc-
tions. It is reckoned that Kansei Engineering methodology has 
the potentials to reduce the gap that exists between cognition 
and emotion in the process of designing and developing instruc-
tional materials regardless of its medium or technology. In addi-
tion, the possible connection between KE methodology and 
instructional design is useful in helping instructional designers 
to create emotionally sound materials that facilitate learning. 
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Abstract— Socratic dialogs apply a dialectic method to present 
questions to a learner and let the learner reconsider his or her 
own thinking.  Further more, Socratic dialogs foster critical 
thinking on course content through a series of questions and 
answers that enable learners to explore and develop 
understanding. 
  All this makes Socratic dialogs very useful for automated 
discovering of individuals who will not be able to obtain 
sufficient knowledge in new subjects because of a pour 
theoretical and practical background. 
 
Index Terms—Intelligent infrastructures and automated 
methods, logic  

  
 

I. INTRODUCTION 

A Socratic dialog applies a dialectic method to present 

questions to the student and lets the student reconsider his or 
her own thinking. Results show that the Socratic-dialog 
approach is of great help to students. 
   The work presented in [11] elaborates the point that 
informal, quasi-empirical mathematics does not grow through 
a monotonous increase of the number of indubitally 
established theorems but through the incessant improvements 
of guesses by speculation and criticism, by the logics of 
proofs and refutations. 
  Refutation by counterexamples depends on the meaning of 
the terms in question. We may achieve an agreement on the 
meaning of our terms by defining the term where 
communication broke down. One of the reasons for that may 
be lack of familiarity with a particular concept. Familiarity 
with a concept  is defined in [11] as the ability to distinguish a 
thing which belongs to a predefined class of objects from a 
thing which does not – known as  the extension of the concept 
of that thing. 
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  Fuzzy reasoning methods are often applied in intelligent 
systems, decision making and fuzzy control. Some of them 
present a reasoning result   as a real number [9] and [10], 
while others use fuzzy sets, [8]. Fuzzy reasoning methods 
involving various fuzzy implications and compositions are 
discussed by many authors, f. ex. [1], [2], [3], [5], [6], [11], 
and [13] to name but a few. An interesting prediction method 
presented in [7] applies formal concept analysis and fuzzy 
inference.  
 This work is devoted to development of an automated way 
for discovering of individuals who will not be able to obtain 
sufficient knowledge in new subjects because of a pour 
theoretical and practical background. 
  The rest of the paper is organized as follows. Section II 
contains definitions of terms used later on. Section III 
describes how we propose to select students that need extra 
classes and Section IV is devoted to a system description. 
Section V contains the conclusion of this work.   

 

II. BACKGROUND 

 
Socratic dialogs foster critical thinking on course content 
through a series of questions and answers that enable students 
to explore and develop understanding. 
 A mutually respectful environment and probing questions are 
essential elements of an effective dialog. Use of multiple 
question types increases effectiveness. Relationships between 
question types and their usefulness are summarized in [14] as 
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Elimination of non-critical 
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Accuracy 
 

 
Truth values investigation 
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Learn to discover 
contradictions  
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Turning attention to a related 
issue 
(a summation of the dialog's 
progress before refocusing 
can increase the clarity of the 
conversation)   
 

 
 
   
   Let P be a non-empty ordered set. If sup{x,y} and inf{x,y} 
exist for all x,y ∈ P, then P is called a lattice, [3]. In a lattice 
illustrating partial ordering of knowledge values, the logical 
conjunction is identified with the meet operation and the 
logical disjunction with the join operation.   
  A concept is considered by its extent and its intent: the extent 
consists of all objects belonging to the concept while the 
intent is the collection of all attributes shared by the objects 
[3] and [12].  
  A context is a triple (G, M, I) where G and M are sets and I ⊂ 
G × M. The elements of G and M are called objects and 
attributes respectively.   
  For A ⊆ G and B  ⊆ M, define 
 

A′  = {m ∈ M   |   (∀ g ∈ A)  gIm}, 
 

B′  = {g ∈ G  |   (∀ m ∈ B)  gIm}, 
  
so A′  is the set of attributes common to all the objects in A 
and B′  is the set of objects possessing the attributes in B. 
Then a concept of the context (G, M, I) is defined to be a pair 
(A, B) where A ⊆ G and B  ⊆ M, A′  = B and A′  = B. The 
extent of the concept (A, B) is A while its intent is B. A subset 

A of G is the extent of some concept if and only if A′′  = A in 
which case the unique concept of which A is an extent is (A, 
A′ ). The corresponding statement applies to those subsets B of 
M which are the intent of some concept. 
 The set of all concepts of the context (G, M, I) is denoted by 
B (G, M, I).  〈 B (G, M, I); ≤ 〉 is a complete lattice and it is 
known as the concept lattice of the context (G, M, I).  
 
 For concepts  
 

(A1, B1) and (A2, B2) in  B (G, M, I)  we write 
 

                        (A1, B1)  ≤  (A2, B2),  
and say that  
 

(A1, B1) is a  subconcept  of  (A2, B2), 

or that  
(A2, B2) is a superconcept of (A1, B1), 

 if   
A_1 ⊆  A_2 which is equivalent to B_1 ⊆  B_2 

 
The following two statements from [4] are widely used with 
respect to concept lattices 
 
Lemma 

   Assume that (G, M, I) is a concept and let 
 

A, Aj ⊆  G and B, Bj ⊆  M, for j ∈ J. 
  Then 
 

(i) A  ⊆ A``,     
(ii) A1  ⊆ A2  ⇒ A1` ⊇  A2´ 
(iii)  A`  =  A``` 
(iv)   (  ∪j∈ J  Aj  )` = ∩ j∈ J  Aj`   
(i)` B ⊆ B``,   
(ii)` B1 ⊆ B2 ⇒ B1` ⊇   B2` 
(iii)` B` =  B``` 
(iv)` (  ∪j∈ J  Bj  )` =  ∩ j∈ J  Bj`   
  

 
The fundamental theorem on concept lattices [4] states  
 
Teorem  

 Let (G,M, I) be a context. Then   〈 B (G, M, I); ≤ 〉 is a  
complete lattice in which join and meet are given by 
 

∨∈ J   (Aj, Bj) = ((∪ j∈ J  Aj  )``  ,   (∩ j∈ J  B  ), 
 

∧j∈ J   (Aj, Bj)  = (∩ j∈ J  Aj  )  ,   (∪ j∈ J  B   )``), 
 
Conversely, if L is a complete lattice then L is isomorphic to  〈 B (G, M, I); ≤ 〉 if and only if there are mappings  
 

γ : G  →  L   
and  

 µ : M →   L 
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such that  γ (G) is join-dense in L, µ (M) is meet-dense in L 
and  gIm is equivalent to γ (g) ≤ µ (M) for each g ∈ G and m 
∈M. In particular, L is isomorphic to 〈 B (G, M, I); ≤ 〉 for 
every complete lattice L. 
   
  The sum-of-1-criterion [6] states that  
 
               Σi ∈ Mi µi (x) = 1,  ∀  x ∈χ  
 
where Mi, i = 1, ..., k  denotes all possible membership terms 
{m i, i = 1, ..., k} of a fuzzy variable in some universe of 
discourse χ.  
 An affiliation value α to a concept (A, B) is defined as   
 

                   α (A, B) =  
|B|.|A|

B f A,  o
of∑ ∈∈

m
  

 
The affiliation value represents the relative extent to which an 
object belongs to this concept or an attribute is common to all 
objects in the concept. 
 In the derived graph, i.e. in the concept lattice each vertex 
represents a concept from the table in Fig. 1. The concepts are 
arranged hierarchically in this concept lattice, i.e. the closer a 
concept is to the supremum, the more attributes belong to it. 
Moving from one vertex to a connected vertex which is closer 
to the supremum means moving from a more general to a 
more specific description of the attributes if an object appears 
in both concepts. The number of attributes increases and the 
number of attributes decreases along such an edge. 
  By θ we denote the threshold for membership values above 
which an entry is regarded as significant, as in [6]. This is 
achieved by computing the arithmetic mean of all entries 
within a column and take it as a threshold. 

 

III. DIALOGS  

 
Socratic dialogs stimulate students' creative thinking, 
contribute for faster development of problem-solving skills 
and help refinement of students' decision-making criteria. 
   Socratic dialogs are further discussed in [9] with respect to 
the following 

Creative thinking:  
Questions drive the creative process. Socratic dialogs are an 
excellent way to challenge your students to think deeply and 
creatively about the course content. In addition, this type of 
discourse prepares students for dialogs in the workplace. 

Problem Solving:  
With Socratic dialog an instructor can effectively model 
problem-solving skills using questioning to walk students 
through the problem-solving process. Answering questions of 
purpose and relevance will help students understand and 
define a problem. Answers to information and interpretation 
questions will generate possible solutions. These solutions can 
be further examined by answering questions of precision and 
consistency. 

  In addition, Socratic dialog can help students overcome 
obstacles they have with problem solving. Answering point-
of-view questions will help students realize the validity of 
multiple perspectives. Faulty assumptions can be uncovered 
by answering questions of assumption.  

Decision Making:  
Socratic dialog can be used to help students develop decision-
making criteria. Questions of information, interpretation, and 
implication can help students identify and weigh the various 
factors that comprise their decision-making criteria. Answers 
to point-of-view, consistency, and precision questions can 
help students refine the criteria.  
 Thus Socratic dialogs are proposed to be used for discovering 
students who will not be able to obtain sufficient knowledge 
in a new subject because lack of some basic knowledge. 
  Earlier experience in teaching concepts is used as reasoning 
set for establishing whether a new student would have serious 
difficulties in the current learning process. The summarized 
experience is first reworked as to be placed in a table relating 
objects and attributes. This work is followed by building a 
concept lattice visualized as a Hasse diagram. Fuzzy functions 
are then applied for deciding on the final recommendation. 
  By F(s) we denote failure of a particular student to learn a 
concept. The attribute F(s) has values calculated according to 
the function 

 
 

F (s) = ⎩⎨
⎧∑ ∑ <

otherwise

CFCF CiiCii

,1

).().( 1, αα
 

 
where Ci are the concepts that have the same  F values as the 
student and αCi are the corresponding affiliation values. If the 
student's results are not equal to any of the known attributes' 
we take the concept that has the closet attribute value. 
 

 

IV.  SYSTEM IMPLEMENTATION 

 
A system prototype can be build as a Web-based application 
using Apache HTTP server, mod_python module and SQLite 
database. The mod_python module provides programmable 
runtime support to the HTTP server using Python 
programming language. The whole application components; 
 

• Web-based users interface,  
• application logic, and  
• database interaction written in Python.     

  
   Python provides a programming environment for 
implementing script-based handler for dynamic content, data 
integration and users' software agents.  

   
   The back end SQLite databases are used to store both static 
and dynamic data.  
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   Apache is a modular Web server that can incorporate a high 
level scripting language as a module such as f. ex. 
mod_python.  
 
Using mod_python, python interpreter becomes a part of the 
Web server. SQLite is a small footprint, zero-administration 
and serverless database system. SQLite stores persistence data 
into files. SQLite thus provides a database platform for 
multiple databases. 
 

V. CONCLUSION 

The suggested approach can be applied to various subjects that 
require preliminary knowledge and or skills.     
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Abstract- Automation of some tasks requires the speed control of 

dc motors, this also requires a speed observer. In this work it is 
described a method that combines two sensorless speed techniques 
for speed estimation without sensors, one of them is based on the 
dynamic motor model and the other one is based in the ripple 
component. It is also evaluated the improvement introduced by 
combining both techniques using as reference the accuracy 
provided by a method based only on the ripple component. The 
results clearly show, that the method based on both sensorless speed 
techniques provides important improvements in the detection of the 
speed, when the speed is small or when it is changing. 

I. INTRODUCTION 

Motors are widely used in the industry world, as in domestic 
and civil applications. Inside these fields, where it is increasing 
their importance is in the automobile industry. In this sector, it is 
used for the movement of power windows, sunroofs, doors, etc. 
[2]. 

In the majority of applications with dc motors, it is necessary 
a closed loop speed control, which requires a speed observer [3]. 
Conventional observers, known as angular speed sensors, are: 
tachometers, encoders, hall-effect sensors, etc. These observers 
have the disadvantage that they are an independent element that 
must be attached to the motor shaft, in a place where it was 
preferable to put the load. As it is an element different of the 
motor it increases the failures and the system costs [1].  

There are also, other speed observers that are not composed 
by external mechanical elements. These, known as sensorless 
speed observers, estimate the speed from the voltage and/or 
current of the dc motor. Inside them there are two groups [3]. 
The first group is based on the dynamic dc motor model [4]. 
They mainly use the electromotive force EMF for the detection. 
We can find this kind of estimators in [4], [5], [6], [7], [8], [9], 
[10], [11] and [12]. The model used in these works is lineal and 
dependant on the motor parameters. Those parameters, have the 
inconvenience that they change with the working conditions of 
the motor, this introduces some errors in the measurements. 
Although those parameters can be dynamically estimated as it is 
extracted from [13], this usually leads to a non lineal model that 
increases the computational cost. 

The second class of speed observers, without mechanical 
elements, is based on the ripple component of the motor current. 
This component, that provides information about the motor 
speed, is known in the literature as ripple current. The current of 
a dc motor is composed by a continuous component, plus an 
alternating component or ripple. The most interesting 
characteristic of the ripple component is the frequency, which is 
related with the motor speed through (1). Where f is the 
frequency of the ripple component, p is the number of pairs of 
poles of the dc motor, kd is the number of commutator segments, 
n is the angular speed of the motor in r.p.m. and Ș is the 
maximum common divisor of 2p and kd [14]. 

)60/(2 ηnpkf d=                                     (1) 

In this case, the frequency depends on dc motor constructive 
parameters, that are defined when the motor is manufactured. 
With this kind of observers the problem is usually the ripple 
frequency detection. 

In this work it is implemented a method for the detection of 
the speed based on sensorless speed estimators. In this method, it 
is combined the detection based on the ripple component and the 
detection based on the dynamic model, in order to overcome the 
deficiencies of each one. Techniques based in the dynamic 
model have the problem of the dependency on the motor 
parameters, which change a lot when the external conditions 
change, for example the temperature. On the other hand, 
methods based on the ripple component are usually focused on 
the detection of relative maximums of zero-crosses of the signal 
(when it has been previously eliminated the continuous 
component), each one of them is related to a commutation, or 
ripple component period. With that information they estimate the 
ripple frequency, and with the help of (1) they obtain the dc 
motor speed. The detection of maximums or zero-crosses has the 
inconvenience of the noise, due to power supply perturbations or 
double commutations. This makes that sometimes inexistent 
commutation events are detected or the real ones are not 
correctly detected. 

In order to eliminate the inexistent commutations and recover 
the non detected ones, it is performed an estimation of the motor 
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speed using the dynamic model. With this estimation, it is 
calculated the most probable commutation period. In parallel, 
using a ripple detector, there are obtained the current 
commutation instants. With the help of the most probable 
commutation period it is possible to filter double commutations; 
if two pulses are not separated a distance equals to the most 
probable commutation period plus a certain tolerance, they are 
ignored. Otherwise, if after a pulse there is no other pulse after 
the distance of the most probable commutation period, including 
the tolerance, it is supposed that there is a commutation pulse but 
due to the noise it could not be detected, therefore a pulse is added 
in the most probable instant. Finally, with the commutation pulses 
considered as correct it is calculated the real commutation period, 
and with it, the ripple frequency and the motor speed. 

In next sections it is detailed the employed method and its 
accuracy, comparing it with the accuracy of the method that is 
based only on the ripple component. Therefore, the objectives 
are explained in II, the methods used for the implementation of 
the system are detailed in III, the algorithm of the method that is 
being evaluated and used for the comparisons is explained in IV, 
the results of the study are shown in V, and finally in VI the 
results are analyzed. 

II. OBJECTIVES 

The objective of this study is to analyze the accuracy 
improvement that is achieved by combining two types of 
sensorless speed observers for the detection of the speed in dc 
motors. There are two different sensorless speed techniques, 
based on the dynamic model of the motor, and based in the 
ripple component of the motor current. 

The improvement will be measured using as reference the 
method based only in the ripple component. The accuracy will 
be obtained analyzing the differences between the detected speed 
and the real speed of the motor. The error will be measured in 
two different scenarios, with constant speed, with constant 
acceleration and with a speed step. In order to get some 
independency from the employed motor, the tests will be 
performed with several dc motors. 

III. SYSTEM DESCRIPTION 

The hardware schematic of the system is shown in Fig. 1. In 
this schematic it is shown the dc motor, in this case two different 
motors are used whose characteristics are shown in Table I. The 
next element that is shown is the current sensor, it is a 20 mΩ 
current shunt. Other element is the low cost data acquisition card 
NI USB-6008, with a maximum sample speed of 10kHz. The 
card has 4 analog inputs configured in differential mode, these 
inputs can be configured to have a range from ±1 a ±20 V. One 
of these inputs is used to sample the voltage of the motor and 
other input is used to measure the current with the shunt. 

The data acquisition card is connected to a PC that is used to 
process the signals and estimate the speed of the dc motor. The 
PC is a laptop with a T8300 microprocessor, 3GB of RAM and 
320GB of hard disk space. The operating system is Windows 
Vista, and the development environment is LabVIEW 8.5. In 
Fig. 2 it is possible to see an image of the explained elements. 

In order to detect the real speed of the motor, and make the 
comparison of the results provided by both methods, it is used a 
high resolution encoder that is attached to the motor shaft. The 
encoder is connected to a 32 bit counter in the data acquisition 
card that is used to count the pulses produced in a fixed time 
interval, with this value is possible to calculate the speed of the 
motor. These connections are not shown in the previous 
schematics. 

IV. METHODS 

The main objective of this work is to evaluate the 
improvement in the accuracy that is obtained by combining two 
sensorless speed techniques. In order to estimate the 
improvement, it will be compared the accuracy obtained with the 
method that combines both sensorless speed techniques, with the 
obtained with the method that only uses the technique based on 

TABLE I 
SPECIFICATIONS OF THE DC MOTROS 

Parameter / Motor EMG30 718E385 

Nominal Voltage 12 V 12 V 
No Load Current 
Consumption 

530 mA 600 mA 

Nominal Speed 3000 r.p.m. 5000 r.p.m. 
Resistance ( Ra ) 1.8 Ω 1.5 Ω 
Electromotive Force 
Constant ( c ) 

0.0178 V / r.p.m. 0.00101 V / r.p.m. 
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Fig. 1.  Schematic of the interconnection of the different elements. 

 
Fig. 2.  Hardware elements of the system. 
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the ripple component. To obtain objective results, the block that 
detects the motor commutations will be the same in both 
methods. 

In the next paragraphs both methods will be described with 
more details. First it is explained the method based on the ripple 
component and after that the method that combines both 
sensorless speed techniques. 

A. Method based on the ripple component 

The implemented method for speed detection was proposed by 
Steven Weiss [16]. The method tries in a first stage to detect the 
commutations produced in the current using the zero-cross 
technique. In that technique the instantaneous current value is 
compared with the average value. The comparator produces a 
positive edge when there is a commutation in the current. Using 
the time instant of the commutation, the period of the signal and 
the ripple frequency are calculated and translated to the motor 
speed. 

The block diagram of the method is shown in Fig. 3, it is 
possible to observe the Ripple Detector and the Speed Detection 
Unit. The Ripple Detector is used to detect the current 
commutations. The Speed Detection Unit is used to calculate the 
period of the commutations and using it, the ripple frequency 
and the motor speed. 

1) Ripple Detector Block 

The aim of this block is to detect the commutation instants 
produced in the current. The schematic of this block is shown in 
Fig. 4. The current passes through a maximum and minimum 
peak detector consecutively. The peak detectors each certain 
time decrease the detected peak value, in order to dynamically 
adjust the detection to the maximums and minimums of a small 
interval. 

After that it is calculated the average value Imed of the 
maximum and minimum, that is compared with the value of the 
current. The comparison is made with a hysteresis cycle 
comparator, in order to eliminate the influence of the small 
current perturbations. Finally, the signal that goes out the 
comparator is passed through a positive edge detector that 
checks if the current sample has a high value and the previous 
sample a small value. If this condition is met, it means that an 
edge has been detected and the edge detector puts on its output a 
TRUE value during a clock cycle. 

It must be highlighted that the system works at sample level, 
as the processing is performed in discrete time. Because of that, 
when the edge detector produces a TRUE value, it means that in 
the time instant related to the sample that is being processed, a 
commutation has been produced. 

2) Speed Detection Unit 

The function of this block is to calculate the speed of the 
motor using the time instants of the commutations. The 
flowchart of this block is shown in Fig. 5. The first step is to 
check if a commutation has been detected; if there is no 
commutation then there is anything to do. However, if a 
commutation has been detected, the current commutation instant 
is added to the commutation instant list Tk+1, where k is the 
number of commutation instants detected. 

After that the ripple frequency f is calculated, in order to do 
that it is possible to use (2). The problem of getting the ripple 
frequency with this method is that the result has a very nervous 
and variable behavior. 

 )/(1 1 kk TTf −= +
                                 (2) 

In order to solve this problem, a new estimator is used. It is 
based on the average calculation during a time Tp with (3), 
where N is the number of samples used in the average and is 
defined by (4), fk is the ripple frequency calculated in the last 
detected commutation and fk+1 is the ripple frequency that is 
being calculated. The operation [·] is the integer part operator. 
With this solution it is obtained a speed without perturbations 
and a good response, following the speed variations, if Tp is 
correctly adjusted. 
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Fig. 3.  Block Diagram of the method based on the ripple component. 

Fig. 4.  Ripple detector schematic.

 
Fig. 5.  Flowchart of the Speed Detection Unit. 
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]·[ kp fTN =                                          (4) 

Once the ripple frequency is obtained it is possible to calculate 
the motor equivalent speed using (1). Finally, the number of 
detected commutations k is updated, adding one additional 
commutation. 

B. Method that combines both sensorless speed techniques 

The method used for combining both types of sensorless 
speed observers is described by Erwin Kessler [15]. 

The block diagram of the method is shown in Fig. 6. In that 
block diagram it is possible to distinguish four blocks. Ripple 
Detector, State Model of the Motor, and Evaluation Unit. 

1) Ripple Detector Block 

Regarding the implementation of this block Erwin Kessler 
does not say anything; he only comments that it must be able to 
detect the commutation instants. The function of this block is the 
same that for the Ripple Detector block in the method that only 
uses the technique based on the ripple component, for this reason 
this block has the same implementation. 

2) Motor State Model Block 

This block estimates the speed of the motor using the 
simplified dynamic equation of the motor. That equation, is 
shown in (5), where V is the voltage across the motor, I is the 
current, n is the speed, Ra is the resistance, L is the inductance 
and c is the electromotive force constant. As it is a dc motor, and 
the value of L is very small, is possible to eliminate the related 
term. After the simplification of the previous equation and 
solving for the speed it is obtained the equation (6). This 
equation is implemented by this block and provides an 
estimation of the speed. 

nc
dt

dI
LIRV a ·· ++=                               (5) 

cIRVn a /)·( −=                                   (6) 

3) Evaluation Unit Block 

The evaluation unit combines the information from the two 
previous blocks. The main function is to process the 
commutation instants identified by the Ripple Detector. In order 
to do that, this block removes the non valid commutation instants 
and adds the non detected commutation instants. Each valid 

commutation instant is used to calculate the motor speed. 
The flowchart is shown in Fig. 7. In order to describe it, we 

have supposed that the most probable next commutation instant 
Ĳk+1 and the temporal interval Δt are known. The first step is to 
check if in the current time instant the Ripple Detector has 
detected a commutation. If it was detected, the algorithm checks 
that the current instant is within the interval Ĳk+1 ± Δt. If the 
previous condition is not accomplished, then it is supposed that 
the commutation is due to the noise and is ignored. If the 
condition is accomplished, the commutation is considered valid 
and is counted, Tk+1 = tactual. With the new information the speed 
is updated and the new most likely instant is calculated again. If 
there had not been any commutation, the algorithm checks if the 
interval where the commutation is expected has been overcome, 
¿tactual > Ĳk+1 + Δt? If it have been overcome, it means that the 
Ripple Detector have not detected any commutation in the 
allowed interval. In this situation, it is supposed that there might 
be a commutation in that interval, but due to the noise it has not 
been detected. Therefore it is used as commutation instant the 
most probable, Tk+1 = Ĳk+1. With this value a commutation instant 
has been detected so it is possible to update the speed and 
calculate most likely instant for the next commutation. 

Once the new valid commutation instant Tk+1 is known, the 
speed is updated. In a first step the ripple frequency is calculated 
using (3) and then the motor speed with (1). 

When the speed has been updated, the most likely instant for 
the next commutation is calculated. For these calculations it is 
used the information of the ripple frequency previously 
calculated, and the real instant of the last commutation. All of 
that is combined using (7), where Ĳk+2 is the most likely instant 
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Fig. 6.  Block diagram of the method based on the ripple component. 

 
Fig. 7.  Flowchart of the Evaluation Unit. 
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for the next commutation, Tk+1 is the instant of the last 
commutation and ƒest is the ripple frequency related to the speed 
of the motor nest estimated by the Motor State Model. The 
relation between them is given by (1). When this point is reached 
the k index is updated by increasing it one unit. 

estkk fT /112 += ++τ                                  (7) 

The parameter Δt indicates the maximum deviation of the 
commutation instant with the estimated. That parameter is an 
indicator of the noise filtering. A high value indicates that many 
commutations due to the noise have been considered good; a low 
value indicates that very few commutations due to the noise will 
be detected. The value of Δt is a parameter that is established 
before starting the observer. Its value must be under the half of 
the ripple period related to the maximum working speed of the 
motor, with this value it is possible to assure that in all the 
possible situations some noise will be filtered. 

V. RESULTS 

Once the characteristics of the different methods have been 
described it is necessary to show the obtained results and the 
accuracy of each method. Regarding the accuracy, it is shown 
the improvement that is achieved with the method that combines 
both sensorless speed techniques. The next paragraphs show the 
results obtained for each motor separately. 

In each test scenario it is shown the average error and the 
deviation for different constant speeds. The error and the delay 
when the speed is changing with constant acceleration have been 
also measured. Finally, a speed step has been produced and it 
has been measured the time required for reaching the final speed 
value. 

In the different tables and graphs, Method 1 refers to the 
method that employs only the technique based on the ripple 
component, and Method 2 the method that combines both 
sensorless speed techniques. 

A. EMG30 Motor 

The results for different constant speeds are shown in Table. 
II. Results for a lineal speed change are shown in Fig. 8. The 
error in this situation is 15.03 r.p.m. for the Method 1 and 0.2 
r.p.m. for Method 2. The deviation is 6.81 r.p.m and 8.04 r.p.m. 
Method 1 produces a small delay, whereas in Method 2 there is 
no delay. The error related to a speed step is shown in Fig. 9. 
The settling time for Method 1 is about 0.7 s whereas for 
Method 2 is 0.3 s. 

B. 719E385 Motor 

The results for different constant speeds are shown in Table. 
III. Results for a lineal speed change are shown in Fig. 10. The 
error in this situation is 14.24 r.p.m. for the Method 1 and 3.5 
r.p.m. for Method 2. The deviation is 8.20 r.p.m and 2.77 r.p.m. 

Method 1 produces a small delay, whereas in Method 2 there is 
no delay. The error related to a speed step is shown in Fig. 11. 
The settling time for Method 1 is about 0.8 s whereas for 
Method 2 is 0.3 s. 

VI. CONCLUSIONS 

Along this work it has been described a method based on two 
sensorless speed techniques, based on the dynamic model of the 
motor and based on the ripple component. In a complementary 
way it has been also described a method that only employs the 
technique based on the ripple component. After that, the 
accuracy of each method has been evaluated in order to see the 
improvement introduced by the first method. 

TABLE II 
SPEED MEASUREMENT ERROR FOR MOTOR EMG30 

Method 1 Method 2 
Real Speed 

(r.p.m.) 
Average 

Error 
(r.p.m.) 

Deviation 
(r.p.m.) 

Average 
Error 

(r.p.m.) 

Deviation 
(r.p.m.) 

455 454.71 25.50 1.35 2.37 
719 127.71 17.82 0.20 2.25 
970 7.47 5.43 0.77 4.15 
1500 0.06 5.04 0.18 5.14 
2000 0.06 5.04 0.53 8.12 
2500 0.09 9.75 0.08 9.81 
3000 0.73 9.51 0.72 9.48 
3500 1.22 12.60 1.31 12.67 
4500 1.83 19.14 1.67 18.16 
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Fig. 8. Lineal variation of speed in motor EMG30. 

 
Fig. 9.  Speed Step in motor EMG30. 
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The obtained results for each method after doing the tests with 
two different dc motors show that for constant speeds the 
method based on both sensorless speed techniques has greater 
accuracy at low speed whereas for medium and high speed the 
accuracy is very similar. When the speed is changing in a linear 
way (constant acceleration) the method based on both sensorless 
speed techniques has a better tracking performance, whereas the 
method based only in the ripple component technique has a 
small delay of some cents of milliseconds. When a speed step is 
produced, the settling time is smaller in the method that 
combines both sensorless speed techniques, approximately the 
half of the value obtained for the other method. 

As consequence of all these results, it is possible to say that 
the method that combines both sensorless speed techniques 
provides notable improvements in speed detection, over the 
method that is based only in the ripple current. It is necessary to 
say that these improvements require a higher computational cost, 
because new functional blocks are added to the system. This 
computational cost does not increase very much the final cost of 
the system with the current technology level. Therefore, in 
systems where the speed is small and speed changes are 
common, it is recommended to use the method based on both 
sensorless speed techniques because of the introduced 
improvements. However, if the speed is high and constant the 
best option will be the method based only in the ripple 
component. 

REFERENCES 
[1] P. Vas. “Sensorless vector and direct torque control”. Oxford University 

Press, 1998. 
[2] M. Hilairet, D. Diallo and M. E. H. Benbouzid. “A selfreconfigurable and 

fault-tolerant induction motor control architecture for hybrid electric 
vehicles”. Int. Conf. on Electrical Machines (ICEM). September 2006. 

[3] M. Hilairet and F. Auger. “Sensorless speed measurement using current 
harmonic spectral estimation in a DC-motor”. In Proc.SPEEDAM2006 pp 
740-745 

[4] W. Leonhard. “Control of electrical drives”. Springer Verlag 1985. 
[5] P. Chevrel, and S. Siala. “Robust DC-motor speed control without any 

mechanical sensor”. Proc. Electrimacs, Saint-Nazaire, September 1996. 
[6] B. Trump. “DC motor speed controller: control a DC motor without 

tachometer feedback”. Application Bulletin, Burr-Brown, 1999. 
[7] T. Leephakpreeda. “Sensorless DC motor drive via optimal observer-based 

servo control”. Optim. Control Appl. Methods, 2002, 23, (5), pp. 289–301. 
[8] K. Jaszczak, and T. Orlowska-Kowalska,. “Sensorless adaptive fuzzy logic 

control of DC drive with neural inertia estimator”. J. Electr. Eng., 2003, 3, 
(1). 

[9] J. X. Shen, Z. Q. Zhu, and D. Howe. “Sensorless flux-weakening control of 
permanent magnet brushless machines using third-harmonic back-EMF”. 
IEEE Int. Electric Mach. Drives Conf., IEMDC’03, 2003, vol. 2, pp. 1229–
1235. 

[10] Z. Z. Liu, F. L. Luo, and M. H. Rashid. “Speed nonlinear control of DC 
motor drive with field weakening”. IEEE Trans. Ind. Appl., 2003, 39, (2), 
pp. 417–423. 

[11] S. R. Bowes, A. Sevinc, and D. Holliday. “New natural observer applied to 
speed-sensorless DC servo and induction motors”. IEEE Trans. Ind. 
Electron., 2004, 51, (5), pp. 1025–1032. 

[12] S. Li, G. Hai-Hiao, T. Watanabe, and O. Ichinokura. “Sensorless control of 
DC motors based on extended observers”. 11th Int. Power Electronics 
Motion Control Conf., EPE-PEMC, 2004, vol. 2, pp. 376–381. 

[13] K. Ohishi, Y. Nakamura, Y. Hojo, and H. Kobayashi. “High-performance 
speed control based on an instantaneous speed observer considering the 
characteristics of a dc chopper in a low speed range”. Electr. Eng. Jap., 
2000, 130, (3), pp. 77–87. 

[14] Baoguo Yuan, Zhihua Hu and Zhengxin Zhou. “Expression of Sensorless 
Speed Estimation in Direct Current Motor with Simplex Lap Winding”, 
International Conference on Mechatronics and Automation 2007. 

[15] S. Erwin Kessler, M. Wolfgang Schulter. “Method for establishing the 
rotational speed of mechanically commutated d.c. motors”. U. S. Patent, 
No. 6 144 179. November 2000. 

[16] M. John Ma, L. Steven Weiss. “Motor pulse extraction system”. U. S. 
Patent, No. 4 684 858. August 1987. 

TABLE III 
SPEED MEASUREMENT ERROR FOR MOTOR 719E385 

Method 1 Method 2 
Real Speed 

(r.p.m.) 
Average 

Error 
(r.p.m.) 

Deviation 
(r.p.m.) 

Average 
Eror 

(r.p.m.) 

Deviation 
(r.p.m.) 

1117 548.51 42.53 24.42 8.35 
1290 288.65 13.57 12.40 6.31 
1600 152.23 12.03 1.57 6.20 
2100 40.63 12.85 0.44 6.23 
2578 1.5 7.15 0.4 6.84 
3117 1.69 12.12 0.67 11.92 
3616 4.28 18.31 3.31 18.49 
4115 4.31 11.43 0.15 11.03 
4580 9.75 14.41 1.46 13.11 
5082 12.04 19.13 2.5 12.94 
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Fig. 11.  Lineal variation of speed in motor 719E385. 

 
Fig. 10.  Speed Step in motor 719E385. 
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Abstract - This article presents an authoring tool to construct 
adaptive assessments covering two aspects: the first one is a 
proposal to adapt to the learning style of the student by defining 
links to multimedia material that could be presented to the user 
and the second one is to adapt the questions presented to the 
student based on the level of difficulty of each item. 

I. INTRODUCTION 

Nowadays the educative content in the Internet is 
evolving from a static to a dynamic view by adapting the 
information to the needs or preferences of the users. This 
content, developed in form of Units of Learning (UoL), 
include one or several learning objects and their related 
multimedia material. 

One of the activities integrated in those UoL’s are the 
assessments to evaluate the knowledge or achievement of the 
students. Also, this activity could be seen as an element that 
allow the entire eLearning system to set a new knowledge 
level for each student, closing a circular activity and change to 
new educative content or learning lessons [1]( figure 1 ). 

But, traditionally, assessment activity has been seen as a 
task aside of the e-learning process and could be dangerous to 
focus the research in assessment specifically [2] as this tends 
to isolate this activity from teaching and learning in general. 
For us, the assessment activity after the student had been taken 
the educative lessons could be seen as an element that 
contributes to the adaptation of the system to the learner needs 
or preferences as well to set a new user knowledge level, 
evaluations and learning profiles [3]. According to the 
Australian Flexible Learning Framework [4], assessment, 
especially when is included within a real learning task or 
exercises, could be an essential part of the learning experience, 
giving to the entire Web site the characteristic to adapt itself to 
the needs of the users. 

The assessment activity after the student took the 
educative lesson is an element that contributes to the 
adaptation of the system to the learner needs or preferences as 
well [5]. If an item could adapt their presentation to the 
preference of the user we can reduce the stress because the 
student may be able to understand the questions more easily 
and faster. Also, we organize each single item into structures 
to define another adaptation process using a complexity level 
classification or “item weight” which is the traditional 
adaptation process using by some assessment tools [6], [7]. 

 

 
FIGURE 1. ASSESSMENT INSIDE THE LEARNING PROCESS 

 
One consideration to take into account in those tools is the 

fact that they started as proprietary tools with their own 
definition for the items and test avoiding sharing their 
products with other assessment tools. Some of them use open 
standards and specifications to allow the transference to and 
from other systems, but this kind of transferences are limited 
to simple single items, following their definition in the IMS 
QTI (Instructional Management Systems Question and Test 
Interoperability) [8]. 

The rest of this article is organized as follow: in section II 
we briefly describe the IMS specifications to construct items 
and exams, in section III we show the adaptation techniques to 
be applied in our work, in section IV, we describe the 
adaptation processes and how those are implemented using 
open specifications, in section V, we describe the products 
obtained. In section VI we briefly describe the tool to 
construct adaptive test, in section VII we describe the results 
obtained and in section VIII we give our conclusions and 
future work. 
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II. DEFINING ASSESSMENT ITEMS AND EXAMS USING IMS 
SPECIFICATIONS 

The IMS CP (Instructional Management Systems Content 
Package) [9] specification is used when is necessary to 
transfer learning objects (lessons, exams or other material) 
between several Learning Management Systems. In this case 
we can use this specification to package and transfer 
assessment items between LMS (Learning Management 
Systems). In the case of a simple element, the package will 
contain (a) the manifest (XML file called imsmanifest.xml), 
(b) the item (QTI XML format file) and, (c) any auxiliary files 
required by the item. 

The IMS QTI and IMS LD (Instructional Management 
Systems Learning Design) [10] specifications allow its 
integration to define a learning object to evaluate the 
knowledge acquired by the students when interact with a unit 
of learning (UoL). The IMS LD includes activities of course 
instruction, modules, lessons and exams in a generic context 
(those considered as formative assessment) to support the 
recent knowledge or to give immediate feedback to the 
student. However, the IMS specifications are used to define 
learning objects with extra characteristics like adaptation rules 
for the final presentation and sequence of the questions. The 
main structure defined in an IMS LD object is the manifest 
(figure 2), containing the organization and resources. Inside 
the organizations section some elements are described, like the 
roles, properties, activities, environments and methods. The 
integration of the specifications could be done defining tags 
and instructions in the imsld:properties to control the visibility 
and order of the elements and the imsld:conditions to define 
decision structures. The environments section is a container 
for the environment elements, each could be used to describe 
assessment items for a particular learning style. These 
structures (the environment ones) could be executed by the 
LMS in parallel, allowing multiple students of different 
learning styles to access their own adaptable elements (or an 
adaptable exam). 

But, this work aims to use only the IMS QTI specification 
to define and construct an adaptive exam, allowing to this kind 
of object to be integrated and used in more LMS that do not 
necessarily give support to IMS LD learning objects.  

 
FIGURE 2. IMS LD OBJECT 

 

For this, we designed IMS QTI test objects with 
adaptation characteristics using bifurcation rules and 
structures. 

III. ADAPTATION TECHNIQUES 

Students learn in different ways: seeing and hearing; 
making reflections and acting; with a logical reasoning 
process; memorizing and visualizing and by constructing 
mathematical models. In the same way, the teaching processes 
vary to make the student to understand better the educative 
contents and the questions in the summative test. We use the 
classification of learning styles proposed by Felder [11] and 
the measurement tool of Index of Learning Styles to obtain the 
student profile in its preferred learning style. 

We can use adaptation techniques and methods [12] to 
construct adaptive test because we can group items according 
the associated multimedia material in sections with branching 
rules to control the access to those sections. 

 
A. Adaptive Presentation 

We use the alternative explication because it covers the 
definition of several versions for the same concept to show to 
the user according the preferences stored in the user model. 
About the adaptation technique, we use the page or fragment 
variants. Using those definitions in the adaptive assessments, 
we can make equivalence between the versions of the same 
information fragment with the different items (which use 
different multimedia material) that look to cover the same 
instructional objective. We use the same user model that the 
LMS to select those items that could perform an adaptation to 
the user’s parameters. 

 
B. Adaptive Navigation 

The methods to support the adaptive navigation help the 
user when she/he is using the web page. Those methods are 
the global guide, local guide, global orientation and the 
personalized view management. From those, the local guide is 
the best for us because this method suggests the best next link 
to follow from the actual node. Talking about the technique, 
we select the one that hide the links not relevant to the user. 
When performing a test, we consider the response to the last 
question to show the next item. 

IV. ADAPTIVE PROCESSES 

A. Adaptation in the final presentation to the user 

The IMS QTI specification allows the developer to define 
and construct test in which the single items are grouped in 
several sections which are accessed if some rules are satisfied. 
We use this specification to adapt the final presentation of 
each question taking into account the multimedia material 
referenced from each item. 

The QTI specification allows the definition of single 
questions that include the ItemBody section in which we can 
refer to external multimedia files. After that, we group the 
items with the same file format into one section (video, audio 
and text) know as testPart. 
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B. Adaptation in the Complexity level 

This process look to show the next question taking in 
consideration the result obtained from the user’s response to 
the last question; if the user’s response is right then the 
complexity level of the new question is equal or higher, if the 
response is wrong then the complexity level is lower than the 
last question. 

With the IMS QTI specification, we can define 
instructions to control the presentation of a testPart, section or 
single item according to the result of a precondition rule, and 
with conditional bifurcation to another testPart. The 
precondition and bifurcation labels could be used at any level: 
testPart, sectionPart, assessmentSection and 
assessmentItemRef. The adaptation process is defined as 
follow: 
• Definition of a testPart for each kind of multimedia 

material: video, audio and text. 
• Definition of some assessmentSection inside each testPart 

to group items according their complexity level (high, 
medium, low), plus an extra medium level item that is 
showed first to start the adaptation process. With the 
preCondition and branchRule labels, we can construct the 
second process to adapt the test using the complexity 
level of each question. 
The figure 3 shows the construction of test with double 

adaptation process. First, the learning style of the student is 
used to select the appropriate testPart. If the user model of the 
LMS does not store a value for the learning style of the 
student, then the text testPart is chosen. This is the first 
adaptation process. The second part start with the selection of 
an item with normal complexity to begin the response-answer 
process which will select the best next item considering the 
response and complexity level of the actual question. Inside 
each testPart, we define three sections containing items of 
each complexity levels. 

 

V. ADAPTIVE TEST 

An adaptive test is a learning object organized in such 
way it can be used for compatible LMS to give each student 
with an adapted test using the parameters stored in the user 
model. The authoring process allows the definition and 
construction of different products: 
• As separate single items that could be referenced by 

compatible external tools using the IMS QTI 
specification. 

• As complete test that could be used in a session by LMS 
as a part of a learning activity. 

• As a learning object referenced from a learning unit 
defined using the IMS LD specification in which some 
conditions are defined to select the testPart using the 
value stored in the user model. 
The elements to perform the adaptation are: 

• User preference: stored in the user model with values of 
“visual”, “audio” or “text. 

• Result of the first normal-level question stored in the 
unifiedResult variable, with values of “Y” or “N”. This 
variable is special because look to unify the result for the 
different kind of questions (simple choice, multiple 
choice, etc.). 

• The result stored in the following questions in the variable 
unifiedResult, with values “Y” and “N”. 
In the authoring process the author select from the list, 

those items that will be included in the test. The tool shows the 
items grouped by the multimedia files referenced by them. 

Once the selection is made, the tool construct the XML-
QTI file with the testPart, assessmentSection sections and the 
reference to the external QTI files for each question and 
references to the external multimedia files as well. At the end, 
a file with the IMS CP instruction is generated and packed as 
.zip format; this file is the one that will be used by the LMS. 
Also in the authoring process is possible to define the 
following kind of test: 

 

FIGURE 3. PROCESS TO CONSTRUCT AN ADAPTIVE TEST. 
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• Sequential test: This test does not include branch rules, 
presenting the questions in the sequential order they were 
selected from the list. 

• Random test: This test does not include branch rules, but 
the ordering label is set to shuffle. 

• Adapted test: This test includes the adaptation rules with 
the branchRule and preCondition labels to control the 
items presented to the users. 

VI. ADASAT DESCRIPTION 

We develop an authoring tool to construct items and test 
with adaptation characteristics, following open standards and 
specifications like the IMS QTI, CP and LD and the XML 
language. The aim is to allow to the author to define items and 
test using a graphical interface starting from the definition of 
single questions to the construction of complete test packaged 
using IMS CP and delivered in a .zip package. 

 
FIGURE 5. CAPTURING A NEW QUESTION 

 

The application covers the following activities: 
• Question Construction management. 
• Test Construction management. 
• User management. 
• Test management. 

 
In figure 5, we show the user interface to capture 

questions. The elements include the title, main statement, 
question version, categorization and the complexity level of 
the question, finally, the author select the type of question, 
including single or multiple option. 

VII. RESULTS OBTAINED 

To verify that an adapted test is better for the students in 
terms to ease their answer and understanding, we apply an 
exam to evaluate the level of knowledge in English language 
to a group of students in the University of Salamanca. We split 
this group into two: for the first group we applied the test with 
questions and accompanying multimedia material that matches 
their preferences of presentation (audio, text or video); for the 
second group we applied a test that did not match these 
preferences. Also, we applied a test a test to determine the 
learning style of each student, prior to the adaptive test. 

Please, recall that this test also perform an adaptation in 
the level of complexity of each item, for this we organize the 
items grouping them according this characteristic and, in a 
higher level, we set a classification according to the 
multimedia material they are refereeing to.  

The aim of this activity is to evaluate our thesis 
hypothesis that, if a student is presented with an adaptive test 
that matches its preferences of presentation of the 
accompanying multimedia material he/she could average 
better results in a test. 

The evaluation included the following statistical test: 
Final note: To check if the final note of the test is higher 

for the students with adapted test. 
Time to response: To check if the total time to answer the 

test is lower when an adapted test is presented to the student. 

 

FIGURE 4. CONSTRUCTION PROCESS OF AN ADAPTIVE TEST 
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Level of satisfaction: To check if the level of satisfaction 
reported by the student is higher when the test is adapted to 
his/her preferences. 

For the final note test the results were: the average final 
note obtained by the students with an adapted test was 6.6 
points, whilst for students without adapted test, the final note 
was of 5.9 points (t test = 0,836). 

In the time of response the results were: the average time 
for an adapted test was 17 minutes whilst for an not adapted 
test was 20 minutes ( t test=0.964). 

The level of satisfaction was obtained from the students 
themselves from a poll after they answer the test. It cover level 
of satisfaction from 1 (lower satisfaction) to 5 (highest 
satisfaction). The results were: for an adapted test 3.9 and for 
not adapted test 3.6 (t test=0.821). 

Bring to mind that, the statistical test were applied only to 
verify the results for the adaptation process in the presentation 
of the multimedia material, but the test also perform the 
adaptation in the complexity level for all participants. 

Also, we think that these results must be taken with some 
considerations at the time to make generalizations. In other 
words the results obtained in this work may change in other 
learning environment and stated that this is an internal work. 
Upon this, we consider that our conclusions are a science 
contribution for future works in this area. 

VIII. CONCLUSIONS 

Online assessment is an important step inside the e-
learning process, helping to improve the learning and teaching 
experience.  

According to the new developments in the area of e-
learning, we can see that most of these developments look to 
be compliant with accepted standards like the IMS QTI. This 
gives the convenience to those works to be interoperable and 
adaptable to several learning platforms. In concordance, 
referring to the assessment activity, we can think that it must 
be interoperable as well, because it is one element of the e-
learning process and play an important role inside this task. 

Adaptability is another key factor in assessment. Given 
the fact that assessment is an important element of the e-
learning process and the fact that this process look to be 
interoperable, then we can think that the assessment tool could 
be used with different educative content administrators with 
different conceptualizations and ways to design an ways of 
purposes to the students. To face this situation it is necessary 
to develop a test with different types of resources, different 
kind of assessments, groups of students, kind of questions, etc. 

Under this conceptualization, we created and applied an 
adaptive test to a group of students to evaluate the hypothesis 
that, if an assessment tool is adapted to the user`s needs or 
preferences we can reduce the time to answer the test while we 
increase the level of satisfaction of the user at the same time. 
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Abstract-These This paper presents a few of Multisim and 

VisSim use in teaching digital signal processing; it also describes 
the Internet website containing didactic materials created in the 
Department of Ship Automation at Gdynia Maritime University. 
The use of simulation software in education is one of the modern 
training methods. The package Multisim 8 and VisSim are an 
easy to use instrument, which enables designing and simulation of 
a lot of circuits. 

 

I. INTRODUCTION 

The dynamic development of simulation software has re-
sulted in its implementation into traditional didactic methods. 
The development of technology has caused huge changes in 
the place and the manner of instructing. The didactic equip-
ment for digital signal processing (DSP), which is used by stu-
dents for research and simulation during laboratory classes in 
the Department of Ship Automation at Gdynia Maritime Uni-
versity, is presented in this paper. The laboratory stations are 
connected together by the internal local area network con-
nected to the Internet. The network has been set up to meet the 
requirements of the laboratory of DSP. Students’ sFTP file-
server and the Internet websites [1, 11, 12] are also available; 
they contain additional didactic materials. Selected virtual pro-
jects prepared with Multisim, Matlab, Mathcad, Commsim, 
and VisSim soft-ware are presented on these websites 

Matlab is known for being reliable and fast, but its pro-
gramming language requires special training. Mathcad is not as 
fast as Matlab and is less powerful at running large simulation 
files, but it has significant advantages. The most important is 
the interface, which is very friendly. Learning to use the inter-
face is much easier than learning a programming language. In 
higher education the environment of Matlab and Mathcad is 
well-known and frequently used [2, 3]. Therefore, the paper 
will present only the examples made with the use of VisSim 
and Multisim 8. These programs are popular education soft-
ware, a complete system design tool that offers a large number 
of components in libraries, a schematic entry, full analog and 
digital SPICE simulation and radio-frequency capabilities [4]. 
Multisim and VisSim offer an easy to use graphical interface 
for all designing and analysis needs. Virtual measuring instru-
ments present simulation results in a graphic mode. The re-
ceived data can be stored in graphic or text data files. There is 
a possibility to export the results to Microsoft Excel, Mathcad, 
Matlab or LabView software. Multisim offers such instruments 

as: oscilloscope, word generator, signal generator, logic ana-
lyzer, Bode plotter, watt-meter, multimeter, network analyzer, 
distortion analyzer, spectrum analyzer, etc. The way these in-
struments are used and what they show is very close to the re-
ality. VisSim includes, for example, passive and active low-
pass, band-pass, and high-pass filters, Fourier theory, fre-
quency conversion using a mixer, carrier generators, blocks of 
digital communication using pulse-code modulation, delta 
modulation, time division multiplexing, FSK and error detec-
tion. VisSim enables also the presentation of such problems as: 
estimation, coding, decoding, modeling transmission channels, 
modulation and demodulation. To view the results of simula-
tion runs, students have several choices of: a frequency do-
main, a time domain, XY plots, a log scale, an eye diagram and 
power spectra. 

Computer-simulated experiments using Multisim and Vis-
Sim provide a means of reinforcing the important concepts in 
digital signal processing and electronic communication without 
the high cost of expensive electronic communication equip-
ment. 

II. LABORATORY OF DIGITAL SIGNAL PROCESSING 

Recently there have been created many programs that enable 
designing the systems based on digital signal processing. The 
examples of such tools are VisSim created by Visual Solutions 
Inc., and Multisim 8 – by National Instruments. In the Faculty 
of Marine Electrical Engineering at Gdynia Maritime Univer-
sity, there are two special fields of education: Computer Con-
trol Systems and Marine Electro-Automation, where a DSP 
course is realized in the form of lectures, projects and labora-
tory sessions. Students carry out a wide range of tasks within 
laboratory classes. These classes include such problems as: the 
description of random signals and processes, the Fourier Trans-
form (FT), the Discrete Fourier Transform (DFT), the Fast 
Fourier Transform (FFT), sampling and reconstruction of sig-
nals, the design of digital filters, transformation of images and 
speech, analogue and digital modulations and modeling com-
munications channels. 

Students specializing in Computer Control Systems have in 
their curriculum 45 hours of lectures (3rd and 4th year of stud-
ies), 30 hours of laboratory classes (3rd and 4th year) and 30 
hours of projects (4th year). On the other hand, students special-
izing in Marine Electro-Automation have 15 hours of lectures, 
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15 hours of laboratory classes and 30 hours of projects during 
4th year of studies. 

Before the participation in laboratory classes, students 
should prepare projects that depend on the realized subject. 
Students complete laboratory tasks with the use of real devices 
and in the virtual environment of Multisim, Matlab, Mathcad, 
VisSim and Commsim. The software installed on the labora-
tory server sFTP and HTTP allows students to send their re-
ports in the electronic form directly from home, using any kind 
of the Internet connection and then to test their projects directly 
in the computer network. Students can make use of many di-
dactic materials available on the website [1, 11, 12]. This web-
site offers also the discussion forum enabling students to ex-
change their own experience and to give the information about 
the realized projects and possible problems. 

III. EXAMPLES OF VIRTUAL MODELS 

A. The Fourier Analysis 

During the classes of Digital Signal Processing students 
carry out, among other tasks, the Fourier analysis of some se-
lected signals. The Fourier transform made the theory applica-
ble to a variety of disciplines, such as signal processing, where 
the Fourier analysis is now a major tool [5, 6]. The Fourier 
analysis is also used in image processing, physics and a ther-
mal analysis. Moreover, it is a very important tool in commu-
nication [7, 8, 9]. When we send an information signal over a 
medium, the medium corrupts this signal. The receiver makes a 
spectral analysis of the received signal and extracts the infor-
mation. The Fourier analysis allows this. Fourier noticed that 
we can create any optional signal by summing up simple sine 
and cosine waves. 

The Fourier analysis can be carried out with the use, among 
others, of Multisim. For example, the presentation of the Fou-
rier analysis of a rectangular signal has been conducted. The 
results are obtained on the basis of the information concerning 
harmonic components; then the rectangular waveform is ap-
proximated with the use of sinusoidal components. In order to 
present the Fourier analysis the system presented in Fig. 1 was 
constructed. 
 

 
 

Fig. 1. The diagram of the system tested by the Fourier analysis 
and the approximation of the rectangular waveform 

with the use of harmonic components sum. 

 

The examined source was fixed at the voltage of 60 V and 
the frequency of 60 Hz. The Fourier analysis taking into ac-
count 9 harmonics was carried out for the system. The results 
of the approximation can be observed on the oscilloscope. A 
similar analysis can be made in the VisSim environment. 
Among others, on the website [1] there are projects, which 
make it possible to choose a kind of the signal, i.e. rectangular, 
sawtooth and triangle waveforms (with the possibility to set its 
frequency and amplitude) and also to observe the approxima-
tion of this signal. The project consists of a series of subcircuits 
generating the model waveform and the sum of particular har-
monics. The sawtooth waveform and its approximation by the 
Fourier series are presented in Fig. 2. 
 

 
Fig. 2. The sawtooth waveform and its approximation by the Fourier series. 

B. Modulation and Demodulation 

In the systems of digital signal processing the essential role 
is played by modulation and demodulation. Therefore, the 
websites [1, 11] present these problems in a very detailed way. 
Many types of modulation techniques have been devised to 
represent an information signal [5, 6, 7, 9, 10]. Modulation 
techniques can be subdivided into two basic groups: analogue 
modulation and digital modulation. Within analogue modula-
tion the VisSim environment enables students to get to know: 
Amplitude Modulation (AM), Phase Modulation (PM) and 
Frequency Modulation (FM). Whereas, in digital modulation it 
is possible to get to know, among others: Phase Shift Keying 
(PSK), Quadrature Amplitude Modulation (QAM), Frequency 
Shift Keying (FSK), Pulse Position Modulation (PPM), Mini-
mum Shift Keying (MSK). On the mentioned websites [1, 11] 
there are also many projects available containing the examples 
of modulation. Fig. 3 shows two ways of realizing FSK modu-
lation in the VisSim environment, i.e. with the use of a “ready 
block” (from the library) representing FSK modulator and the 
user’s model with two generators of sinusoidal waveforms at 
different frequencies. Switching the waveforms is realized by 
the block of the multiplexer Case. In the generators of sinusoi-
dal waveforms the frequency, the amplitude and the initial 
phase are defined. 
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Fig. 3 Virtual FSK modulator in the VisSim environment. 

 
FSK modulator built in the Multisim environment and signal 

time traces on input and output are shown in Fig. 4. 
 

 
 

 
Fig. 4. Virtual FSK modulator in the Multisim environment 

and time traces of signals. 

 
The main task of the modulation process is to adjust fre-

quency spectrum of a signal to the features of the transmitting 
channel. Usually the signal containing information includes 
low frequency components, but transmitting channels have 
band-pass features. The purpose of a modulation process is to 
shift the spectrum of the signal into higher frequencies. It also 
gives more effective broadcasting in case of wireless transmis-
sion. During digital signal processing lessons students become 
familiar with different methods of modulation: analog (AM-
SC, AM, SSB-SC, SSB, PM, FM), digital (ASK, FSK, PSK, 
QAM) and pulse (PAM, PPM, PDM, PCM) [3, 4]. The selec-
tion of the appropriate method depends on the bandwidth of the 
transmitting channel and disturbances in this channel. In the 
presented example, high speed transmission through a narrow 

band channel is possible in case of the use of higher-order PSK 
modulation (QPSK, 8-PSK, 16-PSK). Transmitting signals 
without higher-order modulation is possible in case of wide 
bandwidth channels with the use of BPSK or BFSK modula-
tion. 

An example of ASK modulation and demodulation prepared 
in the Multsim environment is shown in Fig. 5. Time traces of 
signals collected by the virtual oscilloscope are shown in Fig. 6 
in the following order: input signal, modulated signal, Schmitt 
trigger input signal and demodulated signal. 
 

 
Fig. 5. Virtual ASK modulator in the Multisim environment. 

 

 
Fig. 6. Signal time traces in the virtual ASK modulator. 

 
ASK modulation isn’t used for data transmission because the 

signal isn’t resistant to damping and it causes the deterioration 
of reception. Its advantage is shutting down the transmitter 
during the emission of the zero signal. Good resistance to dis-
turbances is characteristic for frequency modulation. 

The exemplary simulation of FM modulation and demodula-
tion in the VisSim environment is shown in Fig. 7. The de-
modulation process was developed in two different ways: using 
a demodulator block from the VisSim library and by creating 
the user’s demodulator with the use of basic blocks. The output 
signals from both the blocks are nearly the same, satisfying the 
expectations. This project shows a possibility of creating spe-
cific blocks from the basic components. It is a very valuable 
feature for educational purposes. The student has an opportu-
nity to become familiar with the internal structure and princi-
ples of operation of devices and to design his/her own circuit 
with the same parameters. 
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Fig. 7. Virtual FM modulator and demodulator in the VisSim environment 

and time traces of signals. 

C. Filter Design 

Filters are a kind of circuit very often used in real devices. 
They fulfill many functions and have many applications. The 
most common is passing or damping signals at specific fre-
quencies or harmonic components. 

Passive filters consist of only such components as: resistors, 
coils and capacitors, the synthesis and analysis of which is easy 
to conduct. Multisim software allows the exact analysis of this 
kind of circuits using proper virtual measuring instruments. 
The most useful instrument during the filter analysis and simu-
lation is the Bode plotter which calculates and shows a fre-
quency response of the circuit. The example of a simple pas-
sive band-pass RC filter with the connected Bode plotter is 
shown in Fig. 8. The results obtained during the simulation are 
shown as gain and phase traces (Fig. 9). It can be read from the 
plots that a given filter passes the signals of the frequency 1 
kHz adding a minimal phase shift. The parameters of the vir-
tual instrument, such as bandwidth and resolution, are auto-
matically calculated by the software or can be entered manu-
ally by the user. 
 

 
Fig. 8. Circuit with a passive band-pass filter. 

 

Fig. 9. Results of the analysis shown by the Bode plotter. 

 

The student’s task is to identify the type and basic parame-
ters of a filter given by the teacher or to design a filter circuit 
meeting the requirements. 

Active filters are designed with ready templates and equa-
tions describing their parameters. The analysis of this kind of 
circuits is not an easy task. Multisim software allows the easy 
to conduct simulation and the analysis of these circuits with the 
use of virtual instruments. The example of a low-pass active 
Butterworth filter containing the ideal operational amplifier is 
given in Fig. 10. On the input of the circuit the sum of three 
signals at different frequencies is put. The sources can be con-
nected with or disconnected from the circuit during the simula-
tion by manual switches. All input and output signals are con-
nected to the virtual oscilloscope and are visible during the 
simulation (Fig. 11). The output signal is plotted with the bold 
line. Additionally, the Bode plotter is connected to the input 
and the output of the filter to obtain a frequency response. 
 

 

Fig. 10. Active Butterworth filter. 
 

 

Fig. 11. Signal traces in the circuit with an active Butterworth filter. 

 
Time plots on the oscilloscope show that only the input sig-

nal at the lowest frequency passes through the filter. The cutoff 
frequency of this filter can be read on the Bode plotter screen 
(Fig. 12). In this case the cutoff frequency is equal to 100 kHz 
and the phase shift is about -23°. 
 

 

Fig. 12. Gain and phase plots of the Butterworth filter. 
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In the real world signals contain many components like us-
able data, disturbances, reflections, etc. Multisim software also 
enables a spectrum analysis. The example of a simple analog 
circuit multiplying two harmonic signals with the virtual spec-
trum analyzer and the oscilloscope connected to the output is 
shown in Fig. 13. An output complex harmonic signal can be 
observed on the oscilloscope (Fig. 14). The results shown by 
the spectrum analyzer (Fig. 15) indicate that the output signal 
consists of two harmonic components at frequencies 400 kHz 
and 2 MHz with the amplitude of 40 V.  
 

 
Fig. 13. Simple multiplying circuit. 

 

  

Fig. 14. The output signal of the multi-
plying circuit. 

Fig. 15. Spectrum of the output sig-
nal. 

IV. SIMULATION OF COMMUNICATION CHANNELS 

Another significant problem in DSP is data transmission, 
from this it follows presence of communication channels. The 
communication channel is one of significant components of the 
telecommunication system. VisSim also allows students to 
simulate communication networks in the classroom laboratory. 
The fundamental elements of any communication system, i.e. 
the transmitter, the receiver and the channel, can be easily 
simulated. Students can learn all today’s most important com-
munication systems. Channels are modeled with the following 
blocks: additive white Gaussian noise (complex & real), binary 
symmetric channel, multipath channel, Jakes channel, Rice and 
Rayleigh channel, Rummer channel. Signal variability in mo-
bile radio communication environments has been lately exten-
sively studied. Several types of statistical models have been 
proposed in the literature to describe fading, such as the well-
known Rayleigh, Rice, Nakagami-m, Hoyt, Suzuki, Weibull, 
lognormal [9, 10]. The statistics of the received signal in the 
mobile radio environment is obtained with the use of the scat-
tering model and the assumption of a large number of ran-
domly phased components.  

For example the Nakagami-m channel is presented in Fig. 
16. In that channel we assume that the received signal contains 

an arbitrary number of multipath components. The received 
signal envelope R can be written as in 
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where Xi and Yi are an independent Gaussian process, with the 
mean value equal to zero. The Nakagami-m model is a general 
fading model, which includes the Rice, the one-sided Gaussian 
and Rayleigh (for m=1) model. Figure 16 shows a sample of 
the Nakagami-m fading envelope for m=2 and its histogram, 
using the VisSim environment. The Nakagami-m fading chan-
nel model is commonly used in the mobile communication 
industry. 
 

 
Fig. 16. Nakagami-m model channel, the fading envelope and its histogram. 

 
Another model is presented in Fig. 17. This model makes it 

possible to choose the following non-selective frequency (flat) 
fading: 
• Rayleigh fading, which is frequently used to model tropo-

spheric or ionospheric scattering in the radio propagation 
environment with no direct line-of sight (LOS) path, agrees 
well with the experimental data for mobile systems without 
LOS [10], 

• Hoyt fading is applied in satellite communication and is used 
when the orthogonal components of the fading signal have 
normal distributions with different variances and zero aver-
age values [10], 

• Weibull fading is widely applied in radar systems to model 
the dispersion of the received signals level produced by 
some types of clutters, in wireless communication the model 
seems to exhibit a good fit to experimental fading channel 
measurements, for both indoor and outdoor environments; 
recently the topic of digital communication over Weibull 
fading channels has begun to receive some interest [10, 13], 

• Nakagami fading (for m=3) is applied to land mobile and 
indoor mobile multipath propagation, as well to modeling 
scintillating radio links [10], 

• the channel without fading. 
The model also makes it possible to choose modula-

tion/demodulation, i.e. ASK or FSK and the input signal, i.e. 
eight bits, pseudo-random bit sequence, pseudo noise se-
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quence. Figure 17 shows the results of the Rayleigh channel, 
ASK modulation and the pseudo noise sequence. 
 

 
 

 

Fig. 17. Virtual communication channel and time traces for the input signal, 
the modulated ASK signal, the desired signal and the received signal. 

V. V. OUR INTERNET WEBSITE 

Nowadays the Internet access is available and wide-spread 
all over the world. The interactive Internet websites could be 
the place not only with the basic information for students, but it 
could be the place with many other features such as: the exam-
ples of reports or the booking system of exercises topics and 
work deadlines. The website [1] contains the basic information 
about the laboratory of DSP and the examples of exercises 
from the range of filters, modulation and encoding made in the 
Multisim environment. 

A wider description of DSP topics is available on the web-
site (in Polish) [11] developed by one of the students. There 
are: a theoretical description and simulation examples made in 
the Multisim and VisSim environment from a range of the fol-
lowing topics: 
• signal theory (sampling, spectrum analysis, spectral density); 
• digital filters (finite impulse response filters – FIR and finite 

impulse response filters – IIR); 
• digital-to-analog and analog-to-digital converters (R-2R, 

flash converters, successive-approximation, dual-slope, 
multi-slope, Sigma-Delta) 

• the basics of image processing; 
• analog and digital modulation methods. 

Digital image processing is one of most popular fields of 
DSP used in practice e.g. in digital cameras. The detailed de-
scription with mathematical justification of various methods 
used in digital image processing is to be found in another stu-
dent’s website [12] (in Polish). This website is created in the e-
book style with the examples made in Mathcad software. 

VI. CONCLUSIONS 

The use of computer software in a didactic process allows us 
to avoid the application of expensive hardware laboratory sta-
tions, but not all physical processes can be modeled exactly In 
many cases the computer simulation simplifies problems and 
shows only ideal cases. Advanced mathematical modeling can 
approximate processes to a certain degree, but it may be too 
difficult for students of the basic DSP course. DSP includes a 
wide range of problems and the use of virtual models only can 
be accepted. The hardware implementation of DSP algorithms 
in digital signal processors or programmable devices should be 
conducted during an advanced course of telecommunication 
and related disciplines. 

The examples of virtual models presented in this paper are 
only a small part of the material available on the authors’ web-
sites. A large amount of computer simulation software avail-
able at present forces universities to choose the best solution 
for their purposes. The choice depends on particular needs and 
finances. 
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Abstract- This paper describes the development of a simple 

sliding mode controller (SMC) and a relay enhanced multi loop 
PI controller for multi input multi output (MIMO) processes. 
In the decentralized SMC design, convergence property of the 
closed-loop system is guaranteed by means of satisfying a 
sliding condition. For relay-enhanced design, the control 
system employs a relay in series with the controller, which 
yields oscillations for tuning of the PI controller based on an 
equivalent process model for each loop. Simulation studies are 
carried out on a two-input-two-output (TITO) process to 
illustrate the effectiveness of the two methods and to compare 
their performances. The performance of the controllers is 
compared also with that of the existing methods. 

I. INTRODUCTION 

  In control applications, most processes have multiple 
inputs and multiple outputs with interactions in between. 
The level and density loops of an evaporator, the 
temperature loops of a multi-zoned furnace, distillation 
column, robotic manipulators, twin rotors of helicopter etc 
are good examples of multivariable processes. Lacking 
general-purpose multivariable controllers, a large percentage 
of multivariable processes are treated as single variable 
processes resulting in poor control, wasted energy and 
materials, inconsistent quality, and plant upsets. Interaction 
of the control loops is another constraint that has to be 
considered in the controller design to gain improved real 
time performance. Most modern multivariable control 
design methods require a full model of the process. In many 
cases such a model is not available and physical modeling or 
system identification may require a prohibitive engineering 
effort. Furthermore it is hard or impossible, to impose a 
certain control structure as standard multivariable design 
methods. Therefore, there is a need for simple methods for 
tuning controllers for MIMO processes, particularly 
methods that compromise optimally for engineering 
efficiency. 

A relay in series with the usual PI controllers serves two 
purposes. First, it gives a high gain, which can yield 
satisfactory performance even if the controller is not 
properly tuned. Second, it automatically generates 
oscillations, based on which an equivalent model of the 
process can be obtained. With the model, the PI controller 
can be tuned using one of the many tuning rules now 
available for PI controllers. It should be mentioned that 
during the time the relay is used in any particular loop, all 
other loops are closed, unlike the sequential loop closing 
method.  

A number of designs based on multi loop PID controllers 
have been reported in the literature [1]. Luyben proposed the 
biggest log modulus (BLT) tuning method [2] in which, the 
renowned Ziegler-Nichols rules are modified with the 

inclusion of a detuning factor, which determines the tradeoff 
between stability and performance of the system. Individual 
controllers are designed for the respective loops, ignoring all 
interactions initially. The calculated controller gains are then 
scaled by a detuning factor to guarantee stability at the 
expense of some loss in performance. While only simple 
computations are involved, the design views interactions as 
elements impeding system stability and attempts to suppress 
their effects rather than to control them to speed up 
individual loops. Hence it is rather conservative. In the 
sequential loop closing method [3] the loops are closed one 
after another, with those previously tuned closed with the 
appropriate controller. The main drawback associated with 
this method is that the design proceeds in a very ad hoc 
manner. The design decisions made for one of the loops 
may have undesirable effects on the behavior of the 
remaining loops. The interactions are well taken care of only 
if the loops are of considerably different bandwidths and the 
closing sequence begins from the fastest loop. Generally, the 
closing of a new loop will bring about some level of 
interaction to all previously closed loops, thus adversely 
affecting the overall performance achievable.  

 The use of relay as an auto tuning aid for a PI 
controller in the single input single output (SISO) 
environment was first proposed by Astrom and Hagglund 
[4], and it has since been successfully field tested on many 
systems. The limit cycle oscillations induced from a relay 
feedback experiment provide certain information of the 
process, which enables the appropriate setting of the 
parameters of PID controllers. Loh et al [5] proposed the 
most direct extension of the SISO relay auto tuner to a 
multivariable process based on a combination of both 
sequential loop closing and relay tuning.     

 In recent years, there is an increasing interest in the 
development of robust control systems for processes having 
uncertainties. Among the available techniques, the sliding 
mode control strategy appears to be one of the most 
promising approaches for the control of uncertain processes 
[6]. David et al [7] have systematically analyzed robustness 
of sliding mode control in the presence of practical 
engineering constraints and realities. A novel and systematic 
sliding mode control system design methodology is 
proposed in this paper. The effectiveness of a variable 
structure approach to attain desired performance is analyzed 
and a comparative study is also carried out. 

 The paper is organized as follows. In Section 2, 
representation of multi loop control system is discussed. 
Section 3 deals the design of both relay enhanced PI and 
SMC controllers. Simulation results are discussed in Section 
4 and the conclusions are drawn in Section 5. 
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II. EQUIVALENT REPRESENTATION OF MULTI-
LOOP CONTROL SYSTEMS 

The approach presented in this section is applicable to 
general n x n processes [8]. However, the focus is on a 2 x 2 
process for illustration of the design principle. The structure 
of a 2 x 2 multi-loop control system is shown in Fig.1. G11, 
G22, G12, and G21 collectively represents the MIMO process 
G(s), where G12 and G21 are transfer functions which 
represent the inter-loop coupling effects. Gc1(s ) and Gc2(s) 
constitute the controller for loop 1 and loop 2, respectively. 
In matrix form, G(s) may be written as 
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The process is to be controlled in a negative feedback 

configuration using the multi-loop controller:
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Fig.1. Configuration of multi-loop process 

 
The boxed portion of Fig.1 can be viewed as an 

equivalent transfer function G1(s) between input u1and 
output y1. It follows that G1(s) can be obtained as 
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Gc1 is the controller for SISO equivalent, G1 and Gc2 for 
G2. The controllers Gc1 and Gc2 are designed with respect to 
G1 and G2, instead of the diagonal elements G11 and G22. 
Many designs of multi-loop controllers are based on the 
diagonal elements, completely ignoring the off-diagonal 
terms. In this paper, the cross-coupling effects are 
considered inherently in the equivalent model as seen by the 
multi-loop controllers.  The n x n multivariable process is 
modeled by a transfer function of the form (5). 
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where K, Ĳ and ș are, respectively, the steady state gain, 
natural period of oscillation and the input delay of the 
process.  

 

III. DESIGN OF MULTI-LOOP CONTROLLERS 

A.    Relay based PI controller 

Under the equivalent representation, the closed loop 
transfer functions for loop1 and loop2 are  
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It is assumed that proper pairing of controlled and 

manipulated variables has been done. If the process is 
inherently poorly paired, the static relative gain array (RGA) 
may be used to make possible the necessary arrangement. It 
is assumed that the inter-loop interaction is not significant 
and multi-loop controller design can be adequate without a 
decoupler. Both the controllers Gc1 and Gc2 use a PI control 
structure as given by (9) and (10).  
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The extension to a full PID configuration is direct and 

straightforward by assuming an empirical relationship 
between TD and TI , e.g., the 25% rule: TD=0.25TI . Thus the 
approach is still applicable to PID controllers.    

 

Fig 2. Relay feedback configuration 
 
The relay feedback configuration for the tuning of multi-

loop controller is given in Fig.2. Essentially, in this 
configuration, a relay is inserted into a loop, with all loops 
(including the one with the relay) already under closed-loop 
control, although the controllers may not be adequately 
tuned. Such a configuration is similar to that of the self-
oscillating adaptive system. And, it is possible to use the 
oscillation signals positively to tune the PI controller, and 
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the relay function may be discontinued once the PI 
controller is tuned. 

 

B. Tuning the multi loop PI controller 

 
The approach is to attempt to fit a low-order transfer 

function model for the equivalent models G1(s) and G2(s), 
based on the oscillating signals already prevalent in the loop 
due to the presence of relay. The PI controller is then tuned 
based on this model. A first-order rational transfer function 
model with dead time is chosen, given by 
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This model is simple in structure, with only three model 

parameters. Yet, it is one of the most common and adequate 
ones used, especially in the process control industries. The 
parameters of the model can be estimated from the usual 
describing function analysis. The describing function of the 
relay is given by 
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where d is the relay amplitude and a is the amplitude of 

the limit cycle oscillation. Under the relay feedback, the 
amplitude (a) and oscillation frequency (ω) of the limit 
cycle is thus given by the solution of 
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The complex equation (13) generates the following two 
real equations: 
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Kpi is determined from Kpi=∆yi,ss /∆ui,ss following a 
change in set point, where ∆yi,ss and ∆ui,ss denotes the 
steady-state change in the output and input of the system, 
respectively. The remaining two unknown parameters Ti and 
Li of the model are obtained from the solution of these 
equations as 
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Based on this model, many approaches to tune the PI 
controller for SISO system have been proposed. The PI 
parameters [9] are given by 
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where Tci is the desired closed-loop time constant. 
 

C. Sliding mode controller 

 
Sliding mode based control configuration with static 

decouplers for the multivariable process is shown in Fig.3. 
 

 

Fig.3. Decentralized SMC configuration 

 
The design of sliding mode controller for MIMO systems 

is as follows: 
The first order plus dead time model is converted into an 

equivalent state space model as: 
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where, a = 1/Ĳ  and b = K/Ĳ ; 1

~x  and  2
~x are the states, 

and y and u represent, respectively, the model output and the 
control input. By removing the time-delay from (21), a 
corresponding delay-ahead prediction model is constructed 
as follows: 
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A sliding surface is chosen as: 
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where, c1 and c2 are the sliding surface parameters to be 

designed.  
The fundamental idea behind the use of the zero level set 

of the auxiliary output, denoted by Σ = {x*׀į= 0}, as a 
sliding surface (switching manifold) is to force the 
controlled motion to adopt Σ as an integrated manifold [10]. 
When the system trajectory is outside the manifold, the 
strategy forces the states towards the designed sliding 
surface. Upon reaching Σ fast switching takes place in the 
immediate vicinity of Σ, which tries to keep the trajectory 
constrained to Σ. To eliminate the undesirable switching 
(chattering phenomena) of the manipulated variable, it is 
practical to use saturation function instead of the sign 
function. 
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where ȕ > 0 represents the boundary layer thickness. 
Essentially, the proposed sliding mode controller consists 
mainly four parameters α, ȕ, c1 and c2. The features of these 
parameters are addressed as follows. The parameter α is 
related to closed-loop system performance. The larger the 
value of α, faster the system response at the expense of a 
larger control input. The parameter ȕ is introduced to 
eliminate the input chattering. Usually, the selection of ȕ is 
a tradeoff between control precision and the extent of input 
chattering. The sliding surface parameters, c1 and c2, can be 
viewed as the weighting factors for the states. Their values 
can affect the state trajectories and in turn the system 
performance.  

The decentralized SMC system requires n separate SMCs. 
In loop i (i = 1,2,. . .,n), the SMC is designed mainly based 
on the transfer function of Gii(s) and the influences by Gij(s) 
(j = 1,2,. . .,n, j≠ i) through other loops are considered as 
disturbances that affect this loop.  If Gii(s) is a first order 
plus dead time model, the ith control input is given by 
 
                                          (25) 

 
As the multivariable process is diagonal, each of the n 

separate SMCs acts as in the case of single-loop control 
since loops are independent. In such a case, the stability of 
the closed-loop system is determined by the stability 
characteristics of the individual feedback control loops. 
However, as for interacting multivariable processes the 
existence of interaction disturbances between loops may 
affect the stability of the entire multivariable control system 
to some certain extent. Accordingly, the need has arisen for 
methods that will provide a decoupling of disturbances 
caused by interacting loops and thus enhances the stability. 
Several decoupling methods are available, among them; a 
practical solution to multivariable process control without 
the need of a perfect dynamic model is the use of the static 
decoupling technique. With the static decoupling technique 
[10], the decoupling gain Dij (i≠ j) is given as: 
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IV. RESULTS AND DISCUSSION 

To verify the effectiveness and applicability of the 
proposed approaches, both methods are applied to a typical 
multivariable chemical process. Woods berry eight tray + 
re-boiler distillation column for separation of methanol and 
water [8], [10] is the system chosen for illustration. 

Design and operation of a distillation column depends on 
the feed and desired products. The objective is to separate 
methanol from water. New feed is always being added to 
the distillation column and products are always being 
removed. Unless the process is disturbed due to changes in 
feed, heat, ambient temperature, or condensing, the amount 
of feed being added and the amount of product being 
removed are normally equal. Reflux is used to achieve a 

more complete separation of products. Reflux refers to the 
portion of the condensed overhead liquid product from a 
distillation or fractionation tower that is returned to the 
upper part of the tower as shown in the fig 4. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.4. Schematic diagram of distillation column 

 
Wood and berry [8], [10] identified the transfer functions 

of distillation column considered 2x2 system.  The best pair 
of controlled variable (y1 ,  y2) and manipulated variable (u1,  

u2) are decided according to the value of  different indices 
for variable pairing. Reflux (u1) and vapour boil up (u2) are 
the manipulated variables chosen in order to control the 
distillation composition (y1) and bottom composition (y2) in 
mole fractions.  It is not possible to completely purify a 
mixture of components by distillation. Thus the chosen 
steady state regimes are y1 =0.96, y2 =0.02.  

 
 
                                                                                       (27)

      
      

 
 
For this particular pairing, the Niederlinski index is 

0.4977, Morari resilency index is 4.06 and the RGA is as 
follows [1]. 

 
           (28) 
 
 
A relay is introduced in series with the initial controller in 

the first loop; sustained oscillations are introduced in the 
process by appropriately changing the relay parameters. The 
critical parameter of the process is identified from the limit 
cycle oscillations. Amplitude of the limit cycle, a, is 
obtained as 0.8 and 1.6 and the frequency of oscillation, ω is 
1.0048 and 0.5024 respectively in loop1 and loop2. From 
the identified parameters, the controller parameters are 
calculated and the model of the process is obtained as 
follows. 
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Then PI controller parameters are calculated using (19) 
and (20).  To implement the decentralized SMC, the static 
decouplers gains are set to be d21 = -0.34 and d12 = -1.48. 
The parameters for two loops are given in Table1. 

 
TABLE I 

PARAMETERS OF THE TWO CONTROL LOOPS 

Controller Loop 1 Loop 2 

BLT 
Kc = 0.375 
Ki = 0.0452 

Kc = 0.075 
Ki = 0.0032 

Sequential 
Method 

Kc = 0.61 
Ki = 0.065 

Kc = 0.09 
Ki = 0.016 

Initial Controller 
Kc = 0.949 
Ki = 0.1173 

Kc = -0.131 
Ki = -0.0145 

Relay enhanced PI 
Controller 

Kc = 0.2512 
Ki = 0.0256 

Kc = -0.0232 
Ki = -0.0062 

Sliding Mode 
 Controller 

C1 = 0, C2 =1.0 
α = 0.5, ȕ = 5 

C1 = 0, C2 =1.0 
α = 0.5, ȕ = 5 

 
The MIMO process is simulated in Matlab Simulink for 

various combinations of loops and controllers. For different 
PI controllers, two step changes are simulated (u1=0.96, 

u2=0.02); the first one for loop1 occurring at t=10s and the 
second one for loop2 occurring at t=120s, to show the 
interaction between the loops. Fig.5 shows the closed loop 
performance of loop1 of the MIMO process with BLT, 
Sequential, Initial PI and Relay enhanced PI controllers. It is 
clear from the plot that, the relay enhanced PI controller has 
the best performance in terms of the overshoot, oscillations 
and settling time.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.5. Response of distillation composition for a step change of u1=0.96,  u2=0.02, with  different 

PI controllers 
 
The closed loop performance of loop2 of the MIMO 

process with BLT, Sequential, Initial PI and Relay enhanced 
PI controllers are shown in Fig.6. In this case also relay 
enhanced PI controller outperforms other controllers. 

 
The effectiveness of the relay enhanced PI controller is 

more clear from Fig.7, which shows the response of bottom 
composition for a step change of u2=0.02 alone. 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.6. Response of bottom composition for a step change of u1=0.96,  u2=0.02, with  different PI 

controllers 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig.7. Response of bottom composition for a step change of u2=0.02 alone, with different PI 

controllers 
 
In order to compare the performance of SMC and Relay 

based PI controllers, the system performance is simulated 
with both the controllers. Improved transient performance is 
exhibited by the SMC as depicted in Fig.8 and Fig.9. The 
outputs y1 and y2 of loops1 and 2 respectively are plotted 
against time. The time taken to settle down to chosen steady 
state regime is much less compared to the PI controllers.  
There are no oscillations and overshoot is much less for 
SMC.  

 
To test the robustness of the controllers, simulation study 

is carried out with forcing a variation of 40% in system 
parameters. To describe the robustness of the controllers, the 
bottom mole fraction response in this case is shown in 
Fig.10. It is clear from the plots that the SMC is very quick 
in following the nominal response whereas the PI controller 
fails to follow the nominal response. 
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Fig.8.  Response of distillate composition with SMC and relay enhanced PI controller 

 

 

 

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig.9. Response of bottom composition with SMC and relay enhanced PI controller 

 

 

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig.10. Response of bottom mole fraction for SMC and relay enhanced PI controller with 

nominal value of parameters and 40% variation 

V. CONCLUSIONS 

The key feature of the two methods discussed for the 
control of MIMO processes is that both the methods do not 
rely completely on the process model. In practical 
implementation point of view, if more number of states are 
needed for the controller design, the measurement delays, 
availability of states and delays in state estimation become 
critical constraints. In the proposed method for SMC design, 
since the output alone is required for the computation of 
control input such delays become insignificant. Due to its 
significant advantages and good performance, the proposed 
SMC scheme provides a simple yet robust approach to the 
control of MIMO processes. 
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Abstract – The presented paper is focused on analysis, 

mathematical modeling, simulation and control of reactor which is 

used in the chemical and tanning technology. The contribution 

brings complex analysis of continuous-flow circulation reactor for 

the cyclohexane production. A mathematical dynamic model was 

derived and the optimal parameters were computed. Then a 

comparison of several different methods of controller design was 

performed. One type of controller was obtained by classical method 

the second one by algebraic approach via solutions of Diophantine 

equations in the ring of polynomials. The third type was obtained 

via solutions of Diophantine equations in the ring of stable and 

proper rational functions - robust controllers. All simulations were 

performed in the standard Matlab-Simulink environment. 

I. INTRODUCTION 

Material and energy balances are the key issues of 
mathematical models of chemical reactors and processes. The 
combination with chemical kinetics and transport effects an 
intellectual basis for chemical reactor design can be obtained. 
The behavior of real chemical process is obviously too 
complex for a perfect, complete and whole mathematical 
analysis. Various kinds of approximations and simplifications 
are commonly used to obtain results reasonably simple but 
sufficiently accurate. Cardinal simplifications of the 
mathematical description can be utilized by the following 
presumptions: 

- Process does not change its properties during the 
observation period, 

- Relation between input and output variables of the 
process is linear, 

- Process variables can be measured continuously and 
have a continuous-time trend.  

A useful and interesting application of reactor design for 
chemical engineers can be seen in [1], [2]. There are 
emphases on numerical solutions which are needed for most 
practical problems in chemical reactor design. Sophisticated 
numerical techniques and methods are rarely necessary.  

The aim of the presented approach is to make the 
techniques understandable and easily accessible to design 
engineers and the methodology enables the deeper and 
comprehensive focus on the chemistry and physics of the 
process.  

There are many reputable authors and superior texts on 
chemical reactions and theirs kinetics, engineering and reactor 
analysis and design, e.g. [3], [4], [5], [6]. 

Design of controllers by algebraic approach became 
a useful and popular discipline in control theory during the 
last decade. On the beginning the ring of polynomials was 
used for control design. All controllers are obtained via linear 
Diophantine equations in an appropriate ring. The necessity 
of robust control was naturally developed by the situation 
when the nominal plant (used in control design) differs from 
the real (perturbed) one. A suitable tool for parameter 
uncertainty is the infinity norm H∞. Hence, a polynomial 
description of transfer functions had to be replaced by another 
one. A convenient description adopted from [7], [8], [9] is 
a factorization approach where transfer functions are 
expressed as a ratio of two Hurwitz stable and proper rational 
functions (Rs). Then conditions of robust stability can be 
easily formulated in algebraic parlance. 

II. ANALYSIS AND MATHEMATICAL MODEL 

Presented reactor is a continuous-flow circulation reactor 
for the cyclohexane production. Cyclohexane, as an important 
base material for polyamide manufacturing, makes by 
catalytic hydrogenation of benzene. A large number of 
reaction heat transfers during hydrogenation process. 
Therefore, benzene and cyclohexane mixture hydrogenation 
proceed in continuous time circulating reactor under 
hydrogen excess. The presented mathematical model should 
respect the following conditions: 

- Reaction mixture is perfectly mixed by circulation.   
- The volume of reaction mixture is constant. 
- All technological parameters in reactor are constant. 
- Heat transfer on the both sides of wall is ideal. 
The hydrogenation mechanism of benzene is supposed to 

be a first-order reaction:  
 

 

BB

k

ckr
yclohexane

H

Benzene
⋅−=

→+

C
3 2  (1) 

 
where k is a constant of proportionality known as the rate 

constant and Br  is the rate of the reaction. There is not the 

rate at which a particular component reacts. Components 
benzene and hydrogen are consumed by the reaction and thus 
are "formed" at a negative rate. The material balance for the 
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component benzene satisfies the following differential 
equation (for constant volume V of reactor): 

 

 
dt

dc
VckVcqcq B

BBBvv ++= ....  (2) 

 
where qv and q are input and output flow and Bvc  and Bc  are 

input and output concentration of component benzene.  
The temperature balance in the reactor satisfies the 

differential equation: 
 

 
dt

dT
cVTTFTcq

ckVHTcq

pxp

BRvpvvv

..)(....

..)(...

ραρ

ρ

+−+

=∆−+
 (3) 

 
where the relation BR ckVH ..)( ∆−  is the heat generated by 

the reaction and )(. xTTF −α  represents the heat transfer into 

surroundings. 
The rate constant k for elementary reactions is expressed 

by Arrhenius equation: 
 

 ⎟⎠
⎞⎜⎝

⎛ −
=

RT

E
Tkk n exp0  (4) 

 
where parameter n=0 (or n=0.5, 1 for the special cases of 
reactions) depends on used theoretical model. E is the 
activation energy and the fraction E/R is called the activation 

temperature. 
After some mathematical manipulations the equation (2) 

of the benzene concentration variation takes the form: 
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Similarly, variation of the reaction mixture temperature in 

the reactor is:   
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The time response of the reaction mixture concentration 

depends on the input flow of the benzene, the concentration 
of input stream Bvc , the volume of reactor filling, the specific 

heat capacity of reaction mixture cp and the rate constant k.  
The solution of ordinary differential equation (5) requires 

an initial condition: Bvc  = 0Bc  at t=0. 

From all mentioned parameters the input flow stream into 
the reactor qv and its initial concentration Bvc  can be 

changed. 

III. CONTROL DESIGN 

Control systems depicted in Fig. 1. and Fig. 2. are 
considered for design of one degree of freedom – feedback 
(FB) and two degrees of freedom – feedback feed-forward 
(FBFW) controllers.  

 
 

Fig.  1.  Feedback control system 
 

 
 

Fig.  2.  Feedback - feed-forward control system 
 

Transfer functions 
w

w

F

G
w =  and 

v

v

F

G
v =  represent the 

reference and disturbance signal, respectively. 

A. Classical approaches 

 
1) Naslin method 

The method is determined for the low degrees transfer 

functions in the form 
A

B
. The controller has defined structure 

in advance. We choose the controller handling that maximal 
overshooting not exceed limitations. Procedure can be 
described in the next steps: 

-We have the transfer function  
 

 ( )
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 (7) 

 
- The controller has defined structure  
 

 ( )
( )
( )sP
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- We have to calculate the characteristic polynomial  
 

 AP + BQ = c0+c1s+ ...+cmsm  (9) 
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- For:  ci
2 ≥ α ci-1 . ci+1, where the relation between α and 

overshooting is defined by table. For maximal 
overshooting y∆ < 5% is α = 2.0. 

The method provide only parameters borders but their 
availability is necessary to test by simulation.  

 
2) Method of optimal module 

The method was worked out by Oldenburg and Sartorius. 
The principle is that the amplitude frequency characteristics 
have to be flat in the area of lowest frequency. The method is 
very simple for the controlled systems with the transfer 

function in the form ( )
01... asasa

K
sG

n
n ++

= .  

For n=3 and PI controller there is exists explicit 
formulation of controller parameters:  
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B. Modern approaches 

 
1) Pole-placement control 

Basic signification in the theory of linear control has the 
characteristic equation of closed control loop. There are 
known polynomials of numerator and denominator of 
controlled system in the characteristic equation but doesn’t 
known polynomials of controller transfer function. The design 
of controller was reduced for solving Diophantine equations 
in the modern interpretation, where:  

- a(s) p(s) + b(s) q(s) = c(s)  has solution   
⇔ Highest common divisor HCD (a,b) divide c 

- If exists pp(s), qp(s) equation a(s) p(s) + b(s) q(s) = c(s) 

 

 
( ) ( ) ( )
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 (11) 

 
where t(s) is arbitrary polynomial; HCD (a,b) = 1 

- Particular solution we can obtain by e.g. indefinite 
coefficient method. 

Solution: 

- Estimation of degrees  
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- Calculation of particular solution: By comparison of left 

hand side and right hand side of Diophantine equation we 
can obtain set of linear algebraic equations. 

- Calculation of all solutions:  
( ) ( ) ( )
( ) ( ) ( ) ⎭⎬

⎫
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+=
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stsbspsp

p

p

)(
)(

 t(s) is 

arbitrary polynomial. 

2) Robust control 

In this case linear transfer functions are no more 
represented as a ratio of two polynomial but two elements of 
an another ring. For the purposes of robust control in the 
sense of this contribution any transfer function G(s) of a 
linear system can be expressed as a ratio of two elements: 
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Elements A, B,... constitute a sub ring Rm(s) of the ring of 

all Hurwitz stable and proper rational functions Rs(s). A class 
of PID like controllers is generated by first and second order 
systems. 

For m = 0 subring Rm(s) expands to the traditiona1 ring 
Rs(s) [7]. An infinity norm (convenient for uncertainty) in 
both rings is defined by  
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This norm is the radius of the smallest circle containing 

the Nyquist plot of the transfer function. Almost all 
mathematical models differ from physical systems.  

Let ( ) ( )
( )sA

sB
sG =  be a nominal plant and consider a family 

of perturbed systems ( ) ( )
( )sA

sB
sG

′

′
=′  where 
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The control design in Rm(s) is proposed in [11], [12], [13]. 

For the given nominal plant G(s) in the form of (13) it 
consists of the following steps:  

 
Step 1: All stabilizing (feedback) controllers are given by all 
solutions of the equation:  

 
 1=+ BQAP  (16) 

 
in the parameter form expressed by the fraction:  

 

 
BTP

ATQ

P

Q

+

−
=

0

0  (17) 

 
where P0,Q0 X Rm(s) are particular solutions and T is arbitrary 
in Rm(s). 

 

Step 2: Feedback controllers (if necessary) are given in a 
similar way by all solutions of  
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 1=+ BRSFw  (18) 

 
Step 3:  Compute P X Rm(s) such that  

Fw divides P for asymptotic tracking problems  (19) 
Fv divides P for disturbance rejection problems 
   

Step 4: For perturbed plants choose such P, Q in which fulfils 
the conditions  

 

 
1or

1

0

0

0201

≤
−
+

≤−++

ATQ

BTP

ATQBTP

ε

εε
 (20) 

 
Steps 1 - 3 represent the first and simplest case of robust 

design. All solutions of Diophantine equations in Rm(s) are 
expressed as functions of the parameter m> 0. The va1ue of 
this parameter strongly influences dynamics as well as 
robustness of the proposed control system. 

IV. SIMULATION OF MATHEMATICAL MODEL 

The continuous-flow circulation reactor for catalytic 
hydrogenation of benzene with V=0,5 m3 volume was used 
for the simulation of the concentration and temperature 
characteristics. Initial input flow into the reactor was 
qv=0.0067 m3s-1 with the initial concentration of benzene 

Bvc =1.9 kg/m3. Initial rate constant was considered k= 

1.616.e14 s-1, density of mass ρ=985 kg m-3, specific heat 
capacity cp = 4.050 J/kg.K, transfer heat coefficient E= 
435.00 W/m2.K, surface F=5.5 m2, activation energy E=4.8e4 
J mol-1, initial mass temperature Tv=320 K and temperature of 
surrounding Tx=290 K. 

 
Steady-State Analysis Results 

The reactor steady-state characteristics were obtained by 
solution of equations (4)-(6). The initial conditions were 
computed by a standard optimization method - iterative 
procedure.  

 
Dynamic Analysis Results 

For dynamic analysis purposes one input and one output 
choices were considered. Then were defined input u and 
output y as deviations from their steady-state values – u(t) = 

q(t) – qs(t) and y(t) = cB(t) – cB
s(t). 

Graphical interpretation of simulation experiments – the 
output y time responses to input u step changes are depicted 
on Fig. 3. 

 
Model approximation 

For control requirement, described continuous time 
circulating reactor was approximated by the second order 
system in the form:  
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The approximation was obtained by a four-parameter 

method adopted from [13] applied to step responses. 
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Fig. 3. The output y time responses to input u step changes, 

u=-0.08(1), -0.07(2), -0.05(3), 0.05(4), 0.08(5) 
 

V. RESULTS OF CONTROLLED SYSTEMS SIMULATION 

One of the main problems of the catalytic hydrogenation 
of benzene in continuous-flow circulation reactor is 
progressive degeneration of reaction surfactant. This is cause 
that the reaction is slowing down, the rate constant k is 
decreasing and the concentration of benzene in output mixture 
is increasing. The aim is to keep the concentration of benzene 
under the critical value. One of the possibilities how to solve 
the problem is reduction of input flow q of the benzene and 
cyclohexane mixture into the reactor. 

A. Classical control algorithms 

 
Simulation 1:  Naslin method, maximal overshooting 5% (α = 
2.0), set point w=0.002. 
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Fig. 4.  Results of Naslin method 
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Simulation 2: Method of optimal module, set point w=0.002. 
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Fig. 5. Results of Method of optimal module 

B. Modern control algorithms 
 

Simulation 3: Polynomial approach, set point w=0.002. 

 
Fig. 6. Results of polynomial approach 

 
Simulation 4: Robust approach, FB, m=2, set point w=0.002. 
 

Fig. 7. Results of robust approach – FB, m=2 

Simulation 5: Robust approach, FB, m=10, set point w=0.002. 

 
Fig. 8. Results of robust approach – FB, m=10 

 
Simulation 6: Robust approach, FBFW, m=2, set point 
w=0.002. 

 
Fig. 9. Results of robust approach – FBFW, m=2 

 
Simulation 7: Robust approach, FBFW, m=10, set point 
w=0.002. 

 
Fig. 10. Results of robust approach – FBFW, m=10 
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CONCLUSION 

There are several different methodologies presented in the 
paper. The main aim was to compare classical and modern 
approaches to control design of one a bit special technological 
process. Controllers obtained by classical methods have an 
advantage in simple deduction of controller’s parameters but 
control behaviors from the system have relatively big 
overshooting. The polynomial approach is much better, but 
the calculations of controller’s parameters are more 
complicated and controlled outputs are very dependent on the 
approximation model, which we used for controller design. 
The robust methodology enables to tune and influence the 
robustness and control behavior by a single scalar positive 
parameter m. It means that control output is not so dependent 
on the approximation model of the system. We can see (Fig.7 
– Fig.10) that the control behavior is improving with the 
increasing of parameter m value. For m=2 is overshooting 
bigger than we are able to accept but for m=10 is 
overshooting minimal. The control behavior is a little bit 
better when we use two degree of freedom control loop 
(feedback and feedforward control system). 

The design methods were developed for SISO systems 
generally. All computations and simulation were performed in 
the MATLAB+SIMULINK environment. 

ACKNOWLEDGMENT 

This research has been supported by the Ministry of 
Education of the Czech Republic in the range of the project 
No. MSM 7088352102. This support is very gratefully 
acknowledged. 

REFERENCES 

[1] F. Froment, and K. B. Bischotf, Chemical Reactor Analysis and 

Design, 2nd ed., Wiley, New York. 1990. 
[2] M. B. King, and M. B. Winterbottom, Reactor Design For Chemical 

Engineers, Chapman & Hall, London. 1998. 
[3] R. M. Felder, R. W. Rousseau, Elementary Principles of Chemical 

Processes, 3rd ed., Wiley, New York. 2000. 
[4] O. Levenspiel, Chemical Reaction Engineering. 3rd ed., Wiley, New 

York. 1998. 
[5] L. D. Schmidt, The Engineering of Chemical Reactions, Oxford 

University Press, New York. 1998. 
[6] J. M. Smith, Chemical Engineering Kinetics. McGRAW-HILL, New 

York. p. 131. 1956. 
[7] M. Vidyasagar, Control System Synthesis: A Factorization Approach. 

MlT Press, Cambridge , 1985. 
[8] J.C. Doyle, B.A. Francis, A.R. Tannenbaum. Feedback Control 

Theory. Maxwell McMillan, 1992. 
[9] V. Kučera, “Diophantine Equations in Control – A Survey”, 

Automatica, 29, No.6, pp. 1361-75. 1993. 
[10] M. Morari, E. Zafiriou, Robust Process Control. Prentice Hall, New 

Jersey. 1989. 
[11] R. Prokop, J.P. Corriou. “Design and Analysis of Simple Robust 

Controllers”. Int. JournalofControl, Vol. 66, No. 6, pp. 905-921. 
1997. 

[12] R. Prokop, P. Dostál. “Design of Simple Robust Controllers”.  In 10th 

International Conference on PC´95. Tatranské Matliare, pp. 103-108. 
1995. 

[13] K.J., Astrom, T. Hagg1und, PID Controllers: Theory, Design and 

Tuning, 343 p. Instrument Society of America. 1995. 
 

PROKOPOVA ET AL. 212



 

 

Yoichiro Iwasaki and Shinya Kawata 

Department of Electronics and Intelligent Systems Engineering, School of Industrial Engineering, Tokai University 

9-1-1, Toroku, Kumamoto 862-8652, Japan 

 

Abstract- We propose a method for detecting vehicle positions 

and their movements by using thermal images obtained through 

an infrared thermography camera.  Our method specifies the 

area of moving vehicles based on the variations of pixel values, 

i.e. the standard deviations of pixel values along the time 

direction of spatio-temporal images.  It also specifies vehicle 

positions by applying the pattern recognition algorithm which 

uses Haar-like features per frame of the images.  The results of 

our experiments show that the information about both vehicle 

positions and their movements can be obtained by combining 

those two kinds of detection.  Our method has the advantage of 

distinguishing between smooth traffic flows and heavy ones.  In 

addition, there is a possibility that traffic accidents, vehicle 

troubles, and illegal parking can be detected with our method.  

We also expect to realize a robust automatic monitoring for road 

traffic around the clock even in changeable weather with our 

method of using thermal images. 

 

I. INTRODUCTION 

 

It is a pressing matter how to develop the vision-based 

traffic monitoring systems in the field of ITS (Intelligent 

Transportation Systems).  They have the advantage of 

measuring what could not be measured by conventional 

vehicle detectors: vehicle positions, vehicle lengths, and 

moving vehicle on multilane.  Therefore, by use of the vision-

based traffic monitoring systems, we can make up both a new 

traffic control strategy designed to reduce traffic jams and an 

automatic traffic monitoring system designed to find traffic 

incidents without time delay. 

The present research level of the vision-based traffic 

monitoring systems is high enough to detect vehicles robustly 

around the clock [1][2].  However, there are some defects as 

follows. 

Many of the conventional methods detect the bodies of 

vehicles only in the daytime, and nighttime detection is 

adopted in much fewer cases.  Yoneyama et al. [2] pointed 

out that most of the daytime detection methods lose their 

accuracy when they are directly applied to nighttime detection.  

Therefore, generally adopted methods have been those of 

detecting the headlights or the taillights of vehicles at 

nighttime and of preparing two algorithms separately for 

daytime and nighttime detection [1][2].  It is generally 

difficult to measure the vehicle sizes at nighttime.  In the 

conventional method of detecting taillights [2], the vehicle 

lengths can be measured only at the limited camera angles 

because the vehicle length is estimated by the triangle of a 

pair of taillights and the vehicle front edge detected as the 

gray level difference between the head of the vehicle and the 

headlight reflection area on the road.  What is the most 

important for both traffic signal control and traffic simulation 

is to be able to measure the vehicle sizes and to specify the 

number of large-sized vehicles in the detected area around the 

clock.  It is especially true because the saturation flow rate 

used as one of the fundamental values for them is largely 

influenced by the rate of large-sized vehicle mixing. 

Vehicle cast shadows at daytime impair the vehicle 

detection of the adjoining lane.  Therefore, a method of 

eliminating vehicle cast shadows has already been proposed 

[3].  However, it has the disadvantage of restricting the 

elimination of the vehicle cast shadows to limited camera 

angles. 

In the conventional methods of vehicle detection with 

visible light cameras, it is difficult to detect vehicles with high 

accuracy in bad weathers such as fog, snow, and heavy rain.  

However, traffic accidents and traffic jams are most likely to 

happen under such circumstances.  Therefore, it is a pressing 

matter for us to develop a method designed to detect vehicles 

with high accuracy under all circumstances. 

In this paper, we propose a method for detecting vehicle 

positions and their movements by using thermal images 

obtained through an infrared thermography camera instead of 

a visible light camera.  The thermal images of vehicles are 

expected to detect the shapes of vehicles robustly regardless 

of any environment around the clock. 

First, we refer to our observations in Section II which show 

how to obtain clear visions of vehicles even in snowy and 

deep foggy weather.  Second, the algorithm developed in our 

method is explained in Section III.  Third, our experiments at 

daytime with vehicle cast shadows are explained.  Then we 

refer to the experimental results which show that our method 

offers reliable information about both vehicle positions and 

their movements without the influence of the vehicle cast 

shadows.  Therefore, this information is useful for an 
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automatic monitoring for road traffic.  Finally, we have 

conclusions in Section V. 

 

II. ADVANTAGES OF THERMAL IMAGES IN THE VEHICLE 

DETECTION FOR BAD ENVIRONMENTS 

 

The infrared thermography camera used in our detection is 

TVS-200 [4].  The frames of the infrared thermal images are 

transmitted to a notebook personal computer with the 1/60 

seconds interval through the IEEE1394 interface.  The 

infrared thermography camera and the notebook personal 

computer are shown in Fig. 1. 

We have confirmed through our observations that the 

obtained thermal images are contrasted highly enough to 

detect the shapes of vehicles even in bad weather. 

We have obtained both thermal images and visible light 

images in snowy and deep foggy weather on a mountain road 

of Aso in Kumamoto, Japan.  Images of moving vehicles 

taken from the infrared thermography camera are shown in 

Fig. 2 (a) (b) and its image taken from a visible light camera 

is shown in Fig. 2 (c).  The outlines of the vehicles are clearly 

seen in Fig. 2 (a) (b) while only the position of the fog lamps 

is seen in Fig. 2 (c).  The bars of the right side in Fig. 2 (a) (b) 

show the temperature scale. 

The infrared thermography camera, therefore, can be 

effectively used for vehicle detection under bad circumstances 

like snowy and deep foggy weather. 

III. A METHOD FOR DETECTING VEHICLE POSITIONS AND 

THEIR MOVEMENTS 

 

The proposed method is applied to the detection of vehicles 

from the traffic thermal images obtained through the infrared 

thermography camera set up at the height of a pedestrian 

bridge. 

 

A. Spatio-temporal image processing 

 The standard deviations of pixel values for n frames in the 

past are calculated from the thermal images as follows. 

 

Fig. 1. The infrared thermography camera and the notebook personal 

computer on a pedestrian bridge. 

Notebook personal computer 

IEEE1394 cable 

Infrared thermography camera 

(a) Thermal image (back side view) 

(b) Thermal image (front side view) 

(c) Visible light image (front side view) 

 

Fig. 2. Thermal images and a visible light image in snowy and 

deep foggy weather. 
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where σ(x, y, tc) is the standard deviation at coordinates (x, y) 

for n frames in the past from time tc, f(x, y, t) is the pixel value 

at coordinates (x, y) at time t, and μ(x, y, tc) is the mean value 

at coordinates (x, y) for n frames between time tp and time tc. 

 The standard deviations indicate the variations of pixel 

values along the time direction.  By computing the standard 

deviations of all pixels in the frame, we can distinguish 

between the area of moving vehicles and that of the 

background or stopped vehicles based on n frames in the past.  

In other words, if the standard deviation is not zero, it means 

that the pixel value is changed by a moving vehicle.  

Conversely, if the standard deviation is zero, it means that the 

pixel value maintains the same value in the area of the 

background or stopped vehicles.  When the standard deviation 

is more than or equal to st, the pixel is actually assumed to be 

in the area of moving vehicles because each pixel value 

includes a noise. 

 

B. Vehicle pattern recognition using Haar-like features 

The pattern recognition algorithm using Haar-like features 

was proposed by P. Viola et al. [5].  P. Viola et al. proved in 

their paper[5] the effectiveness of the algorithm concerning 

the experiments of face detection.  By changing the object of 

pattern recognition, this algorithm can be applied to the 

detection of other objects like vehicles.  To detect vehicles in 

images, we have used two types of images: the positive 

samples including a vehicle and the negative samples 

including no vehicle.  Then, the machine learning has been 

done by using them, and a multistage cascade of classifiers 

has been constructed.  We can make a pattern recognition by 

using the obtained multistage cascade of classifiers.  

The images we have collected contain the windshield and 

its surroundings which clearly show the front view of a 

vehicle as positive samples while they contain no vehicle as 

negative samples.  By using the upper part of the vehicle such 

as the windshield and its surroundings as the target of pattern 

recognition, we can make a robust detection of vehicles even 

when they are stopped one after another with a short distance.  

We have conducted training with these sample images to 

obtain a multistage cascade of classifiers, and finally managed 

to make the pattern recognition of vehicles with the obtained 

multistage cascade of classifiers.  In our vehicle pattern 

recognition, we have used the extended algorithm proposed 

by R. Lienhart et al. [6] for the paper [5]. 

 

C. Combination of two kinds of information: vehicle positions 

and their movements 

By combining the two kinds of processing in the same 

frame of images as described in sections III-A and III-B, the 

position of each vehicle can be specified, and its movement 

can be classified, too. 

Each vehicle speed can be classified based on the ratio of 

the area of the moving vehicle in the rectangle which shows 

the outline of detected vehicle.  In our method, we have 

classified the three categories: If the ratio is less than a1%, the 

vehicle is assumed to be stopped.  If the ratio is more than or 

equal to a1% and less than a2%, the vehicle is assumed to be 

running at low speed.  If the ratio is more than or equal to a2%, 

the vehicle is assumed to be running at high speed. 

 

IV. EXPERIMENTAL RESULTS 

 

We have developed our algorithm with Visual C++ 2008 

and the computer vision library OpenCV [7]. 

Fig. 3 shows one frame of thermal images.  The frame size 

of collected images is 320x240 pixels.  Fig. 4 shows some 

examples of the positive sample images, and Fig. 5 shows 

some examples of the negative sample images.  The number 

of positive sample images and negative ones used in our 

experiments are 10,106 and 4,000 respectively.  Each positive 

sample image is resized to 12x8 pixels for the training.  The 

number of the stages of the classifiers obtained through the 

training is 14.  We have assumed in the experiments that n is 

30, st is 3.0, a1 is 10.0, and a2 is 40.0. 

Fig. 6 shows an example of spatio-temporal images with 

the inscription of space-axes xy and time-axis t.  Fig. 7 shows 

the results of the detection.  The five images of Fig. 7 (a-1), 

(a-2), (a-3), (a-4), and (a-5) show the interim results we have 

got by combining the two kinds of processing, i.e. spatio-

Fig. 3. A frame of thermal images. 

Fig. 4. Examples of positive sample images. 

Fig. 5. Examples of negative sample images. 

A ROBUST METHOD FOR DETECTING VEHICLE POSITIONS AND THEIR MOVEMENTS 215



 

 

temporal image processing and vehicle pattern recognition.  

The areas of gray pixels show those of moving vehicles 

specified by the processing described in the section III-A, and 

the white rectangles show the outlines of vehicles specified by 

the pattern recognition described in the section III-B.  The 

five images of Fig. 7 (b-1), (b-2), (b-3), (b-4), and (b-5) show 

the final results of the detection which have enabled us to 

specify each vehicle position and its movement.  The five 

images of Fig. 7 (a-1), (a-2), (a-3), (a-4), and (a-5) correspond 

to those of Fig. 7 (b-1), (b-2), (b-3), (b-4), and (b-5), 

respectively.  The dotted lines, the thin lines, and the bold 

lines in the final results in Fig. 7 show three categories of 

vehicles: stopped ones, slowly moving ones, and fast moving 

ones, respectively. 

In the interim results of Fig. 7, there is no connected 

components of gray pixels for stopped vehicles because the 

standard deviations of pixel values are distributed less than st.  

When a vehicle begins to move and runs at low speed, the 

standard deviations of pixels, which are more than or equal to 

st, begin to appear in the images.  Consequently, a part of the 

rectangle which shows the result of vehicle pattern 

recognition contains the connected components of gray pixels.  

In addition, when the vehicle runs at high speed, the area of 

gray pixels spread more widely, and most of the rectangle 

area becomes gray pixels.  

By combining the results of spatio-temporal image 

processing and the pattern recognition, we can classify the 

speed of each vehicle.  In our experiments, we classify vehicle 

speed into three categories as described above. 

Fig. 7 (b-1) shows the time soon after the green light is 

turned on.  All vehicles except the one on the left-turn lane 

are stopped. Fig. 7 (b-2), (b-3), and (b-4) show the passage of 

time after the green light is turned on.  Vehicles begin to 

move and increase their speed gradually from the head to the 

back of the line.  Fig. 7 (b-5) shows the line of vehicles on the 

right-turn lane is made longer.  As shown in Fig. 7, each 

Fig. 6. An example of spatio-temporal images. 

Fig. 7. Thermal Image detection results. 

(a-1) A result of both spatio-temporal processing 

and pattern recognition 

(b-1) A detection result for vehicle positions and 

their movements 

(a-2) A result of both spatio-temporal processing 

and pattern recognition 

(b-2) A detection result for vehicle positions and 

their movements 

(a-3) A result of both spatio-temporal processing 

and pattern recognition 

(b-3) A detection result for vehicle positions and 

their movements 
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vehicle position and its movement can be detected in real time 

with our method. 

Fig. 8 shows a visible light image taken at the same time.  

The vehicle cast shadows extend to the adjoining lane in Fig. 

8 while there is no influence of vehicle cast shadows on the 

detection of vehicles in Fig. 7. 

 

V. CONCLUSIONS 

 

First, we have confirmed through our observations that the 

thermal images obtained through an infrared thermography 

camera offer the images of vehicles clear enough to detect 

their shapes even under bad circumstances like snowy and 

deep foggy weather. 

Then, we have proposed a method for detecting vehicle 

positions and their movements by using thermal images.  Our 

method specifies the area of moving vehicles based on the 

variations of pixel values, i.e. the standard deviations of pixel 

values along the time direction of spatio-temporal images.  It 

also specifies vehicle positions by applying the pattern 

recognition algorithm which uses Haar-like features per frame 

of the images.  The results of our experiments show that the 

information about both vehicle positions and their movements 

can be obtained by combining those two kinds of detection.  

Our method has the advantage of distinguishing between 

smooth traffic flows and heavy ones.  In addition, there is a 

possibility that traffic accidents, vehicle troubles, and illegal 

parking can be detected with our method.  We also expect to 

realize a robust automatic monitoring for road traffic around 

the clock even in changeable weather with our method of 

using thermal images. 
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Fig. 7. (Continued). 

(a-4) A result of both spatio-temporal processing 

and pattern recognition 

(b-4) A detection result for vehicle positions and 

their movements 

(a-5) A result of both spatio-temporal processing 

and pattern recognition 

(b-5) A detection result for vehicle positions and 

their movements 

Fig. 8. A frame of visible light images. 
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Abstract - The Engine Management System is the system 

responsible for controlling the combustion in an automotive 

engine that is a very complex system with various sensors and 

actuators involved. This paper presents the use of artificial 

neural networks to estimate values of the oxygen sensor, which 

is one of the main sensors used by the Engine Management 

System and is directly related to the control of combustion and 

emissions. Together with the costs reduction, the control of 

emissions has received great focus by the automotive industry, 
where one of the reasons is actually the environmental issue. 

 

I. INTRODUCTION 
 

The automotive industry is one of the most important 
sectors in Brazilian’s economy and in the world, with net 
revenue of more than $ 52 billion only in Brazilian vehicles 
production in 2007. Considering only the automakers 
participation the Brazilian automotive industry corresponds to 
18% of the industrial GDP [1]. 

In recent years the automotive industry has been forced to 
improve the performance of their produced vehicles and 
reduce their costs. One of the landmarks of this 
transformation was the development of the oxygen sensor. 
With the oxygen sensor was possible to develop the Engine 
Management Systems which enables, among its various 
functions, controlling the combustion and consequently 
vehicle’s emissions. 

The development of this work was motivated by the 
constant research by automotive industry for costs reduction 
and technological advances, as well as the increasing progress 
in the use of intelligent systems, including the development of 
virtual sensors for various purposes [2,3,4]. This study 
proposes the use of intelligent systems architectures for virtual 
oxygen sensing of vehicles and can therefore replace a physical 
sensor for a virtual sensor, estimating the reading of the oxygen 
sensor, creating a virtual oxygen sensor using supervised 
artificial neural network that can be inserted into the engine 
management system after trained. 

In this paper, we describe concepts of artificial neural 
networks, engine management system and oxygen sensors. 
Soon after, it is showed the intelligent system developed. 
Finally, the results and conclusion about the proposed work 
are outlined in the last section. 

 

II. ARTIFICIAL NEURAL NETWORKS 
 

Artificial Neural Networks (ANN) are computational 
models inspired by the human brain and have the ability to 

acquisition and maintenance the information. The ANN can 
also be defined as a set of processing units (neurons) that are 
interconnected by a large number of synapses [5,6]. Fig. 1 
gives the general model of McCulloch’s artificial neuron, 

where x are the inputs of ANN, w are their weights, θ is the 
threshold value, f is the activation function of the neuron and 
y is the output. 

 

 
Fig 1. General model of artificial neuron. 

The ANN has as its main features the ability to adapt and 
learn, including learning through examples, ability to 
generalize, group or organize data, self-organizing, tolerate 
failures and not require the mathematical modeling of the 
process. Several are their areas of application [5]: patterns 
recognition, functions approximation, forecasting/estimating, 
system optimization, clustering, associative memories and 
control systems. 

Several topologies are used in ANN, among them the 
multilayer perceptron (MLP) topology stands out. The MLP 
has feedforward architecture and consists of an input layer 
(x1, x2,...,xn), one or more hidden neural layers (HL), a neural 
output layer (OL) and output (y) as shown in Fig. 2. One of 
the main applications of the MLP is the function universal 
approximations and pattern recognition. The universal 
approximation, based on artificial neural networks, is able to 
perform non-linear mapping [7], listing the inputs to the 
outputs. 

 

 
Fig. 2. An MLP architecture model. 
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III. ENGINE MANAGEMENT SYSTEM 
 

Automotive control systems are dynamic systems 
involving the interaction of continuous and discrete 
components (Fig. 3) and are called hybrid systems [8]. The 
Engine Management System (EMS) is a typical example of 
hybrid system, since it is a real-time system [8]. 

Fig. 3. Example of inputs and outputs of an EMS. 

An EMS controls the internal combustions of the engine, 
which represents a highly complex problem of controlling [2], 
where the engine contains many elements that are 
characterized by intense integration of nonlinear functions. 
They can have as input various sensors, such as the oxygen 
sensors, temperature sensors, pressure, altitude and diagnostic 
sensors, among others, using this information to control the 
ignition system. 

The use of EMS allows better control, better sensitivity, 
greater fuel efficiency and lower levels of pollution. Modern 
systems can control other automotive components or systems, 
such as the turbo or exhaustion, and communicate with other 
systems, such as the transmission system, cooling, etc [9]. 

Due to the complexity of the EMS, one of the biggest 
challenges in its implementation is the long time needed to 
perform the calibration of the system and it is extremely 
important to have knowledge of an expert. 

 

IV. OXYGEN SENSOR 
 

The Air-Fuel ratio (A/F ratio) refers to the proportion of 
air and fuel used during combustion and it is often defined as 

being an air excess factor. This proportion is called ideal 
stoichiometric ratio [9]. Already factor Lambda, is defined as 
a unity coefficient that corresponds to a rate of 14.7 liters of 
air per 1 liter of fuel that is 14.7:1 A/F, to gasoline engines in 
normal temperature and pressure [10]. These sensors are also 
called lambda sensors in Brazil. 

 
Fig. 4. Lambda value – Power vs Fuel Consumption [9]. 

A larger amount of gasoline results in lambda less than 
one, called rich mixture, while a larger portion of air results in 
a lambda greater than one, called weak or poor mixture (Fig. 
4). The greatest power is produced when lambda is 
approximately 0.9 and the minimum fuel consumption occurs 
when lambda is close to 1.1; for more torque with less 
consumption the expected result for lambda is 1.0, 
corresponding to the rate of 14.7:1, and the acceptable error 
for oxygen’s sensor is 0.2% [10, 11]. 

According to [11], many factors are responsible for a non-
optimal combustion and result in reduced emissions of 
harmful gases but we can highlight the A/F ratio as one of the 
main reasons. To obtain the most efficient conversion of CO, 
HC and NOx gases (Fig. 5) in a three-way catalytic converter 
the ideal A/F mix must have lambda equal to 1. 

 
Fig. 5. Gases emissions [9]. 

Currently, it has been large the numbers of environmental 
laws that limit the emissions that the auto industry must 
achieve to serve the markets, some examples are [12]: 

� Legislation: PROCONVE (Brazil), Euro IV and Euro V, 
U.S. Environmental Protection Agency (EPA). 

� Standards: Tier 2 (EPA), LEV (Low Emission Vehicle), 
ULEV II (Ultra Low Emission Vehicle) and SULEV (Super 
Ultra Low Emission Vehicle). 

In Brazil the resolution 18/86 regulates the vehicles 
emissions [13]. 
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V. DEVELOPMENT 
 

Since the raw data is quantitative and made available on 
large batches, the application of RNA is indicated. These data 
come from readings of available variables on the EMS, 
collected from an 1.8cm3 engine size vehicle within 8 valves, 
at dynamometers from Delphi Brazil Technical Center, 
without special arrangements on the engine to make it 
functional, and using the final test conducted by the Delphi's 
engine calibration Brazilian team. The engine will be 
calibrated without fixed variables, trying to reproduce 
ordinary driver schedule at dynamometer level. This test will 
be measuring 42 variables. 

The methodology used to train the system was the cross 
validation technique, using 75% of available data to make the 
training, where 75% of this data was used to train and 25% to 
validate, and the other 25% to check if the network is 
converging satisfactorily after training. All topologies have 
been trained with the same data sets, and all tests used the 
same data. 

In order to simulate the delayed feedback system (EMS), 
where the current value of lambda is a consequence of all the 
other variables, the time of lambda when related to other 
variables has been moved to t+1. 

In Fig. 5, 6 and 7, graphs of collected variables are 
presented, which were used on training. Each variable was 
normalized between 0 and 1 using their minimum and 
maximum values. Fig. 5 shows an enlarged graph only with 
the variable containing the lambda value, which is the target 
value for the neural network output developed. The typical 
behavior of the oxygen sensor on a calibrated vehicle could 
be observed with the zoom, where lambda values maintain 
switching between rich and poor mixture controlled by EMS 
that is constantly trying to balance the A/F ratio. 
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Fig. 5. Output target detail. 

Fig. 6 shows the whole universe of available output 
targets, without zoom in as in Fig. 5. 
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Fig. 6. Output target from data map 1. 

 
Fig. 7. Graph with some normalized variables. 
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As data maps are extensive, more than 85 thousand 
lines, there was a need to discrete this data to make the 
training and testing. Two approaches were used. Within 
the first approach, the entire available universe of data 
was discretized on a percentage from the whole universe. 
The second discretization was performed using subsets 
defined by the user and also considering a percentage of 
the data set. 

The variables used at training and testing were divided 
into three sets. The first set used all available variables, the 
second set used the less linear variables (Fig. 7), observing 
the graphs from Fig. 7. The third set was based on the expert 
knowledge from calibration’s engineers team. 

The developed system can create a loop of training and 
testing, using variables that allow selecting the network 
inputs. Some allowed settings are: definition of data maps 
that should be used, type and percentage of discretization, 
the input variables selection, the goal of the network, the 
size of hidden neural layer, training type, maximum number 
of epochs to train, activation and training functions. 

 

VI. RESULTS 
 
The analysis took into account, primarily the 

performance value of the tests after the neural networks 
have been trained and then, to prevent the effects of 
overfitting and underfitting, each graphics were seeing and 
allowing evaluation of which are the best fit models. 
Altogether more than 2,300 neural networks were 
generated, ranging up their inputs and features, as 
described in Section 5. 

Below follows analyzes of both types of discrete data 
used at training. First trainings and tests were performed 
using entire universe of data and then the training and tests 
involved the second type, using discrete data from subsets. 
The best results were achieved using the following variables 
shown in Table 1. 

 
 
 
 
 

TABLE I 
BEST RESULTS VARIABLES 

1 Oxygen Sensor 26 System Voltage 
2 Torque 27 Delivered base pulse width 
6 Pulse width 28 Fuel level 
7 Throttle-body air flow 30 MAP 
8 IMEP 31 Pedal load 
9 Main Spark Advance 32 Air fuel ratio 

10 Air flow rate 34 Slow torque indication 
12 Engine speedy 37 Environment temp. 
13 Throttle-body position 40 Charge 
14 Spark Advance 41 Exhaust temp. 
15 Fuel Integrator 42 Converter temp. 

 

Table 2 shows the Top two performances for each type 
of discretization (data range) and data map as well as their 
mean relative errors and some main characteristics, where 
“Vars” means variables, “Train” means training method and 
“HN” means the neurons number in the hidden layer. 

 
TABLE II 

BEST PERFORMANCES OF EACH MAP AND TYPE OF DISCRETIZATION 
# Top. Data range ANN main characteristics Rel. Error

1.320 
Map 1 

Whole Univ.
Data range: [9 888]; Vars: 42; 

Train.: trainbr; HN: 10 
1,9801% 

1.309 
Map 1 

Whole Univ.
Data range: [9 888]; Vars: 42; 

Train.: trainbr; HN: 10 
2,0904% 

1.706 
Map 2 

Whole Univ.
Data range: [9 888]; Vars: 42; 

Train.: trainlm; HN: 15 
0,3400% 

1.718 
Map 2 

Whole Univ.
Data range: [9 888]; Vars: 42; 

Train.: trainlm; HN: 20 
0,3439% 

2.194 
Map 1 
 Subset 

Data range: [446 534]; Vars: 22; 
Train.: trainlm; HN: 20 

0,2062% 

2.198 
Map 1 
Subset 

Data range: [446 534]; Vars: 22; 
Train.: trainlm; HN: 13 

0,2063% 

2.455 
Map 2 
Subset 

Data range: [271 359]; Vars: 22; 
Train.: trainlm; HN: 25 

0,1518% 

3.336 
Map 2 
Subset 

Data range: [271 359]; Vars: 22; 
Train.: trainlm; HN: 55 

0,1583% 

 

A. Training Using Whole Data Universe 

Whereas the test uses the entire universe of available 
data, we can conclude that the result shown in Fig. 8 was 
satisfactory for the data map 1, getting a mean relative error 

( re ) of 2.0904%. 
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Fig. 8. Validated result example using data map 1 and whole universe. 
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Fig. 9 shows an expansion of other results with the same 
map as in Fig. 8, allowing detailed view of the result. Fig. 
10 shows the absolute errors, where the absolute errors 
values are the difference between the target value and 
achieved. 

Fig. 9. Result details of the graph shown at Fig. 8. 

 

Fig. 10. Absolute errors of the Fig. 9. 

 
Fig. 11 shows the enlarged test result which was used 

the whole universe with data map 2, where the re  was 

0.3439%, and Fig. 12 presents the relative errors.  
 

 
Fig. 11. Result details using data map 2 and whole universe. 

 
Fig. 12. Relative errors of Fig. 11. 

 
 
 

B. Training Using Subsets of Data Universe. 

 
At Fig. 13, a satisfactory result is shown, with relative 

errors below 0.45%, where the real value of lambda is 
irregular and the system succeeded at bringing the lambda 
value using data map 1. 

Fig. 13. Result example using data map 1 and subsets. 

Fig. 14. Absolute errors of the Fig. 13. 

 
 

The following example (Fig. 15) illustrates the typical 
oxygen sensor behavior, noting that the behavior was 
maintained and with good accuracy, with a mean relative 
error of 0.21%. 

 

Fig. 15. Results detail using map 1 and subsets. 

 
 
At Fig. 16 and 17 may be observed, respectively, 

absolute errors and relative errors concerning to Fig 15. 
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Fig. 16. Absolute errors regarding Fig. 15. 

Fig. 17. Relative errors of the Fig. 15. 

 
 

VII. CONCLUSIONS 
 
The virtual oxygen sensor developed using MLP neural 

networks reaches a closer to real results given the 
complexity of an engine system, reaching low mean relative 
errors in hundreds of topologies. 

Neural networks topologies using the whole universe of 
data discretized can be used, although using subsets of the 
universe to train achieves better results. Using the whole 
universe to train, almost 350 topologies out of 792 reached 

re  less than 1%. Already at subsets training, more than 600 

topologies of both maps have achieved re  less than 0.5%. 

As a suggestion, for future work, applying the trained 
neural network on a car level engine management system, 
furthermore, it is necessary to decrease the error evaluating 

other topologies, the best variables and excluding which are 
the noise variables. 
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Abstract - In our previous paper, we presented a method for 

evaluating the usability of e-learning systems.  Also a general 
method was proposed that could be used to evaluate different 
aspects of software systems using different kinds of patterns.  In 
this paper, we describe the results of a research, during which we 
looked through some evaluations of e-learning systems.  We did it 
in order to find a published research (control study) with which 
we could compare our method of analysis.  The paper describes 
the study we have selected for our re-evaluation.  We also present 
the results of our study and compare these with the results of the 
control study.  

I. INTRODUCTION 

There are a lot of requirements that we could present to a 
software system.  Along with functional requirements there 
exist non-functional requirements.  One desired 
non-functional property of systems is usability.  If usability of 
a system is good, then it means that a user:  

• can learn to use the system without any problems,  
• can quickly complete frequent tasks,  
• can easily recall how to use the system even if he/she 

has not used that for some period of time,  
• can quickly recover from the errors that occur during 

interacting with the system.   
Usability is significant for different types of software sys-

tems, but there are some areas where it is especially important.  
One such area is educational software.  Students should not 
wonder how the software works because it distracts them from 
studying.  In our previous paper [1], we suggested a method 
for analyzing the usability of several e-learning systems.  The 
method proposes to evaluate systems by using the Analytical 
Hierarchy Process (AHP).  The evaluation criteria are differ-
ent usability and e-learning patterns.  The evaluators have to 
determine how well the systems conform to these patterns.  
The first goal of this paper is to analyze the usability of some 
e-learning systems by using our proposed method and publish 
the results of this study.  The second goal is to compare our 
results with the results of the already published analysis of 
these systems.  This way we can see whether our method is 
effective and compare it with another method.  

The organization of this paper is the following.  In the sec-
tion II, we will say a few words about some evaluation studies 
we have found in the literature.  In the next section, we will 
describe the research (control study) that was selected for our 
analysis and with which we will compare the results of our 
method.  In the section IV, we will describe the steps of our 

method.  We are going to use this method in order to evaluate 
the usability of a set of e-learning systems and compare the 
results with an existing study.  In the next section, we describe 
the steps that we have done in our study.  In the section VI, we 
will present the results of our study.  In the next section, we 
will shortly describe the results of the control study.  In the 
section VIII, we will compare the results of our study and the 
control study and discuss them.  Finally, we will describe our 
future work and draw conclusions. 

   

II. RELATED WORK 

In this section, we are going to give an overview of some 
existing researches about e-learning and usability. 

Bafotsou and Mentzas [2] analyzed web-based collaborative 
systems (44 products and research prototypes in total).  They 
provided a list of basic services that are included in the sys-
tems like e-mail, whiteboard, real- and not real-time discus-
sions etc.  Comparison of functions of the systems was made.  
They also divided the systems into five functional categories. 

Karoulis [3] evaluated the usability of LEGO educational 
programming environment called “RoboLab”.  Cognitive 
walkthrough and heuristic evaluation methods were used in 
the analysis. 

Colace, De Santo and Vento [4] evaluated 15 on-line learn-
ing platforms in relation to several groups of parameters like 
systems requisites, training resources and course management, 
user management, and services offered to users. 

Ngai and Chan [5] used AHP to evaluate three knowledge 
management tools.  They did not use patterns as criteria. 

Kljun et al. [6] compared the papers that evaluate different 
learning management systems.  Out of 31 analyzed papers, 17 
compared features of the systems. 

Komarkova et al. [7] evaluated the usability of GeoWeb 
Sites.  However, this system is not an e-learning system. 

These papers were not suitable for our study because of the 
following reasons.  Our method is based on the use of patterns 
in order to compare different systems.  On the other hand, 
most of these papers compared the features of some set of 
systems and it is hard to perform this kind of analysis with our 
method.  The reason is that each pattern describes “a solution 
to problem” and there are no patterns that specify the func-
tions that a good system should have.  In addition, some of the 
studies considered more systems than we can include in our 
analysis.  We must have access to all the systems that are 
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evaluated in the previous study in order to repeat the study.  
One evaluation [5] was made by using Analytical Hierarchy 
Process (AHP) that we also use in our method.  Therefore, 
probably in this case this study and our method are too similar 
to each other.  There is a paper where the usability of just one 
system is analyzed [7].  On the other hand, our method is used 
in order to compare several systems with each other.  There-
fore, because of these reasons the evaluations that are de-
scribed above are not suitable for our research.  In the next 
section, we are going to describe the study [8] that we decided 
to repeat by using our method.  We call this study as control 

study. 

III. THE CONTROL STUDY 

Martin at al. [8] conducted a research that compared usabil-
ity of three e-learning platforms.  

 
A. E-learning platforms 

In that research “three of the most widely used open source 
Learning Management Systems” [8] were evaluated.  Next, we 
will introduce them shortly. 

Moodle is “a software package for producing internet-based 
courses and web sites” [18].  It is a software system that can 
be run on any computer supporting PHP and SQL database 
system.  Tools of the system include assignment, chat, forums, 
glossary, quiz, calendar, blog, and course enrollment. 

The development of the Sakai platform [19] began in 2004 
as a joint project of Stanford, Michigan, Indiana, MIT, and 
Berkeley universities.  It is a free Courseware Management 
System.  The versions of software for Windows, Mac, and 
Linux systems are available.  Tools include announcements, 
assignments, chat room, forums, messages, news, calendar, 
schedule, and wiki. 

DotLRN [20] software is managed by the union of universi-
ties called dotLRN consortium.  The system works on Linux 
operating systems.  The main features of the system are as-
sessment, e-mail, homework dropbox, file storage, forums, 
news, project manager, and survey. 

 
   B. The method of analysis 

The evaluated platforms were tested with default layout and 
configuration.  Five usability experts participated in the study.  
For each platform the experts carried out a series of tasks to 
test the main functions offered by the system.  After complet-
ing the tasks each evaluator filled a data spreadsheet that was 
based on ten Nielsen heuristics for heuristic evaluation [9]. 

These heuristics (with short description) are as follows [10].   
1. Visibility of system status – The system should al-

ways give users information about its current task in 
reasonable time and by using appropriate feedback. 

2. Match between system and the real world – The sys-
tem should speak the language of its users.  It has to 
follow real-world conventions and present informa-
tion in a natural and logical order. 

3. User control and freedom – If users select some func-

tion of a system by mistake, then they need a clearly 
marked “emergency exit” to leave this state.  There-
fore, systems should support undo and redo opera-
tions. 

4. Consistency and standards – The system should not 
force users to think whether different words and ac-
tions have the same meaning. 

5. Error prevention – Eliminate error-prone conditions 
or ask confirmation from a user before a risky action. 

6. Recognition rather than recall – Make objects, ac-
tions, and options visible.  Instructions about how to 
use the system should be easily retrievable. 

7. Flexibility and efficiency of use – Accelerators (the 
ways to make the work with the system faster) may 
speed up the interaction, so that the system can be ef-
ficiently used by experienced as well as inexperi-
enced users. 

8. Aesthetic and minimalist design – Dialogs should not 
contain irrelevant or rarely needed information. 

9. Help users recognize, diagnose and recover from er-
rors – Error messages should be expressed in plain 
language without using codes.  They should define 
the problem precisely and suggest a solution. 

10. Help and documentation – Information about the sys-
tem should be easy to read and search. 

More than 300 usability checkpoints have been created 
based on these heuristics [11].  Out of these checkpoints the 
ones that are irrelevant to e-learning platforms were dropped 
out.  In case of each selected checkpoint c, the evaluators had 
to evaluate the systems in terms of c.  They also had to evalu-
ate the severity of the found problems. 

In this paper, we are going to re-evaluate the systems that 
are mentioned in the control study by using our method.  We 
also want to compare the results of the control study and our 
pattern-based evaluation.  Therefore, in the next section we 
will shortly describe our method of analysis. 

IV. OUR METHOD OF ANALYSIS 

The method that we are using in our analysis is based on 
using patterns as criteria for evaluation.  For the analysis we 
use the Analytic Hierarchy Process [13] (AHP).  According to 
this method we create a model with several levels.  The high-
est level is the goal that we are going to achieve.  At the sec-
ond level are the criteria that we consider important in achiev-
ing our goal.  At the third level of our model are alternatives – 
the systems that we are going to compare with each other.  
Our goal is to evaluate the usability of systems.  We use pat-
terns as criteria.  A pattern is “a three-part rule, which ex-
presses a relation between a certain context, a problem, and a 
solution” [12].  Our alternatives are the e-learning platforms, 
which we are going to evaluate.  We compare elements of one 
level in respect to an element of higher level.  Firstly, we 
compare all the patterns to see which of them are more impor-
tant for usability.  Next, we compare how well the selected 
patterns are implemented in the e-learning platforms.  We 
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calculate the relative importance of each pattern and the rela-
tive weight of each system in terms of each pattern.  Finally, 
we combine the weights of criteria with the weights of sys-
tems and get the final results.  The general method consists of 
8 steps. 

1. Selection of the systems that will be compared with 
each other and the patterns that will be the criteria for 
the analysis. 

2. Pairwise comparisons of the selected criteria in order 
to determine their relative importance. 

3. Writing and completing tests, evaluation of the re-
sults.  The results are used as the basis of comparison 
of systems. 

4. Pairwise comparison of the systems in terms of each 
criterion. 

5. Calculation of the final weights for every system.  
This step allows us to determine the best system in 
terms of the selected criteria.  

6. Identification and solving of the problems that were 
discovered during the testing (step 3). 

7. Retesting of the system.  We have to estimate how 
much the situation has changed after using the 
method. 

8. Analysis of patterns.  We have to evaluate the effec-
tiveness of the patterns that were used in the analysis. 

Although in this study and in [1] we used that method for 
evaluating usability, this method can be used to evaluate other 
aspects of software systems if other appropriate patterns are 
used as criteria.  The next section will describe the organiza-
tion of our study. 

V. ORGANIZATION OF THE STUDY 

The main goal of our study is to get the results with our 
method and compare them with the results of the control 
study.  Therefore, we do not have to complete all the steps of 
our method (see Section IV).  More precisely, we do not have 
to complete the steps 6, 7 and 8.  Next, we describe in more 
detail what we have done in our analysis (according to the 
steps of the method). 

Selection of the Systems and the Patterns.  The systems for 
the analysis are the same as in the control study (see Section 
III).  Since the main criteria for evaluating the usability of 
systems were Nielsen’s heuristics, the patterns that we use for 
our analysis are also related to these aspects.  It was quite hard 
to find all the necessary patterns in one collection.  Therefore, 
we used patterns from several sources.  We have selected at 
most one pattern for each heuristic.  In the following list the 
patterns are in the same order as the Nielsen's heuristics (see 
Section III) that they represent. 

1. Sense of location (SL) [14] – Always provide visitors 
with information about their location at the site. 

2. Natural metaphor (NM) [14] – Use metaphor that is natu-
ral to your target audience. 

3. Go back to safe place (GBS) [14] – Provide a way to al-
low users to return if they get lost. 

4. Follow standards (FS) [14] – Apply de facto and de jure 
standards.  

5. Behavior constraint (BC) [17] – The system should pre-
vent users from requesting hazardous actions.  The system 
should anticipate these actions and allow only safe ones.  

6. Recognition rather than recall (RRR) – For this heuristic 
we could not find a suitable pattern.  We note that the study of 
existing heuristics may help to find candidate patterns. 

7. Shortcut box (SB) [15] – Let users select important loca-
tions and functions from a combo box.  

8. Keep it simple (KISS) [14] – Remove from the design 
things that are not central to the message you wish to express. 

9. Input error message (IEM) [15] – If users have entered 
input that has invalid format, then tell them that there is a 
problem.  In addition, explain them how to solve this problem 
and where did this problem arise. 

10. Inline help box. (IHB) [16] – If users are about to per-
form an interaction, then they need a helpful introduction. 

Comparison of the selected patterns.  While comparing the 
selected patterns with each other, we tried to evaluate how 
important each pattern could be for the students who use these 
systems (see Section VI A). 

Creating and using the tests. We performed the same tasks 
that were mentioned in the control study.  These tasks were 
the following. 

1. Register in the platform. 
2. Enroll to a course. 
3. Download a document. 
4. Post a message to a forum. 
5. Add a personal event to the calendar. 

Calculation of overall results. After completing the tests, 
we compared the use of each pattern in each system.  The 
evaluation of systems was made by one usability expert.  We 
calculated the final result by combining weights that charac-
terize the relative importance of patterns and weights that 
characterize the use of patterns in the systems. 

Next, we are going to present the result of our study.  

VI. THE RESULTS 

In this section, we will firstly provide the results of criteria 
comparison.  Then, we will describe the problems that were 
discovered while completing the test tasks.  After that, we will 
shortly discuss how well each pattern is implemented in the 
different systems.  And finally the overall results will be de-
scribed.  Numerical results of our study are shown in Table I. 

 
A. Comparison of Criteria 

Here we describe the results of comparison of patterns.  The 
weight of each pattern can be seen in the row “Pattern 
Weight” (see Table I). 

In our comparison the highest weight (0,193) got “Follow 
Standards” (FS) pattern.  We think that if a user can accom-
plish some tasks using his/her previous experience with other 
e-learning systems or other software systems in general, then 
it makes learning a new system much easier.
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TABLE I 

WEIGHTS OF  PATTERNS AND E-LEARNING SYSTEMS 

 SL NM GBS FS BC RRR SB KISS IEM IHB Sum 

Pattern Weight 0,072 0,031 0,096 0,193 0,157 0,103 0,037 0,055 0,132 0,124  

Moodle 0,4 0,540 0,2 0,2 0,4 0,429 0,333 0,429 0,143 0,429 0,318 

Sakai 0,2 0,297 0,4 0,4 0,4 0,143 0,333 0,143 0,429 0,429 0,347 

dotLRN 0,4 0,163 0,4 0,4 0,2 0,429 0,333 0,429 0,429 0,143 0,335 

 
The second highest weight (0,157) got the pattern “Behav-

ior Constraint” (BC) because it is quite important to assure 
that a user will not do something that would lead to unwanted 
consequences. 

Next two patterns that got quite even result are “Input error 
message” (IEM) (0,132) and “Inline help box” (IHB) (0,124).  
IEM is important because each system should always give a 
feedback to a user about what is going on, especially in case 
of an error.   

IHB is somewhat similar because if a user has some prob-
lem with a system (for example if he/she does not know how 
to use some function), then it should be possible to find help 
material quickly and easily. 

“Recognition rather than recall” (RRR) is quite important 
heuristic.  It ensures that the feedback that a system gives to a 
user is complete for accomplishing his/her task. 

 
B. Testing of the Systems. 

The control study states that in the testing of each system 
“current stable version with default configuration” was used.  
The tests took place in January 2008. 

In our study, we have used the following versions of the 
e-learning platforms: 

Moodle 1.9.2 – latest official release (11th July 2008);  
Sakai 2.5.2 – demo version for Linux;  
Virtual machine with dotLRN (version 1.3.1). 
While accomplishing the tasks mentioned in section V, we 

also tried to do something wrong in order to see how the sys-
tems respond to these actions.  Additionally we tried to delete 
some data like forum posts or calendar events to see if the 
system warns us about possibly harmful action. 

Register to the platform – Moodle in its registration form 
has only one field for password input (but it has an option to 
make the password visible).  On the other hand, it has two 
fields for e-mail address.  When these e-mails do not match, 
the system says “Wrong e-mail address”.  This message does 
not describe exactly how to solve the problem.  It should say 
that e-mail addresses do not match.  Sakai has no problem 
with registration process.  But there is a field in the registra-
tion form named “type” that a user cannot edit.  Therefore it 
probably should be hidden.  DotLRN does not have any prob-
lems in this area. 

Register to the course – No serious problems were discov-
ered during the testing.  The only shortcomings were impre-
cise terms for enrolling a course.  

 

 
In Sakai this function is called “Membership” and in 

dotLRN a user can join “classes” and “communities”.  It is not 
quite clear how these two functions are related to each other.  
It seems that if a user joins “class”, then he/she automatically 
joins “community” as well. 

Post a message to a forum – We discovered some problems 
in the Moodle system while posting a forum message with an 
attachment.  If a user tries to send a forum post with a too big 
attachment file, then the system error is not firstly visible.  
The reason for this is that the error message is located too low 
and the user needs to scroll down the page in order to see it.  
In addition, if a user decides for some reason to cancel the 
posting, then there is no explicit way to do that.  He/she has to 
select another function in the system. 

In the Sakai system the maximum allowed size of an at-
tachment to a forum post is not clearly stated.  In addition, if a 
user adds an attachment, then a new form opens up and it does 
not say that this is for adding an attachment to a forum post.   

Download document – did not have any problems. 
Add a personal event to a calendar – Sakai has two func-

tions “Calendar” and “Schedule”, so it was a bit confusing.  
We found out that calendar shows events that are connected to 
a course.  A user can add his/her personal events to the sched-
ule.  By default the system offers “--” hours and “00” minutes 
as the starting time for an event.  It looks a bit strange and 
unclear.  In addition, it may be a bit inconvenient that a user 
cannot add an event, which has no special time for it. 
 
C. Evaluating the Use of Patterns in the Systems. 

In this section, we introduce the results of pairwise com-
parison of systems in terms of different patterns.  Rows in 
Table I correspond to systems that are tested and columns 
correspond to patterns.  Cells contain the results of pairwise 
comparisons.  Table II and III show the results of the pairwise 
comparisons of systems in respect to the patterns “Input error 
message” and “Inline help box”, respectively.  Next, we will 
describe how well the systems conform to each pattern.  We 
will shortly mention the problems that were already described 
in the previous subsection in order to improve readability. 

Sense of location – We have found only one problem con-
nected to this pattern.  If a user of the Sakai system adds an 
attachment, then the system does not give enough information 
on what is going on. 

Natural Metaphors – There were some unclear words that 
were used for the enrollment function in the Sakai and 
dotLRN systems.   
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TABLE II 

COMPARISONS AND WEIGHTS OF SYSTEMS IN THE CONTEXT OF 

“INPUT ERROR MESSAGES” PATTERN 

 Moodle Sakai .LRN Weight 

Moodle 1 1/3 1/3 0,143 

Sakai 3 1 1 0,429 

dotLRN 3 1 1 0,429 

 
Go Back To Safe Place – There is no explicit way to cancel 

forum posting in the Moodle system. 
Follow Standards – Nothing unusual except the fact that the 

Moodle system uses one field for password and two fields for 
e-mail address in the registration form. 

Behavior Constraint – If a user drops himself/herself from a 
community or a class in dotLRN, then he/she does not get 
warnings and the system does not ask confirmation. 

Recognition rather than recall – In the Sakai system there 
is no information on the maximum size of an attachment that 
can be added to a forum post.  In addition, the use of schedule 
is a bit confusing. 

Shortcut box – All the systems seem to have enough means 
to enable experienced user to access various functions rather 
quickly. 

Keep it simple – Sakai system has a visible field in the reg-
istration form that a user cannot edit. 

Input error message – The Moodle system has two faults in 
case of this pattern.  The main problem is that one of its error 
messages is not clearly visible.  In addition, one error message 
defines the problem imprecisely. 

Inline help box – User interfaces of the systems Moodle and 
Sakai provide links to help material near to almost each form 
element.  On the other hand, in the dotLRN system it was 
somewhat hard for us to find help documentation. 
 
D. The Final Results 

As we can see from the last column of Table I (Sum), the 
best result got the Sakai system.  On the second place we find 
dotLRN.  Moodle got the third place. The differences between 
the weights of these three systems are quite small.  It shows 
that these three systems are quite even in terms of usability. 

Next, we will shortly describe the results of the control 
study. 

VII. RESULTS OF THE CONTROL STUDY 

Overall results. According to the results of the control study 
the best system is dotLRN that is compliant with 78% percent 
of checkpoints.  A bit behind is Sakai with 77%.  Moodle is at 
the last place with 68% of compliance. 

Results for heuristics. Moodle achieved the best results in 
case of the heuristic “Help users recognize, diagnose and re-
cover from errors”.  The worst results for this system were in 
case of the heuristic “Flexibility and efficiency of use”.  The 
best results for Sakai and dotLRN was in case of the heuristic 
“Aesthetic and minimalist design”.  The worst heuristic for 
these two system was also “Flexibility and efficiency of use”. 

TABLE III 

COMPARISONS AND WEIGHTS OF SYSTEMS IN THE CONTEXT OF 

“INLINE HELP BOX”  PATTERN 

 Moodle Sakai .LRN Weight 

Moodle 1 1 3 0,429 

Sakai 1  1 3 0,429 

dotLRN 1/3 1/3 1 0,143 

 
In case of heuristics “help users recognize, diagnose and re-

cover from errors” and “aesthetic and minimalist design” all 
the systems got around 80% of checkpoints.  The systems Sa-
kai and dotLRN scored around 80% also in case of heuristics 
number 1, 4, and 6.  

Severity of problems. The control study also paid attention 
to the severity of the found problems (see Section III).  90% of 
the found problems had either low or medium severity. 

Next, we will compare and discuss the results of our study 
with the results of the control study. 

VIII. COMPARISON AND DISCUSSION 

Methods. We tried to make our study as similar as possible 
to the control study, but still there were differences.  The most 
important of them in our opinion are the following. 

• The report of the control study does not specify 
exact versions of the systems. 

• Experts in the control study used a questionnaire 
and the systems were evaluated “independently”.  
Our method uses AHP and experts should compare 
systems pairwise. 

• In case of the control study, experts used about 20 
checkpoints for each heuristic [8].  On the other 
hand, we used in our study the descriptions of nine 
patterns and one heuristic.  Each pattern corre-
sponded to exactly one heuristic. 

• “Heuristic” and “pattern” are different concepts.  
In our case heuristic is a general usability principle 
and pattern is a more thorough and structured de-
scription of a problem and its solution.  Therefore, 
the results of comparisons of systems for specific 
heuristic and pattern may differ. 

• The evaluations in the control study and our study 
were made by five and one experts, respectively.  

Overall results. While the results of our study are not quite 
the same as the results of the control study, they are still quite 
similar.  The DotLRN system had a very little advantage over 
the Sakai system in the control study.  In our study Sakai has a 
little advantage over dotLRN.  The reason for that could be 
that we used the version of the Sakai system was somewhat 
newer than the version of the dotLRN system.  In both studies 
the Moodle system got the third place.  However, we cannot 
directly compare the numerical results of our study with the 
results of the control study (see Section VII).  The reason is 
that in the control study the systems were tested against 
checkpoints separately.  While in our study we evaluated how 
much one system is better in comparison to other systems.  
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Results for particular heuristics. If we compare the results 
of the e-learning systems in the context of specific heuristics, 
then we also will notice difference in the results.  In the con-
trol study Moodle had its best results in case of the heuristics 
“help users recognize, diagnose and recover from errors”.  On 
the other hand, in our study Moodle got its worst score in case 
of the pattern IEM that should correspond to “help users...” 
heuristic.  The reason is that in our testing we took into ac-
count not only what error messages say but also how they ap-
pear.  One of the error messages was not very visible (see Sec-
tion VI). 

These two examples show that the results of the two studies 
are difficult to compare directly.  The reasons are the differ-
ences in evaluation criteria and in the comparison method of 
systems. 

Severity of the found problems. We have not explicitly 
evaluated the severity of the found problems.  However, we 
can determine the severity of problems based on the relative 
importance of the patterns (see row "pattern weight" in Ta-
ble I).  The higher is the weight of a pattern, the more severe 
are the problems that were detected in connection with this 
pattern.  It means that these problems must be fixed first.  In 
our case, the most severe problems were detected in connec-
tion with pattern "Follow standards" in the Moodle system. 

The method that was used in the control study is good for 
giving approximate level of usability of systems.  The advan-
tage of our method of analysis is that patterns describe the 
possible solutions to the problems, context, forces and the 
results of using the solution.  Heuristic says just what should 
be done (See for example heuristic number 7 in the section 
III).  Therefore, the use of patterns simplifies the improvement 
of systems (see step 6 of our proposed method). 

Another advantage of our proposed method is that it is eas-
ier to compare objects (systems, patterns etc.) pairwise than to 
consider all them together.   

We conclude that our proposed method can be used in order 
to compare different systems.  The method gives similar re-
sults as one existing method but at the same time simplifies 
the evaluation and provides guidelines for improving systems. 

The results of our study could also be interesting to educa-
tional institutions, which have to select their e-learning plat-
form.  In addition, this kind of studies might help to identify 
new candidate patterns and also to evaluate how widespread is 
the use of different patterns.  If there is more than one evalua-
tion that uses the same set of patterns as criteria in the same 
context (for instance e-learning), then it would help us to de-
termine the relative importance of different patterns based on 
opinions of different experts. 

IX. FUTURE WORK 

We have the following possible directions for development. 
• Generalize our proposed method and find criteria 

for selecting systems and patterns. 
• Research the possibility of using group judgments. 
• Create a software system for using the generalized 

method with different types of patterns.  For calcu-
lating the AHP weights, we used Open Office Calc. 

X. CONCLUSIONS 

We found a study of usability of e-learning platforms.  In 
that study three systems were analysed using ten heuristics.  
We re-evaluated the usability of these three systems by using 
AHP method.  We used nine usability patterns and one heuris-
tic as the criteria.  We provided the numerical results of com-
parative analysis of usability of these three systems.  In addi-
tion, we compared our results with the results of the earlier 
study and discussed the differences.  
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Abstract 
Multidimensional drying in capillary porous media is analytically 
solved for the associated temperature, moisture and pressure content 
distributions. Luikov's model with linear transport coefficients and 
two-dimensional plate geometry is adopted for description of the 
simultaneous heat, mass and pressure transfer phenomena. The 
generalized integral transform technique (G.I.T.T.) is applied to the 
problem and the automatically global error-controlled solution of the 
coupled partial differential equations is used to achieve the solutions. 
The convergence behavior of the proposed eigenfunction expansions 
is illustrated. 

1. Introduction  

The system of equations proposed by Luikov[1] is by far the 
most frequently adopted in the study of drying phenomena in 
capillary porous media with various applications in the 
engineering and applied sciences. The integral transform 
method[2,3] has been successfully utilized in the hybrid 
numerical-analytical solution of such problems, for both the 
linear[4,5,6] and non-linear versions[7,5], offering the attractive 
feature of automatic global error control in the final results. Both 
applications previously considered[4,5,6,7] where the interest in 
studying multidimensional situations are ever increasing, as 
demonstrated by the finite element method numerical solution in 
Ferguson and Lewis[8]. Therefore, the present contribution 
advances the integral transform methodology to be applicable in 
multidimensional drying problems, such as the one formulated in 
Lewis et al.[9] and Thomas et al.[10], and demonstrates another 
attractive feature of this class of hybrid method, i.e., the just very 
mild increase in computational effort for increased number of 
dimensions in the problem (independent variables). Essentially, it 
is reconfirmed that the overall computational cost in 
implementing the one-dimensional simulation is exactly 
comparable to that of solving the two-dimensional problem here 
proposed. 

2. General Solution Using the Integral Transform 
Technique 

The simultaneous heat, mass and pressure transfer in 
porous media can be expressed by a set of three parabolic 

equations, defined in the finite region V with boundary 
surface S, coupled through both diffusion equations and 
boundary conditions[11,6]: 
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and initial and boundary conditions given respectively by: 
 

( ) ( ) 3,2,1,Vx,x0,x =∈= kf kkθ                    (3,4,5) 

 

( ) ( ) 3,2,1,Sx,,,,x,x 21 =∈= kttB kkk θθφθ    (6,7,8) 

 
where the equation and boundary operators are written as:  
 
 

( ) ( ) 3,2,1,xx. =+∇∇−≡ kdKL kkk            (9,10,11) 

 

( ) ( ) 3,2,1,]xx[ =+≡ kKB kkkk ∂η

∂
δγ       (12,13,14) 

 

( )xkγ  and  ( )xkδ  are prescribed boundary condition 

coefficients. η is the outward drawn normal to surface S. The 

non-linear source terms, 
k

P  and kφ , may incorporate any 

coupling between the two potentials. 
After, the approach deals with the selection of filtering 

solutions to minimize the non-homogeneities effects: 
 

( ) ( ) ( )ttt khksk ,x,x,x θθθ +=                                 (15) 

 

where the quasi-steady solutions ksθ 's, include the 

consideration of characteristic representations of the equation 
and boundary source terms. 
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The resulting formulation for the filtered 

potential ( )tkh ,xθ , is obtained from the solution of the 

following easier problems: 
 

( ) 3,2,1,Vx,,x =∈= ktPL kskskθ                (16,17,18) 

 

( ) 3,2,1,Sx,,x =∈= ktB ksksk φθ                 (19,20,21) 

 
 Following the formalisms, the homogeneous 
system[6,2,3,12] could be solved exactly through the integral 
transform technique, since the solution of the following 
independent auxiliary decoupled eigenvalue problems (k=1,2) 
of Sturm-Liouville type is available, 
 

( ) ( ) ( ) ...2,1,Vx,xxx 1
2

1 =∈Ψ=Ψ iwL iii µ          (22) 

 

( ) ( ) ( ) ...2,1,Vx,xxx 2
2

2 =∈Γ=Γ iwL iii λ            (23) 

 
with boundary conditions: 
 

( ) ...2,1,Sx,0x1 =∈=Ψ iB i                                  (24) 

 

( ) ...2,1,Sx,0x2 =∈=Γ iB i                                    (25) 

 
 Through the associated orthogonality property of the 
eigenfunctions, we define the integral transform pair as 
follows: 
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Inverse: 
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and, 
 
Transform: 
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The normalizations integrals are: 
 

∫ Ψ=
V

ii dvwN )x()x( 2
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Using the integral transform methodology for the 

homogeneous system, after truncation to a sufficient order N, 
for the desired convergence, we obtain a transform constant 
coefficient ordinary differential equations system: 
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where 
 

( ) ( ) ( ) ( ) ( ) ( ) T
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The initial transform conditions are obtained from the 

filtered system. Equation (32) can be readily solved through 
matrix eigenvalue analysis or through well-established 
algorithms. Temperature and moisture potentials are 
computed from the explicit analytic inverse formulae on  (27 
and 29). 

 

 

Figure 1 . Evolution of temperature profiles during the process. 

3. Application  

We consider the heat, mass and pressure balance 
equations written in dimensionless form, for a symmetric 
plate geometry as depicted in Ferguson and Lewis[8], Fig. (1) 
subjected to uniform prescribed boundary temperatures, 
moisture and pressure contents, and evaluated from uniform 
initial distributions[4,5]. The transport coefficients are 
assumed constant and the problem formulation according to 
Luikov's theory[1] is given by Ferguson and Lewis[8]:   
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0<X<1,0<Y<1; τ >0                (35) 
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with initial conditions 
 

0)0,,()0,,()0,,( 321 === ΘΘΘ YXYXYX ;     0<X<1, 

0<Y<1                                                                       (37,38,39) 
 
and boundary conditions 
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where the K´s represent: 

´
11 ελδ+= qkK ;   mkK ελ=12 ;  pkK ελ=13    50,51,52) 

mkK δ=21 ;    mkK =22 ;  pkK =23                  (53,54,55) 

mkK ελ−=31 ; mkK ε−=32 ; )1(33 ε−= pkK   (56,57,58) 

 
and θ1 is the dimensionless temperature distribution, θ2 is the 
dimensionless moisture content distribution, θ3  is the 
dimensionless pressure distribution. 

Without loss of generality, using the formalisms of the 
integral transform[6] method the solution for the system of . 
(34,35,36) is now proposed in terms of auxiliary problems, 
expressed by three pairs of easily available decoupled 
eigenfunction expansions of Sturm-Liouville problems, for 
the temperature, moisture and pressure potentials (k = 1,2,3):  
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These auxiliary problems permit the definition of the 

integral transform pairs that are necessary for the solution of 
the homogeneous problem:  
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Transform, 
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The normalizations integrals are, 
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The problem now is to find numerically the eigenvalues ( 

µki,and λkj), eigenfunctions (Ψki, and Γkj) and norms ( Nki, and 

Mkj ). 
The next step is to find the ordinary differential equation 

transform system. Using the transform concept in (34-58) and 
the auxiliary problems (59-64,67,68), after truncation to a 
sufficient order ( i =1 ... I, and j = 1 ... J ) for the desired 
convergence, we obtain, 

 

1,22,2 0)(
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NNN YA
d

dY
=+ τ

τ

τ
                                       (43) 

where, 
 

)()...({)( 111 τττ NY ΘΘ=    T
N )}()...( 221 ττ ΘΘ            (44) 

 
The initial transform conditions are similarly obtained 

applying the integral transform concept to the initial 
conditions on the homogeneous problem, resulting: 

 

)()0( τFY =                                                                     (45) 

 
Now, this initial value problem can be solved through 

matrix eigenvalue analysis or scientific libraries. Initial value 
problem solvers with local error control schemes are 
employed for solving the truncated version of the transformed 
initial value problem. An adaptive procedure is utilized to 
automatically reduce, along the integration path, the 
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truncation orders required for a certain user-prescribed 
accuracy yielding, as a by-product, a global error estimator.  

At this point, it is possible written the complete solution 
to the original problem. Using inversion formulae, 
temperature and moisture potentials can now be numerically 
obtained as: 
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)()(

),(),,(
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= =
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I

i

J

j kjki

kjki

ksk
NM

YX
YXYX ; 

τ>0                                                                                       (46) 
 

where Θks are the steady-state solutions, Ψki and Γkj  are the 
normalized eigenfunctions, and kijΘ  represent the 

transformed potentials, obtained from numerical solution of 
the resulting ordinary differential system, after the completion 
of the integral transformation process. 

4. Results And Discussion 

The Luikov problem as proposed above is now solved 
using the integral transform technique.   The numerical results 
make it possible an inspection of the overall convergence 
behavior for the proposed eigenfunction expansions. The 
governing parameters, according to the data in Lewis[9], and 
Cunha et al.[13], assume the following values: ρ0  = 1170,0 
Kg.m-3

 , cq = 1.400,0 J.Kg–1.oK-1, cm = 0,03 Kg.Kg-1.oM-1
 , cp = 

0,05 Kg.Kg-1.Pa , ε = 0,3,  λ = 2,3.106 J.Kg-1, Δ = 0,67 oM. oK-

1 , kq = 576,0 J.h-1.m-1.oK-1
 , km = 3,0.10-6 Kg.h-1.m-1.oM-1,  Kp = 

1,5.10-6 Kg.h-1.m-1.Pa-1, and the truncation orders, N, were 
taken less or equal to 9, for temperature, moisture and 
pressure. The computer program was implemented on 
Mathemtica® software[14], on a Pentium 700 MHz 
microcomputer with 256 Mb of memory RAM, and a typical 
run took less than 5 minutes of CPU time. 

 Tables (1,2) below illustrates the convergence behavior 
of the two expansions (different N’s) for temperature (Θ1), 
moisture (Θ2) and pressure potential (Θ3), obtained at the 
plate centerlines (Y = 0.5) and different X positions. Since the 
heat, mass and pressure transfer processes have, for this 
problem, markedly different time constants, the values of 
dimensionless time considered in each case, are different. The 
convergence characteristics are, in both potentials, quite 
evident, with full convergence to four digits to moisture and 
pressure distribution and three digits to temperature 
distribution being achieved at N as low as 12. Such results 
open up broad perspectives for extension of this approach into 
even more involved coupled parabolic problems.  

Figures (2-5) show drying process, and the temperature, 
moisture and pressure distributions are obtained with the 
converged values. As expected, the epoxy have a low thermal 
inertia spending about 0,1 dimensionless time to achieve the 
thermal equilibrium in the most deep layer, and are needed 
more than 1500 dimensionless times steps to the porous 
media to meet the moisture equilibrium. This characterize a 
very right mass inertia. The same can be said for the pressure, 

which has a very right inertia achieving the equilibrium state 
before the moisture content, with 1400 dimensionless time 
steps. The different time equilibrium make the difference in 
O.D.E convergence number, for moisture, because the 
negative pressure work over the material in the same time, 
carriage to deep inside a considerable quantity of humidity 
mass, allied to thermo-gradient effect. Such process create 
some difficulty to the numerical convergence, and of course, 
to the real drying process, as it take place after 300 
dimensionless times steps, as can be seen in Fig (4). The 
drying process can be observed, when the pressure potential 
reached a half value of the prescribed boundary and the 
temperature is established over the material (τ > 300). 

Table 1 . Convergence behavior of temperature, Θ1  moisture, Θ2  and 
pressure, Θ3 expansions. 

Θ1(X,0.0,0.01) 

X/N 3 6 9 12 

0.0 0.1494 0.1790 0.1790 0.1785 

0.2 0.1931 0.1781 0.1790 0.1785 

0,4 0.1990 0.1783 0.1789 0.1787 

0,6 0.1417 0.1845 0.1841 0.1841 

0,8 0.3574 0.3215 0.3218 0.3218 

1,0 1.0000 1.0000 1.0000 1.0000 

 Θ2(X,0.0,150) 

X/N 3 6 9 12 

0.0 3.3525 3.2007 3.2030 3.2030 

0.2 3.1346 3.2072 3.2057 3.2057 

0,4 3.1465 3.2445 3.2440 3.2440 

0,6 3.6697 3.4551 3.4575 3.4576 

0,8 3.2215 3.3953 3.3928 3.3928 

1,0 1.0000 1.0000 1.0000 1.0000 

 Θ3(X,0.0,250) 

X/N 3 6 9 12 

0.0 0.3131 0.3220 0.3220 0.3220 

0.2 0.3264 0.3216 0.3216 0.3216 

0,4 0.3256 0.3213 0.3213 0.3213 

0,6 0.3375 0.3480 0.3480 0.3480 

0,8 0.5437 0.5349 0.5349 0.5349 

1,0 1.0000 1.0000 1.0000 1.0000 

 
 
 
 
 
 
 
 
 

Table 2 . Convergence behavior of temperature, Θ1  moisture, Θ2  and 
pressure, Θ3 expansions 

Θ1(X,0.0,0.025) 
X/N 3 6 9 12 
0.0 0.5622 0.5636 0.5643 0.5638 
0.2 0.5661 0.5642 0.5645 0.5642 
0,4 0.5695 0.5680 0.5685 0.5684 
0,6 0.5996 0.6012 0.6016 0.6016 
0,8 0.7384 0.7359 0.7353 0.7353 
1,0 1.0000 1.0000 1.0000 1.0000 
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Θ2(X,0.0,600) 
X/N 3 6 9 12 
0.0 2.1274 2.1270 2.1270 2.1270 
0.2 2.1193 2.1195 2.1195 2.1196 
0,4 2.0718 2.0720 2.0720 2.0720 
0,6 1.9079 1.9075 1.9075 1.9075 
0,8 1.5412 1.5419 1.5419 1.5419 
1,0 1.0000 1.0000 1.0000 1.0000 

Θ3(X,0.0,400) 
X/N 3 6 9 12 
0.0 0.5697 0.5709 0.5709 0.5709 
0.2 0.5720 0.5713 0.5713 0.5713 
0,4 0.5787 0.5782 0.5782 0.5782 
0,6 0.6198 0.6211 0.6211 0.6211 
0,8 0.7590 0.7579 0.7579 0.7579 
1,0 1.0000 1.0000 1.0000 1.0000 
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Figure 2. Evolution of temperature profiles during the process. 
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Figure 3. Evolution of moisture profiles during the process 
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Figure 4. Evolution of moisture profiles during the process 
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Figure 5. Evolution of pressure profiles during the process 

5. Conclusion 

 In this paper the multidimensional drying problem in a 
capillary porous media was analytically solved for the 
associated temperature, moisture and pressure distributions, 
using Luikov´s model. The generalized integral transform 
technique (G.I.T.T.) was applied to the problem. Convergence 
behavior of the adopted numerical methods and results of the 
temperature, moisture and pressure distributions showed very 
interesting aspects of drying process on such porous media. 
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Symbols 

am Moisture diffusdion coefficient 
cm Specific moisture capacity 
cp Air capacity 
cq Heat capacity 
km Coefficient of moisture conductivity 
kp Moisture filtration coefficient 
kq Thermal conductivity 
θ1 Dimensionless temperature distribution 
θ2 Dimensionless moisture distribution 
θ3 Dimensionless Pressure distribution 
X Dimensionless co-ordinate 
Y Dimensionless co-ordinate 
τ Dimensionless time. 
δ Thermo-gradient coefficient 
λ Latent heat 
ε Ratio of vapor diffusion coefficient to the 

coefficient of total moisture diffusion. 
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Abstract - Automation system developers focus on Internet based 
control due to availability of several tools to integrate the hardware 
control equipment with World Wide Web. The paper describes the 
development of web interface to a DC drive using Virtual 
Instrumentation tools. The custom electrical hardware serves as the 
web interface, where it supports various features to control and 
measure the parameters of the electrical machine remotely. The 
novel techniques have been used to interface the low power data 
acquisition system with the DC machine driven by the AC power 
line supply. The system uses the client-server architecture to access 
the virtual instruments through the web browser. The developed 
system allows the remote control and measure of electrical 
parameters though the Internet. 
 

I. INTRODUCTION 

Remote access and control of equipment through the Internet 
is an interesting research area. Internet based control of a 
complex hardware is an appealing issue in remote laboratories 
and industrial applications. The web based applications 
potentially covers all fields of science and engineering. 
Developments in computer networking have provided new 
possibilities and new challenges for designing and deploying 
remote engineering applications through a commonly available 
web browser. 

The demand for remote engineering applications has been 
increased due to the advancements in Information Technologies 
tools which benefits with friendly access, near real-time 
operation, visual access and efficient utilization of available 
bandwidth. There are standard technology tools available for 
remote access of electronic hardware, which can be used for 
either simple control applications or remote laboratory 
experiments [4]. The same techniques are used to demonstrate 
embedded control applications with an additional server to 
handle the programming of the microcontroller remotely [5]. The 
client-server architecture is used in these applications with the 
remote hardware is connected to server. The Hyper Text Mark-
up Language (HTML) pages are created for each control 
applications which are accessed through the Internet. The 
common feature with them is the operating power range is very 
small and the complete interface aspects are performed by 
standard low power data acquisition system connected to web 

server [7]. The extension of same techniques to electrical 
machines with the design of novel interface circuitry is described 
in this paper.  

One of the important applications of remote engineering is the 
development of e-learning methods in engineering with remote 
laboratories [2]. The complex tasks in electrical engineering 
cannot be successfully taught without support from new 
technologies. The Man Machine Interface (MMI) for the DC 
machine is developed to extend its application to remote 
experimentation [1]. One of the challenges in remote 
experimentation is that to give real world experience with control 
and measurement similar to the manual operation [3]. The system 
is designed to imitate the manual operation in control functions 
and various meters are used to record the electrical parameters of 
the system. The DC machine is driven by the electrical power 
line supply and the sophisticated interface structure is designed to 
address the safe and user friendly interface with accuracy in 
control and measurement operations. 

The system architecture is based on client/server model where 
the communication uses the standard TCP/IP protocol. The 
standard data acquisition system consisting of DAQ PCI6251 and 
Electronics Laboratory Virtual Instrumentation Suite (ELVIS) 
from National Instruments, and the custom designed hardware 
are used to control various functions of electrical machine. The 
LabVIEW built-in web server handles the secured access of 
clients with the required amount of control to the remote device. 

II. SYSTEM ARCHITECTURE 

The proposed architecture is composed of a DC drive 
connected to the web server by means of a custom designed 
hardware circuitry and the data acquisition system. The system 
architecture is shown in Fig. 1.  

The architecture is divided in to three sections. 
(i) Web-based client-server model with DAQ system 
(ii) Custom hardware to control and monitor DC drive 
(iii) Input power control and rectification 
The web server is the central entity in establishing the 

communication between the remote clients and the electrical 
hardware. The web server is primarily used for data acquisition 
and control operations. LabVIEW with its intuitive graphical 
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Fig. 1.  System Architecture for remote access and control of DC drive. 

 
interface provides the development platform to control the device 
operation remotely and display the parameters in real-time [6]. 

The graphical interface to the client side is developed by 
creating a HTML page of the control panel, which includes the 
visual display of control commands and meters to measure the 
electrical parameters of the system. The multimedia features are 
used to experience the real environment remotely and facilitate 
the collaborative control between the server and the remote user. 
The custom hardware consists of various elements to interface 
the high power electrical systems with the data acquisition 
system connected to web server. The input DC voltage to the 
motor is derived from the AC mains and rectifiers. The system is 
designed in analogous to manual voltage control, but operated 
remotely. It is automated using the electrical circuitry which is 
controlled by the signals from the DAQ system present at the 
web server. Due to the power constraints of the DAQ PCI6251, 
all the signal interfaces with the external circuitry has to be 
limited to 10V. The data acquisition system and the external 
power circuitry are completely isolated by optocoupler. The non-

contact proximity switch is used to measure the speed of the DC 
motor, where the digital pulses are generated for each rotation of 
the shaft and counting the number of pulses per second gives the 
resulting RPM. 

The major contributions of this development are listed below. 
• The input voltage control variations 0-230V is achieved 

remotely at the steps of 1V by operating the digital 
switches using computer keyboard or mouse. 

• The measurement range 0-230V, 0-20A is displayed on 
the remote control panel with perfect isolation between 
web server and electrical hardware.  

• The system is well suited for remote experimentation on 
DC drives with the adoption of collaborative e-learning 
tools.  

The last section of the system is the well known electrical 
circuitry used in the laboratory activities. It uses the motorized 
auto-transformer and rectifier circuitry between the AC mains 
and the DC drive. The control circuits are designed to interface 
the DC servo motor of the autotransformer with server, where the 
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digital control commands from server operates the 
autotransformer. The circuits to measure voltage and current of 
the motor are directly connected to armature and field windings 
and are down-converted and fed to web server through the data 
acquisition system.  

The control and measurement of electrical parameters of the 
remote hardware is achieved through the LabVIEW virtual 
instruments (VI). The front panel, where the control and 
measurements are accomplished, is remotely accessible as a web 
page through the internet. 

III. WEB INTERFACE TO ELECTRICAL HARDWARE 

The custom built hardware is the electric circuits used to 
interface the electrical hardware with the data acquisition system 
connected to the web server. The data acquisition system consists 
of NI PCI6251 and ELVIS workstation, which supports 12 
channels of Analog Inputs(AI0-AI11) in Referenced Single 
Ended (RSE) mode, 2 channels of analog output and 8 channels 
of independent Digital I/O’s (Input: DI0-DI7, Output: DO0-
DO7). The digital outputs are used to generate control commands 
to external power hardware and analog inputs are used interface 
measurement circuitry with virtual instruments. The signals of 
digital I/O are TTL compatible with 8 bit resolution [8]. Table 1 
describes the ELVIS interface with the DC motor control and 
measurement circuitry. The digital output DO0 controls the main 
power to the DC Motor. The pair of digital outputs is used to 
control the input voltage at each windings of the motor.  

A. Input Voltage Control Interface 

Remote control of input voltage to the DC drives is achieved 
using the motorized autotransformer with its servo motor is 
controlled by the digital output commands from the web server. 
The motorized auto transformer controls the input to the rectifier 
circuit. The user can set the position of the autotransformer wiper 
by operating the virtual instruments either through mouse or 
keyboard, but accurate settings can be made using keyboard 
control. The basic electrical diagram of the servo control 
mechanism is shown in Fig. 2. 
 

 
 

Fig. 2. Input voltage control interface with DAQ system. 
 

TABLE 1 
ELVIS I/O PORTS INTERFACE  WITH CUSTOM HARDWARE 

 
SI. 
No. 

ELVIS I/O 
Channel 

Function 

1 DO0 ON/OFF 

2 DO1, DO2 Field Voltage (Control) 

3 DO3, DO4 Armature Voltage (Control) 

4 AI0 Field Voltage (Measure) 

5 AI1 Field Current(Measure) 

6 AI2 Armature Voltage (Measure) 

7 AI3 Armature Current(Measure) 

8 AI4 Speed/RPM (Measure) 

 
The hardware consists of motorized variable output auto 

transformer, 12V DC servo motor, Single Pole Double Throw 
(SPDT) relay, latching relay and data acquisition system. The 
digital control signals from the data acquisition system controls 
the SPDT and latching relays to operate the servomotor with    
+/-7Volts. The connected polarity of the DC supply decides the 
direction of rotation of the motor which in turn moves the 
autotransformer wiper in either increase or decrease the output 
voltage. The DC servomotor is operated with +/-7V DC which 
gives the secondary side voltage control in steps of +/-1V. Hence 
the output of the autotransformer is digitally controlled for the 
complete range of 0-250V, 50Hz, AC signal in steps of 1V. 

B. Isolation and Down Conversion Logic  

This logic is developed to measure the electrical parameters of 
the DC Drive through LabVIEW virtual instruments. The voltage 
and current ratings of the custom built electrical circuitry is DC 
0-230V, 0-20A respectively. The conversion from 0-230V DC 
signal to 0-10V DC and interface this signal to data acquisition 
system with perfect isolation is performed at this stage. The 
various components constructs this logic includes attenuator, V/F 
(Voltage to Frequency) converter, optocoupler, F/V (Frequency 
to Voltage) converter and a low pass filter. The logic used in the 
conversion process is shown in Fig. 3(a).The V/F and F/V 
converter provides linear conversion; hence the accuracy in 
measurement is improved. The low pass filter (LPF) outputs the 
DC signal without ripples present in it.  

The current measurement follows the same principle with 
minor changes in the signal path. The conversion stages for 
current measurement are shown in Fig. 3(b). 

Initially the current in the motor windings are converted to 
equivalent voltage by connecting a small resistor in the current 
path and the voltage across it is taken for the measurement. The 
small voltage proportional to current is suitably amplified and fed 
to the input channel of DAQ system. The same method used for 
voltage measurement is followed with a buffer at the final stage.  
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Fig. 3. Block diagram of Isolation and Down-conversion logic. 
 (a) Voltage down-conversion (b) Current down-conversion 

IV. REMOTE CONTROL PANEL 

The graphical programming language LabVIEW is used in the 
development of GUI (Graphical User Interface) and it offers 
several methods for remote access using TCP/IP protocol without 
additional programming. The LabVIEW VIs developed to 
control and measure the parameters of the remote hardware is 
shown in Fig. 4. The LabVIEW programs are called Virtual 
Instruments (VI) because their appearance and easy operation 
imitate real instruments. A VI mainly contains a “front panel” 
which serves as the user interface and a “block diagram” contains 
the graphical code. The LabVIEW web server is used to create 
and publish HTML documents of the front panel on the web and 
embed VIs in a web page. The VI front panel can be viewed 
remotely, either from within LabVIEW or from within a web 
browser, by connecting to the LabVIEW built-in web server.  
When the front panel remotely opened through the web, the web 
server sends the front panel to the client, but the block diagram 
and all other sub VIs remain on the server computer. The remote 
client can interact with the front panel in the same way as if the 
VI were running on the client, except the block diagram executes     

 

 
 

Fig. 4. Remote Front Panel for Control and Measurement 
 

on the server [9]. This feature is used to publish entire front panel 
or to control the remote application safely and easily. The meters 
read the actual values after the scaling operation are performed 
through the graphical code The client side uses the “LabVIEW 
run-time engine”, freely downloadable software to execute the 
commands in remote environment. 

V. CONCLUSION 

On-line control of DC machine for remote laboratory 
application is described in this paper. The integration of 
advanced tools with existing facilities enhances the flexibility 
and ease in operation without much additional costs. The DC 
machine is driven by the electrical power line supply and the 
sophisticated interface structure is designed to address the safe 
and user friendly interface with accuracy in control and 
measurement. The flexible and versatile design and 
implementation of the system is suitable to be used in the areas 
where remote interaction with the electrical drives is required. 
This specific design is intended to be used in the remote 
laboratory applications on DC drives. 
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Abstract –In this paper, from the viewpoint of engineering 

applications, we consider the tracking regulation for unusual motion 

pattern such as sawtooth, square wave etc. The method can be 

summarized as follows. Firstly, we use a dynamic mechanism to 

regulate the gain of Integral part of PID controller such that the 

system can eliminate the disturbances which are form the system 

itself or exogenous, and then the system can be synthesized easily. 

Secondly, we design the control input through proper forms of 

nonlinear combination of Proportional and Derivative of error for 

the remainder system which without disturbances. The method can 

reject uncertainties or disturbances effectively and implement output 

regulation powerfully even though the system contains uncertainties 

or suffers form disturbances, and even the targets' movement is 

unusual. The method can also be extended to higher order systems 

or to MIMO interconnected systems. The theoretical analysis and 

simulation results are given to indicate the effectiveness of the 

method. 

 

Keywords –unusual motion, output control, PID control, ADRC  

I. INTRODUCTON 

It is well known that PID control is still widely used in 
process controls because of its robustness and with a simple 
structure ([1]--[3]). Modern control theories in recent decades 
don't changed the fundamental status of PID control in real-
time process controls ([4], [5]).  

Based on many years development of PID control ([3], 
[6]), especially nonlinear PID control ([6], [7]), another kind 
of control method ---ADRC was proposed ([8]). The method 
has gotten developed in recent years ([8]--[10]). It can not 
only get rid of the influence of disturbances but also get 
better control performance as well. The basic principle of 
ADRC is that it uses the extended state observer (ESO) ([7]) 
to estimate the influence of disturbances or uncertainties 
indirectly, and force the system changing in a normalized 
way. And then it constructs a new control input for the 
remainder system which without disturbances. Because of its 
strong ability to reject disturbances, it has been expanded 
widely (see [8]--[10] and references therein). 

In this paper, we consider the output regulation for 
tracking unusual motion patterns. We use a dynamic process 
to adjust the gain of Integral part of PID control to eliminate 
the uncertainties or disturbances. And then by using proper 
nonlinear combinations we assign the structure of control 
input for the remainder system which without disturbances. 
We also consider the cases such as higher order systems and 
MIMO interconnected systems, etc. The main idea and 

theoretical results are provided. Some simulation results are 
shown to indicate the effectiveness of the method. 

The benefits of the control method are as follows. It can 
get rid of the influences of disturbances or uncertainties 
effectively and make the systems' synthesis easily. Based on 
the using of tracking-differentiators, it can make a proper 
tracking for targets which move in the way of undifferential, 
or even discontinuous. It can also extend the functions of 
ordinary PID controllers to higher-order of systems. The most 
important thing of all is that the method is more a kind of 
control technique than a kind of control theory. Therefore it is 
easy for engineering applications. It is the new form of 
ADRC that, without estimating the influence of disturbances, 
we can still get rid of the impact of disturbances effectively, 
and can fulfill powerful output regulation as well. Theoretical 
analysis and simulation results indicate the efficiency of the 
method. From the viewpoint of control theory, it can also 
implement the linearization and decoupling even for 
uncertain systems, which is impossible form the viewpoint of 
differential geometry method. 

The paper is organized as follows. In section 2, the basic 
idea of the method, which we call it the new form of ADRC, 
is described. Section 3 provides the main results about the 
new form of ADRC. In section 4, some simulation results are 
shown to indicate the efficiency of the method.  

II. THE STATEMENT OF PROBLEM 

To implement output tracking, the practical method is PID 
control. Suppose that )(tyr is the reference input, )(ty  is the 
output of system. The error is )()()( tytyte r −= , then the 
conventional PID control input is: 

)()()()( 210
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t

t

&++= ∫ ττ                                            (1) 

where 210 ,, aaa  are the design parameters of integral, 
proportional and derivative respectively. 

To avoid the contradiction of overshoot and fastness in 
output response process, the nonlinear PID controller was 
provided ([6]), and the control input can be chosen as follows: 
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where 10 ≤< α  is also a design parameter. 
One of the most important problems in PID control is the 

tuning of the parameters 210 ,, aaa  in (1) or (2). It is still be 
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considered in many papers ([3] and [9]). In author's opinion, 
the main difficulties in tuning the parameters of PID 
controllers are the following two aspects. One is the 
uncertainties or disturbances encountered. The other is that 
all parameters should be tuned simultaneously. 

Now, we will turn the problem of parameters' tuning into 
disturbances' rejection plus the control system synthesis for 
the remainder system which contains no disturbances. The 
main idea can be summarized as follows. 

For the sake of simplicity, we take the following form of 
error system for example 

⎩⎨
⎧

++=

=

utdeefe

ee
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21

&

&
                                                   (3) 

where )(td  is the disturbance which comes from the internal 
or exogenous. Here, the disturbance means, in addition to the 
one as usual, the unmodeled part, or even the generalized 
derivative which is gotten by using tracking-differentiators 
for preprocessing of the unusual tracking targets. Therefore, 
in order to solve the control problem, based on the elicitation 
of the variable structure control method ([4]), we hope to 
eliminate or reject the disturbance first, and then force the 
system (3) changes in following way: 
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How to meet the need stated above? We will prove that 
disturbances can be rejected by introducing dynamic 
mechanism into PID controllers to adjust the gain of the 
integral part of the PID controller. And then we can use the 
proper combination of Proportional and Derivative as the 
control input ( u ) for the system without disturbances. That is 
the basic idea of the new form of ADRC we provided here. 

If the disturbances can be taken away from the system, 
the new control input u  can be chosen in the form of linear 
or nonlinear one which depends on the form of ),( 21 eef .  

In order to improve the efficiency of output regulation for 
tracking unusual targets, based on the idea of nonlinear PID 
controllers ([6]), the control input u can be chosen as: 

( ) ( ))(sgn)()(sgn)()( 21 teteateteatu && αα
+=                        (5) 

where 10 ≤< α  is a given constant. 
So the main problem here is how to accomplish the goal 

stated above. And if it is possible, after rejecting the 
disturbances, the remaining problem is to assign the control 
input u  or to choose its parameters. 

III. THE MAIN RESULTS 

The key to the problem here is the choice of proper 
dynamic mechanism which used for regulating the gain of 
Integral part of PID control. Here, we choose the following 
form which is the same as given in the book ([5]). That is to 
say, we introduce the dynamic process )(tµ  described by the 
following differential equation: 
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where )(eσ is the functional of control error, it can be  
determined by control requirements, and 0>ω  is a given 
positive constant. Therefore the control input is: 
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where u  is the control input for the remainder system which 
contains no disturbances. 

Next, we will pay attention to the possibility of choosing 
the design parameters γ  and 0a . We consider the system of 

(3), (6) and (7). Obviously, it is described by differential 
equations with discontinuous righthand sides. The existence 
and extension of its solution can be considered according to 
[11]. 

Lemma 1. For the solution )(tµ  of equation (6), in which 
0>ω  is a given constant, it is evident that 

1)( ≤tµ                                                                             (8) 

And if )(eσ  keeps sign in interval ],[ 21 tt , and 
γ
2

12 >− tt  , 

it can be shown easily that 
)))((sgn()( 22 tet σµ −=                                                       (9) 

Based on the basic characteristics of )(tµ , we will get 
related results about the design parameters of γ  and 0a  for 
certain different cases. 

A. The basic estimation of design parameters for second 

order uncertain systems. 

We will consider the estimation of design parameters for 
second-order systems first. 

Theorem 1. Consider the second-order uncertain system 
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where )(td  is uncertain part, )(tµ  is given by (6), and let 
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hold, there is a finite time 't , as 'tt ≥ , the following equality 
holds 
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Proof:  Getting the derivatives for both sides of (11), we 
have 
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It should be mentioned that the derivative of )(td  may be 
a generalized one when )(td  is a undifferential function. 

According to (8) we know 1)( ≤tµ , then 

)))((sgn()( 1 tet σµ −=&  

So, if (13) is true, we have the following inequality. 
0<σσ &  

Next, we will prove that there is a finite time '
1t  such that 

0)( '
1 =tσ . 

As a matter of fact, if σ  is to be nonzero form 1t , i.e. σ  

keeps sign, then according to Lemma 1, as 
γ
2

1 +> tt , we have 

the following equality 
)))((sgn()( 1 tet σµ −=                                                       (15) 

Therefore from (12) and (15) we know that σ  has the sign 
opposite to itself. So there is a contradiction, i.e., there is a 

finite time '
1t  such that 0)( '

1 =tσ . 

According to the analysis above we know that Theorem 1 
holds. 

From Theorem 1 we know that, under the given conditions, 
we can choose γ  and 0a  to reject disturbance directly. So 

we needn't known the specific form of )(td , and we need 
only know the upper and lower variant boundary of )(td  and 

)(td& . And the other parameters can be assigned by the 
requirements of performance which should keep stability of 
the remainder system. From the viewpoint of parameters' 
tuning in PID control, the method can turn the conventional 
tuning method which should choice the three parameters 
simultaneously into the method that the parameters can be 
determined separately. 

On the other hand, for engineering implementation, 
because of )(td  is often unknown to us, we can choose )(eσ  
in the following form: 

ueefee −−= ),()( 212&σ  

In such a case, we can avoid the difficulty of getting )(td  

and )(td&  directly. 

B. Results for nth-order SISO systems. 

In this subsection we extend above results to nth-order 
SISO systems. In such cases, in order to improve the ability 
to reject disturbances, we make a slight change to above 
results, i.e., we add a constant k or parameter to the Integral 
part of PID controllers. Similar to the proof of Theorem 1, we 
have the following results. 

Theorem 2. Consider the nth-order SISO system 
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where )(tµ  is decided by (6) and 
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hold, there is a finite time )(' 0tt ≥ such that, as 'tt ≥ , the 
following equality holds 
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And the result also indicates that we can extend the former 
PID control method form second-order systems to higher-
order systems. 

C. The analysis results for interconnected systems. 

For interconnected systems, we can regard the 
interconnected terms as disturbances. Therefore the above 
results can be extended to following systems. 

Theorem 3. Consider the following interconnected system 
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where mi ,,1L= , ),,( 1 mi eeg L , )(td i  are the interconnected 

terms, and )(tiµ  ( mi ,,1L= )  are given by (6), and let 

),,()(

)||||()(

1

1110
0

mii

m

t

t
ii

eegtd

deeae

L

L

+

++= ∫ τµσ
                                      (21)  

Then as 
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and 
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hold, there is a finite time )(' 0tt ≥ , as 'tt ≥ ,  the following 
equality holds , for mi ,,1L=  
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Proof: Similar to the proof of Theorem 1 we know that 
Theorem 3 holds. 

According to the conclusion above we know that, through 
proper choice of the design parameters, we can also realize 
decoupling of the interconnected systems by the method 
given in this paper. 

Similar to above analysis we can get results for more 
general form of MIMO systems. 

Theorem 4. Consider the nth-order SISO system 
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where mi ,,1L= , ),,( 1 mi eeg L , )(td i  are the interconnected 

terms, and )(tiµ , mi ,,1L=  is given by (6), and let 
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Then as 
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hold, there is a finite time )(' 0tt ≥ , as 'tt ≥ ,  the following 

equality hold, i.e., for mi ,,1L=  
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All these results show that, by the method, we can not only 
reject disturbances but also realize decoupling for 
interconnected systems effectively. And then we can design 
control input for systems which are the ones without 
disturbance or are decoupling. So the design can be 
accomplished easily according to classical or modern control 
methods. At the same time, the method avoids the problem of 
constructing ESO, which may be difficulty for some systems 
with complex structures or interrupted by disturbances 
seriously. 

IV. SIMULAITON RESULTS 

We present some simulation results for the method 
discussed above in this section. For a nonlinear uncertain 
system 
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where nRx ∈ ，B, C, D are proper matrices which keep the 
equation meaningful. y is the output, and assume that it can 
be measured. )(td  refers to disturbance which is unknown to 
us. In order to make y  follows the given signal ry  which is 
unusual, we adopt the new form of ADRC for nth-order 
systems (where 2≥n ). 

In doing simulation, the tracked signal ry  may be 
undifferential. Therefore we can preprocess the signal by 
using tracking-differentiators (TD) ([12]) which is a 
nonlinear system as follows: 
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From [12] we know that, as ∞→R ,  we will have the 
results such as ryx →11  and ryx &→12 . So we can regard 12x  
as the (generalized ) derivative of ry . 

A.  Getting higher-order derivatives 

First, after the preprocessing of ry  and y , we can get the 
error and its higher-order derivatives:  
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where 1e  is the error, 2e  is the first-order derivative of error, 
and 3e  is the second-order derivative. 

Then, for second-order system, let )(tµ  determined by 
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And the control input is the following one: 
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where 0a  can be determined by the range of disturbance and 

disturbance's derivative. And 21, aa  can be gotten by 
assigning which should keep the stability of the following 
error system: 

( ) ( )⎪⎩
⎪⎨⎧

++=

=

)(sgn)()(sgn)(),( 21212

21

teteateteaeefe

ee

&&&

&
αα              (34) 

So we can choose 0a  according to (12), and then assign 

21, aa  properly. As for other kind of systems, we can deal 
with them in a similar way. 
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C. Simulation examples. 

In all simulations, let 5.0=ω in (6). Other parameters can 
be chosen based on certain given situations. 

Example 1. Consider the following second-order 
nonlinear system 
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where 4.9sin(t) can be regarded as a term of disturbance. We 
hope that the output 1xy =  can follow the reference signal ry  
which takes the form of square and sawtooth waves 
respectively. Owing to the undifferential of the reference 
signals, we can use TD to smooth ry . Here we choose the 
discrete form of TD ([13]) for precision. The parameters in 
TD are chosen as r=30, h=0.01, T=0.01. The parameters in 
PID are given by 0a =20, 1a =90, 2a =90, and the parameter of 

γ =10. The results on output tracking of the two cases are 
shown in Fig. 1 and Fig. 2 respectively. 

 
Fig.1 The output result of tracking square wave 

Fig.2 The output result of tracking sawtooth wave 

Example 2. Consider the third-order nonlinear system 
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where sin(10.5t)+5.8 be regarded as a term of disturbance. 
We hope that the output 1xy =  can follow the reference signal 

ry . Here )20sin( tyr =  is the signal with a high frequency. 

Because the setting signal ry  and the output signal 1xy =  are 
all continuous functions, no TD is used in this simulation. 
The parameters k, 0a  in (18) and γ  in (19) are 100, 0.06 and 

10 respectively. The remainder part of control input, that is, 
the u  is chosen in the form of 

( ) ( ))(sgn)()(sgn)()()( 33322211 teteateteateatu && ααα
µ ++= . And 1a  

=18660, 2a  =13678, 3a =50. The results are shown in Fig. 3.  

 
(a) The result on control output of tracking sin(20t)  

 
(b)  The result on tracking control error 

Fig.3 The results of tracking high frequency function 
and the tracking error 

 
Example 3. Consider a nonlinear system related with the 

vehicle dynamics ([14]) 
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where  

⎟⎟⎠
⎞⎜⎜⎝

⎛
++−−=

m

d
x

m

K
x

x
xx

m

K
xxa mdd 2

23
2

3232 )(

1
2:),(

τ
                 (38)  

and 

)(

1
:)(

2
2

xm
xb

τ
=                                                                 (39) 

where m  is the mass of vehicle, τ  is the time constant of its 
engine, dK  is the aerodynamic drag coefficient, md  is the 
mechanical drag, and u  is the engine input. 

We hope that the trajectory of the vehicle 1x  has a certain 
given form as follows: 
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And 2x , 3x  can track ry& , ry&& respectively. 
We choose the parameters as follows: in (6) 9,5.0 == ωγ ; 

in TD, 01.0,01.0,30 === Thr . u  is  chosen in the form of  ∑ =
=

3

1

6.0 )sgn(||
i

iii eeav , and 1a =19050, 2a =9398, 3a =6731. 

The tracking results of velocity and acceleration, i.e., 32 , xx  
are shown in Fig. 4. 

 
(a) The result of 2x  tracking ry&  

(b) The result of 3x  tracking ry&&  

Fig.4 The results of 2x , 3x  tracking the given functions 

From these results, it can be seen that, using the new form 
of ADRC, we can get better tracking results not only for 
unusual signals but also for tracking high frequency signals. 
At the same time, we can get better results for the systems 
which with higher orders (see Example 2), and even for the 
disturbances which are with the ‘stochastic’ characteristics. 

It seems that the new forms of ADRC have more 
parameters to be tuned than the former one, or the structures 
are more complex than original PID controllers. As a matter 
of fact, the main parameters in the new ADRC are 0a  and γ , 
which can be determined by the theorems given above. The 
other parameters such as 1a  and 2a can be chosen by 
assigning. And the choice of parameters in TDs can be 
founded in [13]. So, it is easier here than former one. It 
should be mentioned that the choice of those parameters can 
be fulfilled separately. 

Of course, the main problem here is that we use the 
integration about the absolute value of error in (7). It may 
cause amplification of error on disturbances' rejection. This 

can be avoided by using ττ de
t

t∫0

)(  instead of ττ de
t

t∫0

)( . But 

this will not have any influence on the simulation results of 
output tracking nearly. 

V. CONCLUSIONS 

It is the method given this paper that the synthesis of 
control system can be changed into the estimating the 
boundary of disturbances (instead of the construction of ESO 
in former ADRC) plus the assignment of other parameters or 
proper forms of errors for the remainder system which 
without disturbances. The assignment of the remainder parts 
can be implemented by the performance of tracking control. 
And simulation results indicate the effectiveness of the 
method. 

At the same time, from simulation results for above 
systems, we can get following conclusions. 

For a group of given design parameters, the tracking 
results may keep unchanged nearly even those systems' forms 
changed in proper ranges. That is to say, the method has 
certain robustness. To keep the effectiveness of tracking, the 
design parameters can also be changed in certain ranges. That 
is to say, the control method also has certain adaptability. 
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Abstract—This paper describes the design of a high 
performance, low power fully differential telescopic 
amplifier. As is well known, high gain differential 
amplifiers require an additional Common-Mode 
Feedback (CMFB) circuit owing to their high output 
impedances.  This is because high output impedance 
makes it difficult to fix their output DC level. The 
additional CMFB circuitry serves the function of 
controlling the output common mode DC level. The  
telescopic amplifier designed here using CMFB 
circuitry is simulated using 180nm technology in 
Cadence EDA tool. A low frequency gain of 63.9dB is 
obtained with a power dissipation of 1.38mW and a 
Unity Gain Frequency of 114MHz. 

Keywords: Common-Mode Feedback (CMFB), gm/ID 
method, fully differential telescopic amplifier 

 

I. INTRODUCTION 

High gain differential amplifier is ubiquitous in 
today’s analog circuits owing to its improved 
immunity to noise, larger output swings and reduced 
distortion. In particular, an amplifier with high speed 
and low power dissipation has high utility in various 
applications like ADCs and DACs. However, the 
design of a fully differential telescopic amplifier is 
complicated as the DC level of its output is not well-
defined. One of the reasons for this is the current 
mismatch [1] between p-channel and n-channel  
MOSFETs used in the amplifier. To solve this 
problem and to clearly define the DC common mode 
level at the output node a CMFB circuit is inevitably 
needed.  

Fig. 1 shows the simplest possible fully differential 
amplifier with CMFB. In order to clearly define its 
common-mode level; the required CMFB block is 
shown which has three inbuilt components, namely, 
sense circuit, auxiliary amplifier and return 

mechanism [1]. The sense circuit is implemented 
using source followers (SFs) and sensing resistors. 
The sensing is done at the source of the SF by means 
of resistors of appropriate values [1]. The voltage  

 

thus sensed is compared with the desired output DC 
common mode level by means of an auxillary 
amplifier. This amplifier regulates the gate voltage of 
the tail current transistor which comprises the return 
mechanism. The regulation of the current through the 
transistor achieves the desired function of controlling 
the output common mode level. But, simply attaining 
the desired common-mode level is not enough as the 
CMFB loop introduces stability issues [5] and hence, 
the circuit must be compensated accordingly [2,3]. 
The details of design mechanism follow in the next 
section. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 1.  Conceptual topology for Common-Mode Feedback 

II. DESIGN METHODOLOGY 

A. Estimating design parameters 

The design is done keeping in mind a set of target 
specifications. We aimed at a gain of about 60dB 
(1000V/V), -3dB frequency of 100 kHz, Unity Gain 
Frequency of 100 MHz and power dissipation of 
1mW for the circuit. Now, the low frequency gain 
(Av) for the schematic shown in Fig. 2 is |Av| 
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=gm*Rout. Also, ω-3dB  1/(Rout*CL), so we can 
estimate Rout [ 1/(ω-3dBCL)= 1/(2π*100kHz*1.1pF) ] 
as 1.45MΩ. Hence, gm can be approximated as 
[Av/Rout = 1000/1.45MΩ] 0.6897mΩ-1. Now ID, the 
bias current of the telescopic amplifier, can be 
approximated as PD/VDD*n, where PD (~1mW) is the 
power dissipation, VDD (3.3V) is the supply voltage 
and ‘n’ (=8) is the number of branches in the circuit. 
The value of ID comes out to be around 38µA. So, we 
choose a value of ISS/2 as 50µA while currents are 
mirrored in the remaining branches with appropriate 
aspect ratios. Having got gm (~0.6897 mΩ-1) and ID = 
ISS/2 (~50 µA) and by using the gm/ID technique, VOV 
for different MOSFETs are found out. Now, by using 
the ID/(W/L) plots, W/Ls are determined.  

B. Generating Biases 

In the schematic (Fig. 2), the MOSFETs are 
numbered left to right and top to bottom (e.g. MOS at 
top left corner is M1 while the one at bottom right is 
M31). In the figure, M11 and M16 are biased by M19 
(diode-connected) which is stacked over M20 (diode-
connected). This puts an upper limit on ICMR of 1.8 
V while the lower limit is 1.2 V (VT12 + VOV13). 
Hence, the input bias at M12 and M17 is chosen 
midway at 1.5 V. Also, to maximize the output 
swing, p-channel MOSFETs (M9, M10, M14, M15) are 
biased using the low-voltage cascode technique [1].   

C. Sensing the Common Mode Level (VCM) 

For sensing VCM we use Source Followers (SFs) 
followed by resistors. Direct sensing by resistors (R) 
is not advisable as it affects the gain of the amplifier 
and necessitates a huge value of R, thereby 
consuming substantial chip area. However, the use of 
SF puts a lower limit of 1.3V on OCMR. Moreover, 
the value of resistors is chosen large enough so that 
the MOSFETs are not starved during a large signal 
swing [1]. These resistors can be easily replaced by 
means of MOSFETs operating in triode (linear) 
region. 

D. Auxiliary Amplifier 

To compare VCM with VREF (desired output DC level), 
an auxiliary amplifier is designed with n-MOS loads. 
The gain of this amplifier need not be very large as a 
significant gain is provided by the telescopic 
amplifier for the CMFB loop. Besides, with a high 
gain auxiliary amplifier, sufficient Phase Margin for 
the CMFB loop is difficult to achieve. An additional 
SF stage (using M30 and M31) is designed so that 
(VREF – VGS) can be directly compared with (VCM – 
VGS). 

E. Return Mechanism 

For stability and compensation considerations [2], 
bias current is controlled using two MOSFETs of 
equal W/Ls (M13 with a fixed current and M18 with a 
variable current). The output of the auxiliary 
amplifier is sensed by M18, which in turn regulates 
the bias current flowing through the branches of 
telescopic amplifier. To illustrate, if VCM is greater 
than VREF, auxiliary amplifier’s output increases. This 
causes tail current through M18 to increase and thus, 
resulting in a drop in the output DC level till it equals 
VREF.  

III. RESULTS 

This section outlines the detailed results obtained 
after performing appropriate simulations for the 
designed circuit. It is observed that the targeted 
specifications are met with reasonable accuracy. 
Some of the specifications are:  

ICMR    1.2V – 1.8V  
OCMR    1.3V – 2.9V   
OUTPUT SWING  + 1.6V 
POWER DISSIPATION   1.38 mW 
SLEW RATE   45.45 V/µsec 

 

TABLE I.  DESIGN SPECIFICATIONS 

DESIGN SPECIFICATIONS VALUES OBTAINED AT DIFFERENT PROCESS CORNERS 

TT (250 C, 3.3V) FF (00 C, 3.63V) SS (1000C, 2.97V) 
Amplifier DC (Open Loop) Gain  63.9 dB 53.6 dB 63.6 dB 
Phase Margin for amplifier 87.580 86.130 85.70 
CMFB Loop Gain 54.97 dB 52.75 dB 45.36 dB 
Phase Margin for CMFB Loop 82.050 820 87.250 
Unity Gain Frequency 114 MHz 143.5 MHz 86.8 MHz 
CMRR 88.4 dB 70.24 dB 72.2 dB 
PSRR 103.2dB 87.82 dB 77.98 dB 
Settling Time (t1%) 63 ns 49 ns 79.5 ns 
Input Noise (at 10Hz) 3.2 µV/  2.4 µV/  4 µV/  
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TABLE II.  ASPECT RATIOS OF THE TRANSISTORS 

MOS W/L (µm/µm) MOS W/L (µm/µm) 
M1, M5 6.1/0.36 M10, M15 175/0.36 
M2 3.1/0.36 M11, M13, M16, M18 11.25/0.36 
M3 25/0.36 M21, M22, M23, M24 11.25/0.36 
M4, M7, M8, M19, M20 1.125/0.36 M27, M29, M30, M31 11.25/0.36 
M6 17.5/0.36 M12, M17 11.25/0.36 
M9, M14, M26, M28 61/0/.36 M25 122/0.36 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2.  Schematic of Telescopic Cascode Amplifier with CMFB  

The remaining specifications are tabulated in 
Table I while Table II gives the aspect ratios of 
the MOSFETs. The simulation results obtained 

for AC analysis (Fig. 3 & Fig.4) and transient 
analysis (Fig.5 & Fig. 6) are given below. 
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Figure 3.  AC gain and phase for the telescopic amplifier  

 

Figure 4.  AC gain and phase for the CMFB loop 

IV. CONCLUSIONS 

A high gain, low power, fully differential telescopic 
cascode amplifier is implemented using CMFB 
circuit. Stability of both amplifier as well as CMFB 
loop [5] is ensured by obtaining sufficient Phase 
Margins. The potential application of the circuit is in 
precision ADCs/DACs, Buffers, Comparators, 
Sample and Hold Amplifiers etc. due to its high gain 
and bandwidth. Also, the design methodology and 
CMFB circuit used here can be replicated in the 
implementation of folded cascode and gain boosted 
telescopic amplifiers depending upon the specific 
voltage swing and gain requirements. The only 
apparent limitation of the circuit turns out to be its 
marginally low output voltage swing. Thus, the utility 
of the design can be further augmented by improving 
the differential output swing and reducing settling 
times by leveraging the substantial Phase Margins 
present at our disposal.  

 

 

Figure 5.  Differential Output for 1mV differential sine input 

 

Figure 6.  Step response for a step input of 1.5V (settling time 
63ns for 1% error) 
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Abstract— The paper addresses the issue of unusual ICT tool 
application in the development of communicative competences 
during drama classes. It also presents the practical 
implementation of a case study method with the application of 
ICT tools. The case method was used for an interesting 
combination of acquiring communicative competences including 
drama skills by means of applying modern computer software. 
The target group was the 3rd form pupils of Klaipėda primary 
school. The activities planned to cover skills of language and 
literature, drama and ICT. 

The significance of the presented case is based on the following: 
pupils’ communicative skills can be improved; learning is based 
on the integration of inherently different subjects, such as drama, 
language and ICT; skills of the three subjects are educated in a 
creative way. 

I. INTRODUCTION 
The case method is a method of learning that is based on 

active participation, cooperation, and democratic discussion of 
a practical situation presented in the form of a fiction story or 
an actual case. A particular case study of technology 
application was one of the activities of CaMOT (Case Method 
of Technology for Practical Use of Training Teachers) project1, 
supported by the European Commissión Socrates Programme, 
with Klaipeda University as one of the partners. 

The problem is that traditional methods do not provide 
sufficient opportunities to develop the communicative 
competence of speaking. Learners train their communicative 
competence skills, but not to a sufficient degree, as they begin 
competing and do not try to reach individual and common 
goals. Communicative competence, and particularly speaking 
skills, could be best developed through the case study method 
at primary school. 

The main question: does the use of the case method (by 
integrating ICT, language and drama) help to develop 
communicative competence? Following the question, the main 
goal will be to prepare a program of the experiment and verify 
the program. 
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With the case study, we intended to show that learning a 
language is not only a process of learning grammar, but also a 
social one. Arts and creative activities can be viewed as study 
subjects in social-educational sciences. New perspectives of 
linkage between drama, language learning skills, and 
information communication technologies (ICT) skills were an 
area of our interest. 

The activity took place in a primary school. Two teachers 
(the form teacher and the drama teacher) were guiding case 
activities. The pupils involved came from Forms 3 to 4 of the 
primary school. Primary school in Lithuania consists of 4 
forms (from the 1st to the 4th). In the school which was 
selected for the case study activity pupils are taught various 
subjects, starting from the main subjects, such as mathematics, 
language, and literature, and ending with art subjects. 

The activities planned in the case covered skills from 
language and literature, drama and ICT. Language and 
literature skills are mainly listening, writing, and creating 
dialogs. Drama skills are recognition of emotions and mimic 
and improvement of speaking quality. ICT skills are typing a 
text, managing a standard voice recorder, and manipulating 
other standard computer software. 

The case was divided into five steps. In the first step of the 
case, children read materials and watched photo-mimic 
presentation. In the second step, pupils had to solve several 
types of tasks, e.g., to find a matching description of an 
emotion, or to find a suitable description for a given emotion or 
mimic. In the third step, pupils were presented with a recorded 
video situation in which two peoples were communicating.  

 

 
Fig. 1. Trained communicative competences and their relation 
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The film was shown without sound. Pupils then could write 
dialogs in the next step. The fourth step included dialog 
creation and their recording with the help of a standard voice 
recording software and typed texts. The fifth step was devoted 
to the presentation of created dialogs. Teacher collected all the 
created dialogs and played them one after another. At the end, 
the film was played with the original sound, and the results 
were compared. 

The communicative competences depicted in Fig. 1 were 
trained by the case activities. The significance of the presented 
case was based on the following: 

• pupils’ communicative skills were improved; 
• learning was based on the integration of inherently 

different subjects, such as drama, language and ICT; 
• skills of the three subjects were learned in a creative 

way. 
 

The next section gives a short description on the case study 
method. Section III explains a notion of communicative 
competences and the role of basic emotions in developing 
described competences. Section IV presents a tool created 
specially for practical implementation of the case activities in 
school. Section V analyses pupil achievements during an 
experimental lesson at school. Section VI gives suggestions on 
how the created tool and case study method can be used in 
training teachers. Finally, we conclude with a summary of 
results and our vision for future work. 

II. CASE STUDY METHOD 
The students can learn more effectively, if they are actively 

involved in the learning process. In science theory the case 
study approach is one of the ways to implement active learning 
strategies in schools. According to C. Davis and E. Wilcock 
[17] there are a number of definitions for the term "case study". 
Fry et al. described case study as complex example which 
gives an insight to the context of a problem as well as it 
illustrates the main issue. Fry defines case study as student 
activity based on topics that demonstrate theoretical concepts 
in an applied setting. This definition of case study covers a 
variety of different teaching structures and methods, ranging 
from short individual case studies to longer group-based 
activities. Case study is considered to be useful pedagogical 
tool. Also they noticed, the benefits of using case studies as an 
interactive learning strategy, shifting the emphasis from 
teacher-centered to more student-centered activities that Grant 
has outlined. The important fact is that case studies are linked 
with increasing student motivation and interest in a subject 
[13], [17]. 

Agreeing with authors C. Davis and E. Wilcock, we think 
that case studies are useful, because they: 

• allow to demonstrate theoretical concepts in 
application, thus bridging the gap between theory and 
practice; 

• encourage active learning; 
• provide an opportunity to develop key skills, such as 

communication, working in groups, and problem 
solving [17]. 

The case method is based on a learning principle that states: 
people learn best when they teach themselves through their 
own effort. One can gain greater understanding and improve 
skills in judgment when one works through a problem, but not 
just passively listens to a lecture. Similarly, there will be 
greater learning results if someone "uses" a theory in practice. 

 
Cases can help us in learning to: 

• apply theories to real situations; 
• solve real problems. 

 
Like real situations, cases center on an array of partially-

ordered, ambiguous, seemingly contradictory and reasonably 
unstructured facts, opinions, inferences and bits of information, 
data, and incidents out of which someone must provide order 
by selectively choosing which bits to use and which to ignore. 
In real life, others will not do this for us. Similarly, in real life 
situations, it is unlikely that any two peoples would assemble 
the data or make inferences identically. Someone will have to 
work within the limitations inherent in evidence and arrive at 
internally consistent interpretations. Experiencing the process 
of learning this way may be frustrating and confusing, but it is 
also practical and realistic. 

III. BASIC EMOTIONS WITHIN COMMUNICATIVE 

COMPETENCES 
Communicative competence: 

• is the ability to get what you are seeking from others 
in a manner that maintains the relationship on terms 
that are acceptable to all parties [1]; 

• does not mean behaving the same way in all settings 
and with all people [4]; 

• competence varies from one situation to another [16]; 
• is an aggregate of individual abilities, knowledge and 

experience that conditions self-confidence and correct 
orientation when communicating with each other [10]; 

• communication competence is, to a high degree, a set 
of skills that can be learnt [1]. 

Authors, who address communication processes, essentially 
agree that communication is continuous, dynamic, and shifting 
process. Researchers accept that communication requires 
specific personal capabilities. A capability which according a 
qualification, knowledge, and abilities allows particular person 
to perform communicative activity is defined as 
communicative competence. 

M. Canale distinguishes features to characterize 
communication and states that communication is a part of 
socio-cultural context, a form of social interaction, which is 
closely related with language. Expression forms of language in 
most cases are unpredictable and are creativity based. 

Real Decreto 1006/1991 of 14th of June establishes the 
teaching requirements for primary education nation-wide. In it, 
communicative competence comprises five sub-competences: 
grammar competence, sociolinguistic competence, socio-
cultural competence, discourse competence, strategic 
competence. For D. Hymes [7] the communicative competence 
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has four aspects: systematic potential, appropriacy, occurrence, 
feasibility. These categories have been adapted for teaching 
purposes. 

The majority of students understand emotions as feelings 
that come up in different situations. Another group of students 
explain them as being "what the body tells us". To describe 
feelings is a rather difficult task to students. Several of them 
noted, that generally feelings are apparently observable in 
physical changes; one of them involve a person’s appearance 
(for instance, blushing, sweating) and other changes involve 
behavior (for instance, facial expression gestures, posture, and 
so on). Body language is an important part of communication 
using movements or gestures and is used consciously and 
subconsciously to convey messages. Teachers-pupils and 
pupils-pupils constantly send and receive nonverbal messages 
many times a day. Pupils need to be aware of how to use 
gesture, posture, facial expression and tone of voice effectively 
to establish a good relationship. 

Social scientists generally agree that a phenomenon known 
as "feeling" consists of several components: physiological 
factors, nonverbal reactions, cognitive interpretations and 
verbal expression [1].  

In fact, it is impossible to talk about communication without 
acknowledging the importance of emotions. The role of 
emotions in human affairs is apparent to social scientists and 
laymen alike. According to psychologists R. J. Sternberg [15] 
and D. Goleman [6] there is such a phenomenon as "emotional 
intelligence". 

D. Goleman [6] makes the claim that intellectual ability is 
more than a way to measure one’s talents and that success in 
the world greatly depends on the ability to understand and 
manage one’s own emotions, as well as to empathize. D. 
Goleman [6] maintained that “Emotional Intelligence refers to 
the capacity for recognizing our own feelings and those of 
others, for motivating ourselves, and for managing emotions 
well in ourselves and in our relationships”, e.g., every thought, 
gesture, muscle, tension, everything is significant and 
meaningful, and related to the present. According to 
R. Sternberg and D. Goleman, it is possible to know and 
understand oneself on all these levels, and the more one knows 
the more he/she is free to determine their own life. 

Generally speaking, the types of emotion are: primary and 
mixed emotions, mild and intensive emotions. Famous 
psychologist R. Pluchik [9] has identified eight primary 
emotions (joy, acceptance, fear, surprise, sadness, disgust, 
anger, anticipation) and those primary emotions can combine 
to a mixed form (optimism, love, submission, awe, 
disappointment, remorse, contempt, aggressiveness). In real 
situations, we would probably feel mixed emotions.  

Some researchers believe there are several “basic” or 
“primary” emotions. However, there isn’t much agreement 
among scholars about that those emotions are, or about what 
makes them “basic”. Moreover, emotions that are primary in 
one culture may not be primary in others, and some emotions 
have not direct equivalent in other cultures. Despite this, most 
of them accept that anger, joy, fear and sadness are common 
typical emotions [1]. Emotions can be sorted according to 

different degrees of intensity state or arousal levels. They play 
an important role in all types of human everyday relationships. 

During the experiment, pupils had to recognize emotions 
from photos taken from their own school life. This is a way to 
provide information to students on how emotions are expressed 
in speech. The task was to create an audio clip in accordance 
with emotional situations presented in the photos (see next 
section for details). 

IV. A TOOL TO HELP LEARNING EMOTIONS 

We created a simple html based tool, which we have used 
during the experiment at the school. It consisted of a collection 
of materials (photos, videos, text, quizzes) that pupils could 
learn from, or at least looked through, trying to understand 
different types of emotions, mimics and their importance in 
human communication. A tool, as it was used during the 
experimental lesson, is available for viewing online2 in 
Lithuanian language. It contains all five stages that train 
different types of skills (Fig. 2) included in the presented case 
study.  

 
The stages of our qualifying case were as follows: 
1. Discover. Texts and simple graphics or even video 

material are presented. 
2. Apply. Solve several types of tasks. 
3. Observe. Pupils are presented with recorded video 

situations in which two people communicate. 
4. Create. Write dialog, type it, record it. 
5. Present. Present created dialogs. 
 
In the first stage of the case, two types of emotion 

description were presented to pupils. First, in the written form, 
they were presented with the structure of three rows for each 
emotion - the title, a photo expressing the emotion, and a short 
story describing possible feelings and thoughts captured in the 
photo (Fig. 4). Then, they watched slides with recorded 
explanation of the emotions expressed in the previously 
presented photos. The second stage was performed with 
quizzes that were created with the Hot Potatoes tool3. During 
this step pupils had an opportunity to test their previous 
experience and possibly apply the newly acquired knowledge 
from the first stage of the case study. 

 
Fig. 2. Trained skills 

 
2 http://ik.ku.lt/~dalia/camot 
3 http://hotpot.uvic.ca 
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Fig. 3. Using specially prepared 

materials 

 
Fig. 4. Working in pairs 

 
Fig. 5. Creation of dialog 

 
Fig. 6. Listening self recorded 

track 

The third stage was supported with example dialogs. The 
dialogs were created in accordance with the situation expressed 
in the photo, coming together with a particular dialog. There 
were three dialogs. The activity of the third stage helped pupils 
to prepare for the next stage, in which they created their own 
interpretations. 

During the fourth stage, children created a text in accordance 
with a selected picture, wrote it down on the paper by hand, 
and afterwards typed the text using the text processor (Fig. 3, 
5). For that activity, the tool included photos and video with 
different situations. After typing the dialogs in a text processor, 
pupil used standard audio recorders that came together with an 
operating system, and recorded their dialogs.  

The fifth stage was devoted to the presentation of the dialogs 
(Fig. 6) created in accordance with the given situations 
expressed in the photos or video materials.  

All the results of the practical implementation of the case 
study were collected and presented in the CaMOT project 
website4

 under the case entitled "Learning to recognize 
emotions. A case in primary school". 

V. APPLICATION OF CASE METHOD 

Social skill (abilities) have significant role in relations with 
other peoples as with members of a society. That is why it is 
important to develop communicative competence starting from 
the youngest age at primary school. Teachers should not 
neglect the social aspect in language learning, too. Teachers are 
trying to find new ideas, materials and methods how to develop 

communicative skills, however, they most often tend to use 
traditional methods [16]. Language skills are necessary for 
displaying language proficiency and social abilities. Language 
is action with which we start and maintain relationships. 

The educational reform ideas in Lithuania and experience of 
educators from Western countries stimulate the active use of 
various training methods in Lithuania. Nowadays teachers have 

 
4 http://www.camot.net 

a good opportunity to teach, train learners in nontraditional 
ways. 

The students of the third form are at the verge of 
adolescence, and their interests are diverse, as they start seeing 
the world in different ways. Various aspects become important 
to them, and the teacher’s role is to keep them interested and 
help them to develop in a variety of ways. Social skills are 
important and are not to be neglected. 

Modern program on primary education is oriented to the 
development of pupils’ competences. The content of its 
development does not eliminate subjects, but helps teacher to 
better understand that the goal of the educational process is a 
child with developed personal competences, but not a subject 
that should be taught by a teacher and learned by a pupil [3]. 
Talking about communicative competence and their 
development, the emphasis is placed on communication and 
creativity. That is due to the impact of the human 
communicative action during life: the readiness to 
communicate, which means an ability to express one’s own 
thoughts, feelings, opinion, and emotions in different 
situations, to transmit information in a precise way, to have an 
ability to create various types of texts, to be polite and follow 
cultural standards. 

Communicative competence is a complex psychological, 
pedagogical, social and physiological process that allows a 
person to interact, to send and receive information (in all oral, 
written, gesture and mime forms) and to become a full member 
of the knowledge society. In order to develop communicative 
competence in a primary school, new methods and forms of 
teaching should always be under consideration. For certain 
goals, tasks in game format are usually used, known as didactic 
games, or it can be practical tasks of writing and reading during 
language lessons. Development of technology and new 
computer-based game possibilities make an impact on art 
specialists as well, making them think about possible 
application of ICT in their subjects. Until now, ICT is rarely 
used as a tool for drama tasks in Lithuania. 

In every case of a dialog, a subtext (what it is hidden under 
the pronounced text) comes out. Participants of a dialog can 
hear the intonation and feel the emotive state of a person, can 
decide on their temperament and other things that can only be 
seen in communication. Next to the verbal language, a 
language of a different dimension exists, and it is called non-
verbal language. Often it provides more information than the 
first one and influences the verbal language. Learning to talk 
by using the opportunities of non-verbal language is important 
from primary school. The combination of verbal and non-
verbal expression makes a message clear, suggestive, 
meaningful, original, etc. An important moment is how we are 
able to manage the content of our language, formulate ideas 
and express them in a clear way, how we manage our mimic 
and gesture and how we make our message more suggestive. 
As it turned out, pupils in the third form could recognize basic 
emotions rather well. Role-playing games were very useful and 
contributed to the pupils’ getting engrossed in the text and their 
understanding of its content and emotive background. An 
interesting task for pupils is the creation of a sound track. 
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VI. PUPIL ACHIEVEMENTS 
As explained in the introductory section of the paper, pupils 

from one of Klaipơda secondary schools took part in the 
experiment. The experiment was carried out in May, 2007. 26 
students from the 3rd form of primary school took part in the 
planned activities. 

After the pupils introduced their selves with theoretical 
background of emotions, several quizzes were put in front of 
them. Quizzes were prepared in a simple way. A photo 
expressing some emotion was displayed on a screen 
(3 photos / screen). Pupils had to choose one of three possible 
answers to describe the emotion given in the picture. Students 
had to pass through four such screens with photos and possible 
answers. The computer program did the calculation of scores 
for one screen result. Quizzes were prepared with Hot 
Potatoes3 software. Students had the possibility to improve 
their answer in case the first attempt was with mistakes, but the 
final score was computed according primary result the student 
got in the first attempt. 

Table 1 summarizes the results of quiz answers. The 
columns of the table represent a number of pupils who 
answered the quiz questions with 100, 66, 33 and 0 percentage 
of quality (33% means that only one emotion given on the 
screen was recognized, 66% two emotions were recognized, 
100% means that the task was completed without mistakes). In 
section IV, every stage of the case study was explained. Some 
conclusion can be made after summarizing the results of the 
answers to the quiz questions, in which they had to recognize 
emotions (from the stance, mimics, gestures, signs) that were 
shown in the photos. Afterwards, the pupils tried to identify the 
emotions in the photos. The summary of the results of Table 1 
is presented in Fig. 7; in accordance with it: 

 
• Always identifies correctly (100%) - 32% 
• Often identifies correctly (66%) - 35% 
• Sometimes identifies correctly (33%) - 31% 
• Never identifies correctly (0%) - 2% 

 
Coming from the results of this concrete task, we conclude 

that the most part of pupils can recognize emotion quite good 
(Fig. 7.) and interactive ICT tools made the process acceptable 
and playful. 

 
 

Fig. 7. Answer distribution: 67%of target group was able to identify emotion 
right 

TABLE I 

DISTRIBUTION OF PUPIL ANSWERS TO FOUR GIVEN QUIZZES 

Number of answers: 100% 66% 33% 0% 
1 task 20 2 4 0 
2 task 7 9 8 2 
3 task 4 15 7 0 
4 task 2 11 13 0 

 
Fig. 8 - 13 show some dialogs in their written and typed 

form. As can be seen in the pictures representing handwritten 
and typed examples of dialogs, grammar mistakes made in the 
written forms of a dialog usually remain in the typed version of 
it. An interesting finding was that pupils made new ones while 

typing dialogs into a text processor. That might be explained as 
a lack of concentration while doing such a type of tasks at this 
age. Also, an impact of modern mobile technologies should be 
under consideration, because it is not a secret that people prefer 
to write SMSs without using special characters of Lithuanian 
language. 
 

 
Fig. 8. 

 
Fig. 9. 

 
Fig. 10. 

 
Fig. 11. 

 

 
Fig. 12. 

 
 

Fig. 13. 

VII. FINAL REMARKS 
The case demonstrated a way how language (written and 

spoken), drama (moving, mimics, and emotions), and ICT 
(typing text, managing voice recorder, manipulating standard 
computer software) can be used in an integrated way for 
teaching and acquiring communicative competences. Such a 
combination of tools allows reaching an infinite capacity to 
express and understand the meaning of different types of 
communicative phenomena.  

The main focus of the lesson was on the pupils’ ability to 
create dialogs on the basis of different emotions they identified, 
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given the fact that all the activities were carried out by using 
modern ICT tools and software. 

Traditional approaches treat a language as a free standing 
package of knowledge, used to analyze and observe it. Many of 
us have learnt language that way. Learning a language is a very 
abstract process, and it is known that the traditional approach 
to learning it does not appeal to everyone. The best results of 
learning a language are seen when learning becomes a part of 
our life experience.  

One of the most common uses of language for the expressive 
or emotional purpose is a means of getting rid of our nervous 
energy, when we are under stress, or are happy and joyful, 
angry, afraid, etc. Traditional methods of teaching do not give 
enough opportunities to develop oral communicative 
competence.  

Combined tools incorporating advances of ICT bring new 
possibilities to methods used for training communicative 
competences and find their place even in teaching arts and are 
successfully applied as it was shown in this particular case. 

The particular case study can be extended to a broader 
activity by attracting subject teachers and developing special 
software tool and teaching methodology. 
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Abstract- To apply Lean strategy/principles anywhere means 

doing more and more with less and less – less time, space, 
machinery, materials and human efforts. Although Lean 
principles are rooted in manufacturing, they apply universally. 
The challenge for each firm is to translate, tailor and apply them 
to its own situation. This paper deals with the deep 
understanding of the functioning of Office of Admissions at 
Texas A&M University Kingsville, and the usage of Lean 
concepts, practices and principles to offer some suggestions and 
recommendations in order to improve the admission decision 
making process. An effort has been made to completely 
understand the work of the office (right from receiving of the 
application packet from a student to the final admission decision 
made for that student) and make work flows for each category 
of students applying for admissions. Some recommendations 
based on lean principles have given to make the admission 
decision making process lean and reduce the lead time to 
evaluate and process the admission applications. The Office of 
Admissions has been viewed as an organization with its product 
being the final decisions made for students about their 
admission to the school.  

I. INTRODUCTION 

Many manufacturing and service businesses are using lean 
management principles and practices as a means to improve 
business processes, which in turn improves productivity and 
competitiveness and deliver greater value to end use 
customers. The office of admissions is one of the vital offices 
of Texas A&M University, Kingsville. It comprises of eleven 
staff members. The flow of work starts right from receiving 
the application packet from a prospective student to the final 
admission decision made for that student. In this paper the 
complicated functioning of the admissions office has been 
highlighted and its simple and smooth work flow is desired. 
The usage of Lean and its concepts, practices and principles 
has been done while working on the work flows and while 
offering suggestions and recommendations. Here the 
admissions office is the organization in which the Lean can 
be implemented so that the elimination of waste processing 
time is done and the customer i.e. the student applying for 
admissions are benefited.  

The underlying aims of the paper are: 

1) Understanding the complicated and diverse work flow 
of the Office of Admissions 

2) Making the proper and up to date work flows in each 
category (domestic, international, graduate, 
undergraduate, freshman, transfer). 

3) Easing out and correcting the work flows. 

4) Improving consistency in the working of the office. 

5) Eliminating waste in terms of time, efforts, manpower, 
etc and improving quality and relevance of work done 
by each employee of the office. 

6) Delivering great value as perceived by students / 
applicants. 

II. LITERATURE REVIEW 

This paper was highly influenced by the research paper [1] 
which deals with the application of lean principles and 
practices to the design and delivery of a graduate business 
course on leadership taken by part time working professional 
students in a classroom setting. The principle objectives were 
to improve consistency between what was taught in the 
course and how the course was taught, eliminate waste, 
improve course materials and deliver greater value to the 
students. The results indicated higher level of student 
satisfaction, in part through clearer expectations, less 
ambiguity regarding lectures and assignments, standard 
formats for assignment, smoothing individual and team 
assignments over the semester and better management of 
students’ time both in and outside class. The prime principle 
used was continuous improvement. Applying Lean approach 
required professors to challenge their views regarding what 
they teach and how they teach it. Usually they teach in the 
same ways they were taught and so remain bound to 
convention due to a lack of critical thinking and despite the 
existence of compelling reasons for change. Likewise, in our 
project, the office of admissions was doing their work in the 
old conventional way and had a single work flow, not much 
descriptive. Upon continuously improving the work flows, 
we helped them revise admission workflows five times to 
reach to their present forms and are still open for any further 
improvements in future.  

The paper [1] also deals with the syllabus which is highly 
detailed and has several pages. In an attempt to completely 
detail all aspects of the course, the result can be confusion 
among students. More pages create more opportunities for 
differences in interpretation of requirements which can lead 
to disputes between students and professors or administrators. 
Also unnecessary variation will require the professor to spend 
a lot of time with students clarifying matters one-on-one, and 
may inadvertently give inconsistent or contradictory 
directions to students. It may make grading more difficult or 
less consistent. Due to lengthy, complicated and unclear 
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syllabi, the course may lack focus and relevance despite good 
intentions. According to Lean thinking, simplifying the 
learning contract and making it less ambiguous, including 
grading criteria is welcomed as a challenging improvement 
opportunity. This point of the paper parallels to our project 
when the factor, namely, design of the admission catalogue is 
taken into consideration. The catalogue should contain the 
entire necessary required criterion for applying in the school 
so that neither the time of the employees of the office nor that 
of the applicants is wasted. The checklist should be 
descriptive and simple. For e.g. if a catalogue clearly reveals 
that an international student should have TOEFL score higher 
than 71 to apply, automatically students having less score will 
not apply. Contrary to this if no detail is mentioned in 
catalogue, less scored applicants may also apply. As a result 
the office will have to spend time in opening those 
application packets, typing rejection letters and responding 
back to students about their rejection. By applying Lean, 
elimination of time and energy will be realized. 

Also in paper [2], authors highlight that the Lean thinking 
can not only change the way of manufacturing but also can be 
the way to improve any kind of organization. This paper 
shows how the lean principles can be used to transform the 
university system to a lean organization. The three main areas 
in which lean has been tried to implement are course 
objectives, course nature and course delivery. Assignments, 
tests and grading systems have been tried to change for 
better. After applying lean concepts, students’ benefits are 
given first concern, closer relationship between faculty and 
student is created, the clear, simple and descriptive 
information is available online and is easily accessible to 
students, and personalized assignments are created.  

The paper [3] highlights the work performed to develop 
lean six sigma case study for classroom instruction. A full 
integrated and self-contained study was developed that would 
enhance student’s learning of the lean six sigma 
methodology. Deming’s Plan-Do-Check-Act cycle is utilized 
to show the importance of continuous improvement. 

The research paper [4] reveals the effective educational 
administration of the curricula in Mexico, reached by 
inducing Lean concepts in it. Since there are more than two 
hundred higher education institutions enrolling more than 
forty thousand students in Puebla Mexico, it becomes 
difficult to assure the quality of education. What even adds 
more to this problem is that economical factor is the main 
criteria for decisions for most institutions. So quality has to 
pay the price. In this paper, data from different colleges has 
been collected by the authors and an attempt has been made 
to modify the curricula, allowing the curricula administrators 
to understand this modification and influence, assuring a lean 
and effective education. Due to the opening of more and 
more colleges and the authorities taking active part in the rat 
race for gaining profits, the quality of education has been 
jeopardized. This has led to an imbalance between 
educational quality and financial health. The core issue of the 
research is to harmonically balance educational pertinence 
and financial sustainability. For this the authors suggest 
reduction of decision times, costs and organizational layers to 
increase productivity, quality and satisfaction. The emphasis 
should be on learning rather than in teaching. Right job 

should be done at the right time. Prosumer concept has been 
emphasized in the paper. According to this concept the 
customer participates in his own service or order fulfillment. 
The students are asked to fill out questionnaire to know their 
views, suggestions and satisfaction level. Likewise, we also 
included this point in our research and suggested the office of 
admissions to take the views of the students who are currently 
the students of TAMUK. These students can be good if not 
the best judges of the functioning of this office since they are 
the ultimate customers.   

III. PROJECT BACKGROUND 

The Office of Admissions is a critical department of any 
university because they are the first department that 
prospective students will work with. The efficiency of their 
work will dramatically affect the university enrollment and 
student retention. This paper is based on a project entitled, 
“Improving the admission decision making process and work 
flow of Admissions Office using Lean Principles” sponsored 
by Texas A&M University Kingsville. The response time to 
the applicants is the most sensitive factors that most 
customers, i.e. prospective students, are concerned. 
Applicants want to know the admission decision from the 
university in a timely manner. However, when we studied the 
work of the Office of Admissions we found out that the 
whole process to make the decision is so complicated and it 
need cooperation from several departments in the university, 
such as CIS, academic departments, financial aid department, 
graduate school, and international office. The workload of the 
admission office is also huge because of the large number of 
applications every semester. A standard and smooth work 
flow is necessary to make the process lean. 

The usage of Lean and its concepts, practices and 
principles has been done while working on the work flows 
and while offering suggestions and recommendations. Lean is 
being used by many manufacturing and services businesses to 
improve the business processes, ultimately delivering greater 
value to the end-use customers. The lean principles can help 
in streamlining the work flows. Here the admissions office is 
the organization in which lean can be implemented so that the 
elimination of waste is done and the customers i.e. the 
students applying for admissions are benefited. 

IV. MAKING THE ADMISSION PROCESS LEAN  

A. Working of the Office of Admissions and Existing 
Problems 

The office of admissions makes decisions about the 
acceptance or rejection of an applicant. The applications can 
be classified into the following categories: 

Freshman/Undergraduate Domestic International 

Graduate Domestic  International 

Transfer Domestic International  

The Office of Admissions can be considered as a separate 
entity or an organization. The product here is the decision 
about the admission status of a student applying for pursuing 
education. The customers are the students who want to join 
the school and want to know about their admission decision. 
So, like any organization, the Lean concepts can be applied to 
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improve the working of the office, in other words, to improve 
the admission decision making process. The old work flow 
for each category of applicants has been developed and then 
modified to make each process lean. Each work flow has 
been modified five times to its current status. The staff 
members of the admission’s office involved in the 
modification work. That gave them opportunities to 
understand what and how their work is done. Sometimes they 
could point out what and where are the loopholes by 
themselves. Some suggestions based on lean principles were 
offered to the office to enhance the pace of their work.  

When an application packet reaches the Admissions Office, 
immediately the office has to decide whether it is complete or 
not. If it is complete it has to move further and circulated in 
the office for processing. Temporarily it can be kept in a rack 
with proper name tags. If the application is incomplete, place 
it in separate area/rack having red tags. The staff,(student 
employees) have to make the list of things missing and 
immediately email the student about it. Target for this should 
be within 24 hours. Also a basic eligibility criterion for 
different types of students (domestic, international, transfer, 
etc) should be handy for all the staff. On the very first hand 
whatever the information is available in the application 
packet, the concerned staff should check if the student is 
eligible for taking admission in TAMUK. This is because it 
will be an utter wastage of time in devoting time for such 
applications. So such students should be immediately emailed 
that their admission is rejected because they do not fit into the 
basic or primitive criterion. Now the office has three types of 
applications: 

1) Application of students who are eligible as far as their 
current information is concerned but more information 
and documents are needed. 

2) Application of students who are not at all eligible and it 
does not matter whether their application is complete or 
not. 

3) Application of students whose documents are complete 
and they have a fair chance of getting admission. 

Now the office has to work upon the third type of 
applications because for first type, they have to wait until 
they get complete information.  

Also at this point the office has to decide that second type 
of students fall under which of the following category: 

a) Students who do not meet criterion currently but may be 
in future they can. For example, international students 
whose TOEFL score are less than 70 are not currently 
eligible but they may retake the exam and get qualified 
score in the future and reapply.  

b) Students who do not meet some criterion which cannot 
be worked upon. For example, a graduate applicant 
whose undergraduate GPA is lea than 2.0. 

For the category a, the students must be immediately 
mailed stating the reason for their current rejection and they 
should be encouraged to reapply after meeting the 
requirements. For the category b, the students should be 
emailed immediately that they are no more eligible for the 
school and should not apply again. 

The above three categories should be neatly separated from 
each other and placed in separate racks with distinct colored 
tags, for example, orange for 1, red for 2 and green for 3. 

Improving the cooperation between the Office of 
Admission and other departments is necessary to make the 
decision making process lean. Right now, the Office of 
Admission doesn’t have the authority to add applicants to the 
school’s electronic system and make certain change in the 
student database system. They depend on CIS to do that for 
them. That waste a lot of time on the communication between 
the two departments. Also some of the admission decision 
making will finally made by the academic advisor from the 
academic department especially for graduate applicants. 
Right now the process is done by the hardcopy delivery and it 
waste a lot of time on the miscommunication between the 
Office of Admission and the academic departments. 
Sometimes application packet even lost on its way.  

There are some last minute applications because university 
doesn’t enforce the application deadline from the enrollment 
concern. However, staff members spend a lot of time to work 
on the last minute applications when they supposed to work 
on the applications for the next semester. Among the existing 
staff members, only a few should be allotted for those three 
weeks so that the other staff members can handle the regular 
applications for the next semester. In this way none of the 
applications will suffer.  

The financial aid priority deadline is in the early of April. 
So the office receives huge applications, emails, and phone 
calls during that time. To reduce this, earlier deadline for 
financial aid in February I recommended. This should be 
mentioned in catalog also so that the students will be 
prompted to apply earlier and this will reduce the inflow of 
documents during March and April. 

Right now all the application processing staff answer the 
incoming calls from applicants and that disturber their work 
and reduce their work efficiency. A separate employee for 
external calling answer is recommended. No other employee 
should be directly accessible to the external calls only if there 
is any special need. This calling answer employee should be 
trained in a way that s/he should be able to answer all basic 
queries of the callers so that no other working staff will be 
disturbed at most of the time.  

B. Recommendations based on Lean Principles 

Based on the current analysis of the decision making 
process of Admissions office and using lean principles 
System Thinking, PDCA cycles, Continuous Flow, Customer 
Focus, Zero Muda (waste), Red Tagging, 5-S, and 
Teamwork, some recommendations were offered . They 
helped in improving the admission decision making process 
of the office and they are: 

1) Modify the catalogue of Graduate and Undergraduate 
students for both domestic and international students. 
After reading the catalogue we realized that it does not 
contain clear requirements for students to fit in this 
school. Therefore, the applicants after viewing the 
catalogue are not in a complete position to understand 
what exactly is expected by them in order to pursue 
education at Texas A&M University Kingsville. This in 
turn wastes a lot of processing time. Incomplete 
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application packets reach the office and involve a lot of 
time and energy for being processed by the employees. 
Due to this, the potential students who fit into the entire 
criterion face a delay in receiving their admission 
decision. The application deadline should also be 
enforced in the catalogues. 

2) The work in the staff currently is distributed on the 
basis of alphabets. One staff processes all applicants 
with last names starting with the letters A through G, 
one staff processes all applicants with last names 
starting with the letters H through P., and the other one 
staff processes all applicants with last names starting 
with the letters Q through Z. We realized that this is not 
an effective way of distributing the work and we 
recommend the work be distributed as follows. Two 
persons for processing applications for Undergraduate 
(both domestic and international) and two persons for 
processing applications for Graduate (both domestic 
and international). It will include fresh students as well 
as transfer students. The new work divisions will allow 
each employee familiar with one or two working 
processes and speed up their processing time. 

3) In the first letter to the applicants, the estimated 
processing time should be given so that applicants will 
know when they expected to know the results. Also the 
applicants should be contacted periodically before the 
final decision is issued to inform them their application 
status. This will reduce a lot of query calls and emails.  

4) A better technical training can be given to the employees 
so that they are familiar with the new work flows. 

5) Just like manufacturing organizations, this office can 
also be considered as an organization with employees 
working for delivering the product (admission decision) 
to customers/students as fast as possible. When Lean 
principles are implemented in a manufacturing 
organization, it is taken into consideration that the other 
organizations which are linked in making the product 
should also be convinced in applying Lean principles 
and they should modify their work flow at the same 
time. In the same way, other departments/offices upon 
which the work of Admissions Office depends should 
also be requested to give consideration to their work 
flows. This will help in speeding up the process. Upon 
interviewing with the staff, we came to know that the 
most time is consumed when the file is referred to 
Admission Committee. So that department can also be 
requested to increase the pace of their work. 

6) The work of Admissions office also depends on the CIS 
which has authorization to some information needed by 
this office, e.g. the online test reports of GRE. This may 
in turn prove to be a hindrance in the consistency of the 
work flow of the admissions office and in turn affect the 
admission decision making process. This issue can be 
solved by giving the Office of Admission direct access 
to the student information system or assigning a 
particular person from CIS to response the requests 
from the Office of Admission in a timely manner.  

7) Conduct students’ survey to find the customers’ 
requirements and further improve current work flow. 

8) Using e-files instead of paper based hard copies of 
application packets when they are transferred between 
department and that will avoid a lot of 
miscommunication and file lost. Using automatic 
processing system to do some of the work, such as 
name matching and periodic email response. 

9) The modifications of the work flow should be 
considered as an unending process. This is the core 
concept of Lean thinking. So each employee, anytime, 
can bring in a novel idea or suggestion which can be 
given a wise thought. 

C. Flow Chart for the Admission Decision Making Process 

By using lean thinking, the work flow charts for all 
categories of applications have been developed, but only the 
flow chart for undergraduate freshman application is shown 
here in Fig. 1. Those flow charts help the employee to be 
clear with the whole decision making process and follow the 
same work flow easily so that the response time to the 
applicants is reduced. They are also very helpful to the new 
employee training.  

V. CONCLUSION AND FUTURE WORK  

The aim of this paper is to highlight the problems 
encountered by the Admissions Office at Texas A&M 
University Kingsville, and to provide possible solutions and 
suggestions based on the Lean Production concepts and 
principles. The old work flows are created for different 
categories of applications. After the analysis of the current 
system and decision making process, new work flows are 
developed to improve the efficiency of the work and reduce the 
customer response time. Some recommendations to make the 
process lean are given. Currently a time study is conducting on 
the samples from last year’s applications. Once it is done, the 
value stream map of the current process will be developed and 
further improvement of the work flow will be given.  
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Fig. 1 Flow Chart for the Admission Decision Making Process of Undergraduate Freshman Applications 
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Abstract— A BISR (Built-in Self-Repairable) MEMS comb 
accelerometer with modularized design has been previously 
reported. In this paper, the differential capacitance sensing 
circuitry for MEMS comb accelerometer is discussed. The 
BISR control circuitry based on CMOS transmission gates 
(TGs) is proposed. Each BISR module is connected to the 
capacitance sensing circuitry through a transmission gate. By 
turning on or off a transmission gate, the corresponding 
module can be either connected to or isolated from the 
capacitance sensing circuitry. In this way, the faulty module 
can be easily replaced with a good redundant module for self-
repair. The parasitic model for the BISR control circuitry is 
also analyzed. The analysis results show that the parasitic 
capacitance will not affect the proper operation of the BISR 
control circuitry. Furthermore, the signal strength will not be 
degraded due to the insertion of analog multiplexers. The 
control circuitry can effectively isolate the faulty module of the 
BISR MEMS comb accelerometer. Both BISR and non-BISR 
MEMS accelerometer designs are suggested and their 
performances are also extracted for comparison.  

Keywords: MEMS (Microelectromechanical System), 
redundancy repair, parasitic model, capacitance sensing, 
accelerometer.  
 

I. INTRODUCTION�

 

MEMS comb accelerometers have the advantages of small 
size, low cost, low energy consumption and better 
compatibility with VLSI technology. They have been 
widely used for many applications such as automobile 
airbag deployment system, aerospace inertial navigation, 
consumer products [1].  MEMS comb accelerometers 
generally contains large number of repeated comb finger 
groups in a very compact manner. For example, an 
ADXL50 accelerometer contains 42 differential comb finger 
groups [2], while an ADXL150 accelerometer contains 54 
differential comb finger groups [3]. Such a highly dense 
comb structure with many long and narrow capacitance gaps 
is extremely vulnerable to various defects such as particle 
contamination, stiction [4]. Taking the ADXL50 
accelerometer as an example, the length of each movable 
finger is 120μm, while the capacitance gap between each 
pair of fixed and movable fingers is only 1.3μm. If a 

conductive particle with diameter larger than 1.3μm falls 
into any of the 84 capacitance gaps, it will lead to short-
circuit of the device capacitance and result in a failure of the 
entire device. Thus, a large number of finger groups 
unavoidably lead to the decrease in yield as well as 
reliability. Furthermore, for some safety-critical applications 
(e.g. aerospace, biomedical device), the failure of a small 
MEMS device may lead to catastrophic disaster or the loss 
of human life. For such applications, extremely high 
reliability of MEMS devices is required. In order to improve 
the yield and reliability of MEMS comb accelerometer 
devices for safety-critical applications, we proposed a built-
in self-repairable (BISR) MEMS comb accelerometer 
device design [5]. As shown in Figure 1 [5], the main device 
of the comb accelerometer consists of n (n=4) identical 
modules, and m (m=2) modules are introduced as the 
redundancy. If any of the working modules in the main 
device is found faulty during a built-in self-test (BIST), the 
control circuit will replace it with a good redundant module. 
In this way, the faulty device can be self-repaired through 
redundancy. Due to the redundancy repair, both the yield 
and reliability of the MEMS comb accelerometer can be 
improved [5][6]. 
 

 
Figure 1. BISR MEMS comb accelerometer design based on 
redundancy repair 
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The MEMS comb accelerometer relies on a high-resolution 
differential capacitance sensing circuit to sense the 
capacitance change due to input acceleration. Furthermore, a 
BISR control circuitry is needed for the self-repair of the 
BISR accelerometer. Whenever a faulty module is found in 
the self-test, the control circuitry should be able to 
immediately isolate the faulty module and replace it with a 
good redundant module. In this way, the whole device is 
still ensured to work properly. In order to control which 
modules will be connected as main device, an analog switch 
(transmission gate) is inserted between each individual 
module and the capacitance sensing circuitry. By turning on 
or off these transmission gates, each module can be either 
connected to or isolated from the main device. Since the 
differential capacitance change of MEMS comb 
accelerometer is generally very small (in the range of fF), 
the parasitic capacitance introduced by the BISR control 
circuitry cannot be ignored. It is important to find out how 
the parasitic capacitance will affect the operation of the 
BISR device, and whether the faulty module can be isolated 
effectively once it’s identified. In this paper, both the BISR 
control circuitry and its parasitic model will be analyzed.     

 
II. Circuit Support for BISR MEMS Accelerometer 

 
2.1. Differential Capacitance Sensing Circuit 

 
Various circuit schemes [7]-[11] for signal detection of 

MEMS differential capacitance sensors have been reported. 
Among them, capacitance measurement by sensing the 
current flow through a transducer [11] is very attractive. 
Due to the high-frequency probe signal utilized, very high 
sensitivity and speed can be achieved. Further, this circuit 
scheme is especially suitable for BISR MEMS device, since 
it ensures better separation of the faulty modules in the 
BISR device. By turning off the corresponding analog 
switch, the faulty module will have no contribution to the 
total current sensed by the OPAMP. Hence, the load effect 
of the faulty module to the main device can be eliminated. 
The circuit diagram [11] is shown in Fig. 2.  

 
Figure 2. The differential capacitance sensing circuit. 
 
As shown in Figure 2, the sensing circuit [11] consists of 

five stages: capacitance-to-voltage (C-V) modulation, 
rectifier and amplifier, low-pass filter, S/H, and A/D 
converter. A high frequency (1MHz) carrier Vs is used for 
signal modulation. The differential capacitance of the 
accelerometer is denoted as C1 and C2 separately. The 
switches S1 and S2 stay in opposite states (on or off) 

alternately, so that the signal detection circuit senses 
capacitances (C1+C2) and (C1) in a time-sharing scheme. 
Assume the OPAMP and switches are ideal, when S1 is on 
and S2 is off (phase 1), capacitance C1 and C2 are 
connected in parallel to the voltage source Vs.  The output 
voltage of OPAMP A1 at phase 1 (denoted as VAC1) is: 

sfAC VRCCjV )( 211 +−= ω  

This voltage will be converted into a dc signal and applied 
to the A/D converter as the reference voltage Vref. When S1 
is off and S2 is on (phase 2), the capacitance C1 is 
connected to Vs and C2 is shorted to ground. The output 
voltage of OPAMP A1 at phase 2 (denoted as VAC2) 
becomes  

sfAC VRCjV 12 ω−=  

This voltage will also be converted into dc signal and 
applied to the A/D converter as signal voltage Vsig. Thus, 
the ratio r of VAC2 and VAC1 is  
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The ratiometric change x of the differential capacitance of 
the accelerometer can be given by [11]  
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By measuring the ratio r of VAC2 and VAC1, we can know 
the ratiometric differential capacitance change x. This will 
in turn be converted into a digital representation by the A/D 
converter as the final output.  

 
2.2. BISR Control Circuit Design 
 

To support the BISR MEMS structure, the BISR control 
circuit must be designed to electronically isolate a faulty 
module and replace it with a good redundant module. This 
replacement is implemented by a group of analog switches 
made of transmission gates (TGs) as shown in Figure 3. 
Here, all six identical modules of the BISR comb 
accelerometer are labeled with a~f. For each module, the 
pair of differential capacitances are labeled with 1 and 2 
respectively. For example, Ce1 and Ce2 stand for the 
differential capacitance pair of module e. The selection 
signals for all six transmission gates are Ta to Tf respectively. 
The movable portions of all modules are connected together 
through common anchors, and are directly connected to the 
OPAMP A1 for signal sensing. The left fixed fingers of 
each module are connected to the voltage source Vs through 
an analog switch. The right fixed fingers of each module are 
connected to the common node of two NMOS transistors. 
The on and off states of each transmission gate decide 
whether the corresponding module is connected or separated 
from the main device. If the TG is on, the voltage source Vs 
is applied to the working capacitances of the module. The 
resulted current flowing through the capacitances of the 
module contributes to the total current sensed by the 
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OPAMP A1. Hence, the module is electronically connected 
into the main device. If the TG is off, the voltage Vs cannot 
be applied to the working capacitances of the module. Thus, 
the current flowing through the module is zero, so the 
module does not contribute any current to the OPAMP input. 
In this way, the module is electronically separated from the 
main device. The BISR control circuit sets the selection 
signals to their appropriate states according to the BIST 
result of each corresponding module.  

 
Figure 3. Switching circuit for redundancy repair. 
 
When the device enters the BISR mode, it will first 

perform the BIST process [12] for each individual module 
to determine whether it is good or faulty. According to the 
BIST result, the BISR controller will set the selection 
signals Ta~Tf to their appropriate values. If any of the four 
working modules (initially assigned by default) becomes 
faulty, the BISR controller will set the corresponding TG 
selection signal of the faulty module to 0 to separate it from 
the main device. Simultaneously, the BISR controller 
changes the selection signal of a good redundant module 
from 0 to 1 to activate it as a working module, and connect 
it to the main device electronically. After the BISR process 
is completed, the MEMS device enters the normal mode. 
During the normal mode, four of the selection signals Ta~Tf 
are set to "high" and the other two are set to "low". That is, 
four out of the six modules (restructured by the BISR 
controller) will be connected as the main device, while the 
other two modules are separated as either redundant or 
defective ones.  

 
III. Parasitic Analysis of BISR Circuitry 

 
3.1. Parasitic Capacitance Analysis 

 
Due to the tiny size of MEMS devices, their working 

capacitances are generally very small (in the range of 1pF or 
below). The parasitic capacitances of a MEMS device can 
easily go beyond this value. Hence, it is necessary to find 
out the influence of the parasitic capacitances, and a 
parasitic capacitance model needs to be developed for the 
analysis.  

Taking module a in Figure 3 as an example, a model 
taking into account the parasitic capacitances is shown in 
Figure 4 where all major parasitic capacitances are extracted 
by ANSYS. Note that Ca1 and Ca2 are the differential 
working capacitances of module a, while Ca10, Ca20 and Ca30 
are the parasitic capacitances between the left fixed 
fingers/right fixed fingers/movable fingers and the ground, 
respectively. Further, Ca12 is the parasitic capacitance 
between the left fixed fingers and right fixed fingers. If the 
transmission gate TG and both NMOS transistors are treated 
as ideal switches, in phase 1, S1 is on and S2 is off, and the 
circuit can be simplified as Figure 5(a). In phase 2, S1 is off 
and S2 is on, and the circuit can be simplified as shown in 
Figure 5(b).  

 
Figure 4. Parasitic capacitance analysis for one BISR 
module. 

 
(a). Parasitic capacitance equivalent circuit in phase 1 

 
(b). Parasitic capacitance equivalent circuit in phase 2 

Figure 5. Simplified parasitic analysis circuit in two phases. 
 
 Assume the open-loop gain of the OPAMP A1 as A. The 

output voltage VAC in phase 1 can be expressed as  
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 The output voltage VAC in phase 2 can be expressed as  
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From the above analysis, we can see that only parasitic 
capacitance Ca30 has influence on the output voltage, while 
other parasitic capacitances (e.g., Ca10, Ca20, Ca12) will not 
affect the output voltage. Since the open-loop gain A of an 
OPAMP is generally very large (A≥105), the denominators 
of the above two equations are approximately 1. Hence, the 
influence of parasitic capacitances will not be a problem for 
signal detection. In reality, the transmission gate and both 
NMOS transistors cannot be ideal. Although their off-
resistances can be treated as infinity, their on-resistance are 
about 16kΩ and 32kΩ in our model.  

In this case, the equivalent circuits of both phases for 
parasitic effects can be derived. Here, mathematical 
expressions of the output voltage for both phases cannot be 
directly accessible, and HSPICE simulations have been used 
for analysis. The transmission gates and NMOS switches 
are designed with Magic and extracted for HSPICE 
simulation. The device parasitic capacitances are extracted 
through ANSYS. Simulation results showed that the BISR 
device maintained the same sensitivity (VAC2=6.83mV/g) 
with and without parasitic capacitances being considered. 
For example, even when we have Ca1=0.15pF, Ca2=0.05pF, 
Ca10=Ca20=Ca30=2pF, the circuit can still work properly for 
signal detection. 

 
3.2. Analog Multiplexers and Signal Strength Analysis 

 
In the BISR design, transmission gates are used to 

determine whether a module is connected to or separated 
from the main device. The output signal of a MEMS device 
is generally weak due to its tiny size. It is necessary to 
analyze the possibility of signal degradation caused by the 
added transmission gates. In order to ensure that the signal 
strength is not weakened, it is important to avoid passing the 
MEMS signals through transmission gates. In a MEMS 
accelerometer, generally, the signal is sensed from the 
movable portion. Thus, in our BISR design, the movable 
portions of all modules are intentionally connected together 
through the common anchors between neighboring modules. 
They are in turn directly connected to the OPAMP without 
bypassing through transmission gates. This ensures that the 
small current signal sensed from the movable fingers will 
not be degraded. The transmission gates are inserted 
between the signal source and the left fixed fingers of each 
module to determine the selection of the modules, as shown 
in Figure 3. The internal resistance of the voltage source is 
very small when compared with the on-resistance of the 
transmission gate Ron, which is around 16kΩ. Assume the 
total capacitance of the MEMS device is about 1pF, and the 
frequency f of voltage source Vs is 1MHz. The impedance 
of the MEMS device capacitance can be estimated as  

onc Rk
fC

Z >>Ω== 2.159
2

1

π
 

Thus, the on-resistance of each transmission gate can be 
ignored when compared with the impedance of the MEMS 

device capacitance. The signal source Vs can pass the 
transmission gate without significant degradation.  

 
In summary, all movable plates are jointed together and 

connected to the signal sensing circuit directly, while a 
transmission gate is inserted between the left fixed fingers 
of each module and the voltage source.  

In this way, the insertion of transmission gates will not 
degrade the signal strength sensed by the moving fingers. 
This has been verified using HSPICE simulation. All 
transmission gates are designed using Magic and the layout 
is extracted to HSPICE for simulation. This ensures that the 
parasitic effects from transmission gates are all considered. 
Simulation results show that the BISR device has nearly the 
same signal strength as the non-BISR device.  

 
3.3. Defective Module Isolation and Load Effect Analysis 

 
The separation of a faulty module from the main device is 

accomplished through the transmission gates inserted 
between the left fixed fingers and the voltage sources. As 
discussed, the movable portions of all modules are 
physically connected together. When a faulty module is 
separated out of the main device by turning off the 
corresponding transmission gate, its movable plate is still 
connected to the main device. Whether this will cause any 
load effect to the sensing circuit must be analyzed. 
According to the working principle of the BISR MEMS 
structure, the current flowing through the working 
capacitances in each module will be summed at the input of 
the OPAMP. If the transmission gate of the faulty module is 
turned off, there will be no current flowing through the 
working capacitances of that module. Hence, the 
contribution of current flow from the faulty module is zero. 
In this way, the capacitive load of a defective module will 
not affect the signal strength of the accelerometer. This has 
been verified with HSPICE simulation. For example, we 
ever changed the capacitance of a faulty module to different 
values (very large or very small), and the output signal 
remains the same as before. This proves that the capacitance 
of a faulty module will not cause any load effect to the 
sensing circuit. Even if the capacitance of the faulty module 
is changed to extremely large or small value due to defects, 
the output signal of the sensing circuit is still not affected. 
Further, we introduced a bridging defect by connecting a 
pair of movable and fixed fingers with a small resistor 
(0.001Ω), and the output signal is not affected either. This is 
because the fixed fingers of each faulty module are 
connected to the insulation layer instead of the silicon 
substrate. In case of bridging defect between movable and 
fixed fingers in a faulty module, the fixed fingers of the 
faulty module just share the same voltage level as the 
movable plates, and the movable fingers will not be shorted 
to ground. This demonstrates that the BISR technique is 
effective to bridging defect between the movable/fixed 
fingers. Actually the BISR design is effective to almost any 
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kind of local defect which falls into an individual module. 
However, for global defects which occur to every module, 
the redundancy repair cannot be applied since there is no 
working module. 

 
3.4. BIST Circuit for BISR 

 
In order to implement the built-in self-repair technique of 

a MEMS device, the device must first perform built-in self-
test for each individual module to decide whether it is faulty. 
The BIST result of each module will be fed into the BISR 
control circuit. Based upon this information, the BISR 
control circuit will virtually disconnect the faulty module 
and replace it with a good redundant module. In this way, 
MEMS BIST is the prerequisite for MEMS BISR. 

Without an efficient and robust BIST solution, MEMS 
BISR cannot be realized because the control circuit cannot 
know which module is good and which module is faulty. A 
dual-mode BIST scheme has been proposed in [12]. 

Circuit support for the BIST method, especially the 
voltage biasing scheme, has also been presented in [12]. The 
proposed dual-mode BIST can serve as an effective BIST 
solution for the BISR of capacitive MEMS devices. 

 
3.5. Design and Simulation of BISR Accelerometer 

 
The geometry parameters of the BISR comb 

accelerometer with m=2 and n=4 are listed in Table 1, using 
a set of design rules comparable to ADXL accelerometers 
[2]. For comparison, a none-BISR accelerometer with the 
same number of capacitance groups (as that at the main 
device of the BISR accelerometer) is also designed. The 
geometry parameters of the non-BISR accelerometer are 
also listed in the same table. The simulation results for the 
performance of both BISR and none-BISR accelerometers 
are shown in Table 2. From Table 2, we can see that, by 
narrowing the beam width, the sensitivity loss of the BISR 
accelerometer due to device modularization can be fully 
compensated. The BISR accelerometer shows 
approximately the same displacement sensitivity as that of 
the none-BISR accelerometer. 

 
Table 1. Design of BISR/non-BISR accelerometers. 

Design 
Parameters 

BISR 
device 

non-BISR 
Device 

device area (μm2) 1500×900 980×900 
thickness t (μm) 6 6 
no. of capacitance groups 20×6  80 
capacitance gap d0(μm) 2 2 
beam width Wb(μm) 2 3.2 
beam length Lb(μm) 300 300 
mass width Wm(μm) 200 200 
mass length Lm(μm) 220×6 880 
finger width Wf(μm) 4 4 
finger length Lf (μm) 200 200 

 

Table 2. Performances of BISR/non-BISR accelerometers. 
Performance BISR 

device 
non-BISR 

Device 
Sensing mass Ms (μg) 0.84×4=3.36 3.36 
Capacitance C0 (pF)   0.103×4=0.41 0.41 
Sensitivity Sd (nm/g) 6.8   6.64 
Sensitivity Sc (fF/g) 0.7×4=2.8 2.74 
Spring constant km (N/m) 1.21×4=4.84 4.95 
Frequency f0 (kHz) 6.05 6.12 

 
Given a non-BISR accelerometer design, its sensitivity and 
resonant frequency can be determined. As discussed before, 
in order to maintain the sensitivity, several alternatives are 
available. Assume the sensitivity loss is compensated by 
shrinking the beam width and enlarging the mass width 
simultaneously. How much should these two parameters be 
adjusted? The curves of displacement sensitivity Sd v.s. 
different beam/mass width values are drawn with MathCAD 
as shown in Figure 6. 

 
Figure 6. Sensitivity of BISR accelerometer design. 
 

The sensitivity of the non-BISR design is also shown in 
the same figure as a horizontal line. The cross points 
between the sensitivity curves and the horizontal line 
suggest the possible solutions for the BISR design, with the 
same sensitivity as that of the non-BISR design. The 
frequency compensation can also be performed in a similar 
way (Figure 7). 

 
Figure 7. Frequency of  BISR accelerometer design. 
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As shown in Figure 7, the displacement sensitivity of the 

non-BISR accelerometer is demonstrated as the horizontal 
line Sd=8.1nm/g. 

The beam/mass width of the non-BISR design are 3.2μm 
and 200μm separately, as given in Table 1. If the beam 
width of the BISR design is shrunk to Wb=2μm, then 
displacement sensitivity will be approximately the same as 
that of the non-BISR device. 

ANSYS simulation results for the displacement 
sensitivities of both non-BISR and BISR accelerometers in 
response to acceleration from 0 to 50g are shown in Figure 8. 
For the non-BISR accelerometer, the beam width Wb is 
3.2μm. For the BISR MEMS accelerometer, the beam width 
is shrunk to 2μm. According to Figure 8, the sensitivity of 
the non-BISR accelerometer (expressed as the voltage 
output of OPAMP A1 in phase 2, i.e., VAC2) is 6.68mV/g, 
while the sensitivity of the BISR accelerometer after 
compensation is 6.83mV/g. The sensitivity of the BISR 
device is about the same as that of the non-BISR device.  

 
Figure 8. ANSYS simulation results for sensitivity of 
BISR/non-BISR accelerometers. 

 
IV. CONCLUSIONS AND FUTURE WORK 

 
    In this paper, the control circuitry for BISR MEMS comb 
accelerometer is proposed. A transmission gate (analog 
switch) is inserted between each individual module and the 
differential capacitance sensing circuit. Whenever a module 
is found to be faulty during the built-in self-test, the BISR 
control circuitry will switch off the transmission gate for the 
faulty module and turn on the transmission gate of a good 
redundant module. In this way, the whole device is self-
repaired. The parasitic capacitance model of the BISR 
control circuitry is analyzed. The analysis results show that 
the parasitic capacitance will not affect the proper operation 
of the BISR control circuitry. Furthermore, the signal 
strength will not be degraded due to the insertion of analog 
multiplexers. The control circuitry can effectively isolate the 
faulty module of the BISR MEMS comb accelerometer. 

    In the future work, we will continue to develop the built-
in self-test circuitry for the BISR MEMS comb 
accelerometers. Furthermore, there may be slight 
differences (e.g. sensitivity, working capacitance, parasitic 
effects) among the modules due to process variation. As a 
result, when a faulty module is replaced by a good 
redundant module, the whole device needs to be re-
calibrated. In the future, a built-in self-calibration circuitry 
will also be developed so that the BISR device will maintain 
the same sensitivity after redundancy repair.  
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Abstract-The goal of this paper is to analyze the possibilities 
for learning process management in the e-learning environment 
of the Technology School "Electronic Systems" associated with 
the Technical University of Sofia. In the paper interactions 
between student, lecturer and content are described. On that 
base the test results received from the system are proposed to be 
analyzed in two ways in order to help the lecturer taking 
learning process management decisions, concerning the further 
students’ activities – individual or in group.  

I. INTRODUCTION 

The modern education requires the usage of an e–learning 
system on a Web platform. The implementation of such 
system has a wide range of advantages [3] in the educational 
process for the students and for the lecturers. The e-learning 
environment in the Technology School "Electronic Systems"  
(TUES) has been developed, implemented and used for four 
years and during this period of time the platform and the 
functionality as well have changed.  

The recently used information system of TUES has the 
following basic modules: 

 
• official part - consists of home page, students’ 

admission module, news etc.; 
• management of different categories of users - 

students, ex-students, teachers and administrators; 
• e-learning system – the purpose of this module 

remains making educational process more 
interesting and attractive to students as well as 
facilitating the work of teachers related to process 
of teaching and evaluating the results shown by 
students [4]; 

• software and hardware resources [1].  
 
The e-learning system in the Technology School 

"Electronic Systems" is not being used to perform distance 
education. Its purpose is to support the face to face 
educational process and to improve its management. It has 
two sub modules – the student’s module and the teacher’s 
module. 

The student’s and the teacher’s modules realize faculty and 
students communication, sending messages, information and 
curricula exchange, discussions forum, subject matter and 
course work. The student’s module has been designed to 
assure the ability of the students to reach to the lecturers’ 
information and use the e-learning system module – reading 
materials, testing knowledge and skills etc. 

The communication between students and lecturers in the 
face to face learning process has been influenced from the 
implementation of the e-learning system. 

II. INTERACTIONS IN THE E-LEARNING SYSTEM 

The usage of the e-learning system gives additional 
possibilities for interactions between student, teacher and 
content. The interactions between lecturer and student are not 
only in the classroom but also in the e-learning environment 
as shown on fig.1.  This makes the communication easier and 
more flexible. 

 

 
 

Fig.1. Interactions between lecturer and student in the e-learning system 
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The teacher’s part has been developed for the lecturers in 
order to give them ability to upload information - lectures, 
tests and other materials. They are also able to create, modify 
and publish multimedia educational materials in the e-
learning module of the information system. 

The e-learning system contains tools for creation of 
multimedia educational materials for different disciplines in 
TUES. It maintains tools for self-education and test system 
for knowledge and skills assessment (fig. 2). 

 

 
 

Fig.2. Interactions between lecturer and content in the e-learning system 

 
The lecturer plans, designs and creates the educational 

content in the e-learning environment: 

• lecture materials, exercises, problems and different 
kinds of tests etc., creating the hierarchical structure 
of the learning content ; 

• type of tests evaluation and the time of test 
fulfillment; 

•     improvement or change in a definite way of the 
created learning materials on the base of the control 
and evaluation of students results; 

•     programs with further learning activities for each 
student or for a group of students. 

The student works individually or collaborating with the 
others in groups in the e-learning environment – he reads the 
materials, fulfils the sent exercises, solves problems and 
makes tests or he performs course work sometimes together 
with other students (fig. 3). He can see his results and fulfill 
additional self education and self control testing. The usage of 
the created from the lecturer content in the e-learning system 
is very popular in TUES. 

On the base of lecturer’s work in the e-learning 
environment he improves his interactions with the students. 

The communication between the lecturer and the student is 
realized in the: 

 

 
Fig.3. Interactions between student and content in the e-learning system 

• e-learning environment – upload and download of 
materials, exchanging messages, doing 
tests, receiving test results, sending and 
receiving mails. There are also possibilities 
for discussions forums, but it is rarely used 
in TUES; 

• face to face learning process in the class room with 
all ordinary forms of communication.  

The lecture materials in the classroom are presented for a 
whole group of students while in the e-learning environment 
the material could be individually intended. The consultation 
for the students could be realized using the different 
possibilities of the information system (listed above) 
individually or for a group of students. The work in the 
classroom could be widely affected by the results achieved in 
the e-learning environment and can give result in individual 
tasks for the student. 

The communication between student and lecturer (fig. 1) 
can be realized by: 

• sending messages; 

• mailing problems, course work, etc.; 

• information exchange; 

• sending tests and receiving results; 

• discussions forum (very seldom used); 

• face to face instructional education in the classroom. 
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The lecturer communication with the student is face to face 
in the classroom and over the e-learning environment and has 
the purpose to help the student in his learning process. 

In fact the student consults the lecturer about his 
problems or difficulties in the education mainly in the 
classroom education. The proposed in the information system 
possibilities to communicate the teacher in the form of 
consulting are rarely used.  

The sent course work, problems etc. from the student 
using the e-learning environment are not to be valuated from 
the system, but manually from the lecturer. 

All data that the e-learning system receives as feedback 
that can be used for further learning process management by 
the system itself are the test results.  On the base of these 
results the system can help in preparation of learning 
instructions for each student or for a group of students. 

 

III. LEARNING PROCESS MANAGEMENT  

The learning process management is realized on the base of 
the set goals and the achieved results from the students. The 
testing of students in groups gives many advantages for the 
lecturer. Usage of test results analysis for this group would 
help the lecturer in his further activities in class or in e-
learning system. 

The e-learning system supports the lecturer with additional 
information about the achieved results from the students for 
his further management decisions concerning the learning 
process. The saved data from the fulfilled tests and exams in 
the database structure are shown on fig. 4. 

 

Results

Student Id

TestId

QuestionId

AnswerId

AnPoints

ExplanationId

Correctanswer

Date

Time

Time for answer

Recommendation

Students

Student Id

Name

First Grade Year

Explresults

ExplanationId

ExpPoints

CorrecrExpl

Fi
Fig. 4 Test results accumulation in the database structure 

In the Students table is the data for student’s identification. 
In the Results table (fig. 2) the identification of the test, 
question, answer, points etc. and the connection to the 
Students table are kept. The table Explresults has been used 
for exact calculation of the points for each given answer of 
the student [2]. 

After the fulfillment of a definite test it would be useful to 
know the distribution of percentage of shown knowledge and 
skills. The percentage of shown knowledge and skills are 
grouped in the well known in Bulgaria official groups for 
defining the marks of the students and listed bellow: 

0 … 50% - mark 2 (poor); 
51 … 70% - mark 3; 
71 … 81% - mark 4;  

TABLE 1. DISTRIBUTION OF SHOWN KNOWLEDGE AND SKILLS IN A DEFINITE 

TEST OR GROUP OF TESTS 

 

 
 
71 … 91% - mark 5; 
91 … 100% - mark 6(excellent); 
 
The distribution of marks for a test or a group of tests is 

important for the lecturer for it shows how the set goals are 
realised. 

In table 1 is presented the table for such analysis. The 
numbers N1, N2,…, N5 represent the calculated percentage 
of shown knowledge and skills for a test or for a group of 
tests. They are calculated as shown in (1). 

N x=Mx /M. 100 %                                             (1) 

In (1) the Mx is the number of students with test result 
within the appropriate range of shown knowledge and skills, 
M is the number of all tested students ( x shows the number 
of the range which usually is from 1 up to 5 but can be 
changed ). 

This analysis helps the teacher to take the decision for 
additional training of a group of students and the type of 
training – in the e-learning system or in the classroom. But 
there are cases in which the system can help the lecturer in the 
analysis. In table 2 an example of fulfilled test for the 
distribution of shown knowledge is shown. The test has been 
done by 52 students. The decision for additional training can 
be helped by giving appropriate directions to the lecturer from 
the e-learning system. The preparation of these directions can 
be done by the lecturer himself at the beginning of a course. 
He would be able to define the minimal (or maximal) 
percentage of students mainly in the first and last group (poor 
marks and excellent marks) and the corresponding activities 
to solve the problem or to go on with the curricula. 

 
TABLE 2. EXAMPLE OF DISTRIBUTION OF SHOWN KNOWLEDGE AND SKILLS 

IN A DEFINITE TEST 

 

 
 
All this could be followed by a deeper analysis – for the 

lecturer would be useful to know the distribution of given 
answers for every question in the test for the whole group of 
students. In table 3 is presented the distribution of given 
answers for a definite test.  

KNOWLEDGE 
SKILLS 

0 - 
50% 

50 - 
70% 

70 - 
80% 

80 - 
90% 

90 
- 

100% 

STUDENTS 
RESULTS 

N1 N2 N3 N4 N5 

KNOWLEDGE 
SKILLS 

0 - 
50% 

50 - 
70% 

70 - 
80% 

80 - 
90% 

90 
- 

100% 

STUDENTS 
RESULTS 

12 61 13 14 0 
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TABLE 3 DISTRIBUTION OF GIVEN ANSWERS IN A DEFINITE TEST 

 
QUESTIONID 

 
CORRECT 
ANSWER 

(%) 

WRONGANSWER1 
(%) 

… 
% 

WRONG ANSWER N 
(%) 

1 50 10  10 

2 0 20  80 

3 98 0  0 

. . .  . 

 
 

In this way not only the correct answers are taken into 
consideration but the proposed wrong answers too. The 
proposed wrong answers given by the students present the 
most typical mistakes done by the students. This suggests 
description not only of correct answers for a question but also 
the proposed wrong answers. The work done would give the 
option for the lecturer to put in advance into a test 
recommendations for further learning for a student or groups 
of students without his personal engagement for such 
analysis. 

The high percentage of wrong answers to a group of 
questions is a condition for taking decision for additional 
explanations and training of the group of students in the 
lecture material represented by these questions – giving 
advice to revise a lecture or group of lectures, or even a 
definite problem. 

 

IV. CONCLUSION 

The e-learning environment allows the lecturer to plan for 
each student or for a group of students individually the access 
to a definite kind and type of learning resources.  

The test results should be analyzed from the distribution of 
the percentage of shown knowledge and skills point of view. 
That planning could be done in advance by the lecturer for the 
typical cases. It could be realized on the base of analysis of 
test results.  

This distribution allows the teacher to decide in advance 
how to continue his further activities – proceed with the 
learning materials, fulfill additional training for a definite 
student or for a group of students in the e-learning system or 
face to face in the classroom. The deeper analysis of the test 
results, that is the distribution of given answers (correct and 
wrong answers), allows the lecturer to define the difficulties 
in the learning of a student or of a group of students and 
prepare the instructions for typical cases. 

These analyses inside the e-learning system help the 
lecturer with his further planning of his own activities and of 
the activities of the students as well.  
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Abstract: Three attributes of online courses were described in the 
article: the communication, the structure and the organization, 
which values characterize every course.  All acceptable values of 
these parameters where outlined as well as a usefulness of this 
taxonomy for classification of vocational courses was examined. 

 

I.  INTRODUCTION 
 

In designing a course that is going to be conducted through 
the Internet, one of the most important decisions is about the 
choice of course type.  While designing we have to know 
whether we want to have full-time, stationary classes (if so, 
which content is going to be presented in this way, and which 
on-line), what will be the role of a teacher in the course, are 
there any expected discussions between the participants, 
group work, open tasks, what pathways will student have to 
go through with the content of the classes, etc.  A choice of 
particular course type (model) gives us the answer to most 
questions. 

In literature we can meet different approaches to the 
problem of indicating types of on-line courses.  In [17], 
analyzing the way of transmission from traditional teaching to 
e-teaching at American universities, the author distinguished 
five types of courses: supplemental (supplementing a 
stationary course with materials available on the Internet), 
replacement (all classes are replaced with on-line), emporium 
(part of traditional classes is replaced1 with on-line classes, 
but every student can at every time – duties are at least for 50 
hours per week – consult with the academic teacher at the 
university), fully on-line (all classes are conducted with the 
usage of the computer and the Internet, they are conducted by 
teachers who are available on-line), buffet (free choice of  the 
way of education allows student to have every classes 
conducted in a different way – on-line, thanks to materials 
from the Internet, thanks to direct consultation with the 
teacher, or thanks to stationary classes).  The criterion for this 
division is the number of stationary classes that are conducted 
and the on-line activity of the person conducting.  
Unfortunately it does not give us clues which support 
designing a course because the categories presented are very 
broad and include a lot of different types of on-line courses.  
For instance courses fully on-line include almost all types of 
e-courses, whereas supplemental category nowadays include 
most traditional classes – a lot of university teachers place 
supplementary materials for students on the web (their own 
notes, tasks to do at home, clues for homework, etc).  

                                                 
1 Paper and research supported by the European Social Fund: “Developing of 
methodologies, programs and didactic materials to the distance education.” 

In [8] the basis for course division was the proportion of 
interaction (through the Internet) between student and teacher 
in comparison to time spent by the student on the whole 
course.  There were three types of distinguished courses: 
content + support (materials are available on the Internet; 
student receives a little of teacher’s help – approximately 
20% of time spent by the student on the course), wrap around 
(on the Internet there are materials available which 
supplement the standard materials; the time of interaction 
between the student and the teacher and other students equals 
approximately 50% the time spent on the course), integrated 
(the interaction between the student and the teacher and other 
student is the main part – discussions, solving problems 
together, fulfilling group tasks, etc).  This division is not 
sufficiently precise so that it could help in designing courses.  
In particular, the wrap around category is so broad that it can 
include most courses conducted on the e-learning platform 
where discussion forums are used.     

Another way of indicating types of courses was used in [3].  
The authors pointed activity of the student during classes as 
the main indicator of course type.  They distinguished six 
types of courses: Socratic (based on discussion between 
students and teacher performed through the Internet), person 

conducting / student (the teacher on-line shows the direction 
of student’s work), group work (students realize, with the 
usage of computer and Internet communication, common 
project), small groups (students fulfill tasks by working in 
small groups), instructor / student (course is an educational 
computer program that instructs student through required 
material) and independent studies (students has only access to 
materials available for him on the Internet).  This division 
does not include hybrid teaching where part of classes is 
taught in a stationary way and the other part on-line.  

In this article there is taxonomy of internet courses 
presented that is based on three attributes, their values may be 
easily defined for each course.  On the other side, the values 
of those attributes may be defined also when there are known 
aspects such as educational goal, content that is going to be 
presented during the course and realization capabilities.  
Thanks to that, in the beginning phase of designing we can 
define the category of the course appropriate to the didactic 
assumptions.  Attributes and their values result from the 
analysis of the didactic situation in remote (on-line) teaching 
with the usage of the Internet.  
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II.  DIDACTIC SITUATION 
 

Every type of education consists of at least three elements: 
teacher, student and content of teaching.  The only exception 
is self-teaching which means a situation, where somebody 
without any help of the other person acquires knowledge by 
studying or searching information in the data base [11].  It 
does not refer to using textbooks or computer or self-teaching, 
where the didactic process designed and included in the 
textbook or program has the role of the teacher.  All elements 
of the didactic situation are in relations with each other, 
which is presented on the figure 1.   

The most important of those: communication between the 
teacher and the student and also relation between the student 
and the content of the course, in e-teaching are interpreted 
appropriately as methods of social organization of students 
and techniques of giving/receiving knowledge and presenting 
skills.  The connection between elements of didactic situation 
is maintained thanks to technical facilities/equipment which 
allow to communicate via Internet [4].  

The diagram on figure 2 passes over the relation between 
the teacher and the content of the course.  First of all it does 
not present that equipment and software also interfere in this 
connection – maybe even more than the other two.  Often the 
way of presenting the material in a form of digital objects 
influences the presented content.  In respect of the digital 
technology omnipresent in the e-course it is no use 
distinguishing equipment and software in the diagram, 
however there should be an interpretation of all relations 
presented.  

The organization of communities in the process of learning 
is the mutual exchange of information and views between the 
teacher and students or only between students.  That is why 
that relation should be interpreted not as a method of teaching 
but rather communication.  Relation between the student and 
the content of the course is realized thanks to the access to the 
materials presented during the course.  The order of making 
files available (texts, audio and video recordings, simulations, 
etc) which contain materials described in the course, is 
planned by the teacher and author of the course.  This relation 
we interpret as the structure of the course.  Finally the third 
relation – teacher and the content of the course refers to the 
factual aspect – teacher is responsible for what student is 
going to learn but also for the organization of the content 
accordingly to the course plan.  In case of traditional teaching 
there is only one way of conducting classes: direct, sequential 
meetings between the teacher and the students.  Whereas in e-
teaching we can use different ways: beginning from on-line 
course (without any stationary meetings) to the classes almost 
fully stationary, supported only by on-line materials.  So, the 
connection between the teacher and the content may be 
described as the organization, paying attention to the aspect 
of that relation described above.  The diagram of didactic 
situation may be presented as in the figure 3.   

Teaching with the usage of web has to be very flexible.  In 
theory we can distinguish six aspects of that flexibility: time, 
place, pace of teaching, communication medium, access to 
materials and syllabus of education [12].  Three of them: any 

time of studying, any place of studying and any, adjusted to 
student, pace of learning are inseparably connected with the 
paradigm of e-teaching. Whereas the three remaining are 
connected with relations resulting from a didactic situation.  
The medium provides opportunity for communication 
between participants of the didactic process, access to 
materials, defines the structure of the course, the syllabus 
defines organization of the education process.  

Both discussed above ways of categorizing (the first one 
focused on didactic situation, the second one focused on 
flexibility of educational process) determine three features 
typical for every course that is conducted on-line.  We can 
assume that communication, organization and structure of the 
course are the indicators of e-course category.  

 

III.  COMMUNICATION 
 

Communication between participants of the educational 
process conducted through the Internet uses transmission 
medium that is a computer (with an access to the Internet).  In 
literature there are four types of such communication defined: 
one-alone (solitude), one-to-one (a dialogue), one-to-many (a 
lecture), many-to-many (a discussion) [16], [13].  However, 
this division does not illustrate all possible didactic situations 
– for instance a form of communication between two people 
depends on the party that initiates dialogue.  If it is a student, 
then a conversation is in a form of consultation2: a student 
wants to get to know something new, eliminate doubts or ask 

                                                 
2 In one-to-one form we assume that student and a teacher are the parties of 
the conversation; communication between two students we analyze only in a 
context of group work, but without limitation of the participants number.  

 
 

Fig. 1. Didactic situation from [11]. 

 
Fig. 2. Didactic situation of e-teaching from [4].

 
 

Fig. 3. Interpretation of relations in didactic situation 
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for explanations.  Whereas a conversation initiated by a 
teacher is mostly an open task or problem to be solved by the 
student.  Each form of the communication has different role 
in e-course structure.  Similarly, we should distinguish 
different variants of group communication (many-to-may): 
communication in a group of students without a teacher and 
communication with a teacher.  The choice of one of the 
above types of communication results from didactic 
assumptions.  To the extent that a discussion with the 
presence of all course participants is a natural method of 
education, transferred from a traditional lesson and improved 
with the technique of group discussion and discussion forum 
on the e-learning platform, then application of friend 
communication, which means in a group of students without a 
teacher, it can bring about some objections.  However, we can 
present a lot of examples that such form of education has a 
big role, particularly for young people who learn thanks to the 
interaction with other people existing in the community.  For 
adult people this form of communication is less important 
[10].  

To sum up, deliberation about communication between 
participants of education process with the usage of computer 
and the Internet, we define presented types of communication 
by connecting directly a type of interaction with the e-course 
category.  

Self-teaching is a term used to distinguish a course in 
which there is no communication between the participants 
(solitude, one-alone).  Such classes are usually conducted as 
application delivered to the user on the external memory.  We 
can also meet this type of course in a form of traditional, 
static websites.  

Friend communication means a course, in which there is an 
opportunity of a discussion in a group of students (often in an 
asynchronic way, but the synchronic way is not excluded) 
without a teacher (many-to-many).  An instructor may of 
course listen to the discussion, but as assumed without taking 
part in it.  

Course of open tasks is a course that provides communica-
tion between the teacher and every student separately; the 
teacher is the party initiating (one-to-one).  Such 
communication is usually performed with the usage of open 
tasks mechanism: a teacher gives a problem and waits for the 
solutions sent by the students, after that he sends his 
individual comment on every solution.  In this way, there is 
no group communication.  

Consultation is another form of communication between 
two people (one-to-one).  This time a student initiates the 
conversation who raises a question, doubts or comments 
directly towards the teacher.  Further communication 
(explanations, additional questions, supplements) takes place 
only between those people.  Usually this form is performed 
via e-mails (often being a service of e-learning platform).   

Teacher’s instructions indicate such type of e-course where 
teacher gives students additional content or organizational 
information without interaction from the other side (one-to-

many).  In this case we do not mean a form of interaction 

“learner-instructor”, described in [10] or [9]3, but remote-
controlled dynamic educational process which is not 
individualized.  Here, we should underline that 
communication (one-to-many) makes sense only when 
teacher is the person giving students information.  

Full communication means that in the course there are all 
forms of communication realized between participants (with 
the help of the computer), including discussions in a group 
with a teacher (many-to-many).  Here, we should underline 
that it is important to use those mechanisms for didactic 
goals, not the possible opportunity for technical realization.  

A form of communication in the presented taxonomy 
depends on the used methods of education, not the technical 
capabilities.  That is why not every course placed on the e-
learning platform will deserve to be called full communica-
tion, although the realization of discussion demand with the 
participation of all students and the teacher is easy to perform, 
for example with the help of discussion forum.  Describing e-
courses we have to use only one definition – which requires 
the least resources.  For example, if the course is not self-

teaching it means it contains some forms of communication, 
then it certainly uses the mechanism of mutual communica-
tion student-teacher.  However, not every course is a course 

of open tasks because it may not use (or even it does not have 
an access to) mechanism of sending solutions to the tasks and 
comments as well as assessing them by the teacher.  Such 
type of a course is a consultation.  

 

IV.  ORGANIZATION 
 

Education through the Internet, despite its advantages 
related to the breaking up with the unity of place, time and 
action of the didactic process, it also has disadvantages.  It is 
not possible in on-line way to work with the factual object, 
we cannot carry out an experiment in a laboratory 
(particularly there is no possibility to experience smell, taste 
and other senses through the Internet) there is no possibility to 
come into interaction with other people with all features of a 
direct meeting (body language, influence of the environment, 
eye contact, etc) [1].  Those inconveniences may be solved by 
introducing to the e-course few or more meetings, lessons, 
lectures or workshops in a traditional form, in a traditional 
room, laboratory.  Such form of classes is called blended 

learning (mix education, hybrid education).  
Blended learning does not only solve problems which are 

not possible to solve by e-learning but also makes it easier to 
adjust educational forms to the demands of generation that 
was born in the age of computers and the Internet and hinders 
the process of dehumanization of education [7], [2].  

The stationary part of blended learning may be devoted to 
different activities: introduction to the subject of the course, 
review and summary lectures, work in small groups, project 
presentations, demonstrations, laboratory and workshop 
activities, lectures visiting specialists, question and answer 

                                                 
3 Based on the fact that the content of education is delivered by the teacher 
with the usage of materials placed in the course and the layout of the 
materials – such form is present in every type of e-course.   
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sessions or advanced factual discussions.  However, 
stationary and on-line classes always have to be appropriately 
connected so that they are carefully planned as a whole [14].  
In designing a hybrid course one should consider first of all 
the goal of learning and the schema of the course resulting 
from the goal.  We can distinguish three very general models, 
different from each other in type of the main pathway of the 
stationary classes: oriented to the consolidation of skills, 
change of views and formulating the competencies [18].  
Despite the fact that all those models have their own 
characteristics, then so general distinction does not allow to 
define operational goals and does not help in designing.  
However, when using the described features and the 
realization prepositions included in the papers [14], [18], [5] 
and [15] we can accept three very precise schemas of the 
hybrid courses differentiated on the basis of the content 
presented during stationary classes.  

The first schema, occasional course, has a stationary part 
limited only to few meetings, usually in a the circle of all 
participants.  They are devoted to all organizational issues but 
may also include introduction to the subjects and summaries 
of the content present in the course.  Particularly, the 
inauguration meeting is very important ([14]) although it does 
not have to be obligatory in the course.  

The second schema, practical course, where there is a 
stationary part devoted mainly to the laboratory or workshop 
classes, off-site activities, gathering of empiric information, 
etc.  Of course, some elements of teaching theory may be 
present, but the main effort of students is concentrated on the 
acquiring of the practical skills.  

The third schema is the opposite to the second one, because 
the stationary part of the theoretical course is devoted to the 
transmission of the theoretical knowledge through the 
lectures, demonstrations, and classes of seminar nature.  
Practical classes that is using knowledge in everyday 
situations is (almost) transferred to the Internet (such course 
schema seems to be good in teaching mathematics, economics 
and philosophy – in those subjects traditional lecture and the 
lecturer play a big role, and the practical classes are usually 
performed individually without necessity of direct 
participation of the teacher).   

To take into consideration all possible cases in the division 
we have to introduce category of on-line course that is such 
course where there are no stationary meetings.  We do not 
define a course without any classes on the Internet because 
we do not examine this form of education here.   

 

V.  STRUCTURE 
 

Structure of internet course is defined by the access to the 
materials or fragments (course elements) into which the 
content is divided.  There are a lot of opportunities to make 
resources available for students, but usually we can 
distinguish three solutions: line structure, topic and social [6].  

Line structure is based on making resources available in 
defined time intervals, e.g. every Monday new materials are 
made available as a part of weekly content portion.  Usually, 
student has an access to new materials without necessity to 

fulfill additional requirements.  Very often every stage is 
completed with a test checking if the presented knowledge is 
acquired.  Time hierarchy matches to this structure and this 
name will be used in the further part of this work.  

Topic structure is a division of all course resources into 
groups which are related to the particular topics included in 
the syllabus.  Materials in each group are placed in the 
particular order that illustrates the hierarchy of issues.  Such 
structure may be present in two forms.  In the first one, using 
materials inside the chosen subject requires to go through the 
“control points” – tests that check the level of mastering the 
material preceding this point.  Too low mark does not allow 
to have an access to the further resources.  Such type of 
course is called Topic hierarchy.  The second form (and this 
one is described in the quoted above portal) does not have any 
conditions limitating opportunity for access to files.  For this 
form Independent studies is the most appropriate name 
because it corresponds exactly to the model of e-course from 
the mentioned above taxonomy presented in [3].  

Course organization around the activity, called social in the 
quoted above portal does not indicate particular nature of the 
course.  It is drawing the attention to certain activating 
learning methods which may be successfully used in other 
types of courses, e.g. in the course with time hierarchy (the 
only structure that ensures the efficiency of the methods 
where more people take part).  It is difficult to imagine a 
course with a construction that has only those activities.  

To have a full image of possible internet course construc-
tions there is one thing missing – the easiest structure: a 
collection of materials without any hierarchy.  This form is 
often used in supporting stationary learning with resources 
placed on the Internet.  Often direct meetings allow students 
to have appropriate clues on using the materials on the net so 
no structure of those resources is needed.  Courses which 
contain manual how to use the equipment, fill in the 
questionnaires, apply new regulation and principles in an 
enterprise or office do not require any structure either.  This 
type of course, that is one box with digital documents, is 
called a Collection of materials.  

 

VI.  TAXONOMY 
 

The analysis presented above has led to the definition of 
three attributes: organization, communication and structure, 
whose values indicate type of course.  There are possible 
values of those attributes indicated.  But we cannot claim that 
any three values (one for each attribute) indicate a course 
category because some of them are against each other.  For 
example a Collection of materials as assumed does not take 
into consideration teacher’s participation so it has to have 
communication self-teaching and organization on-line course.  
Other values for communication and organization are 
excluded.  

Similarly, organization anticipating factual meetings (not 
occasional) indicates the course structure Time hierarchy 
because the efficiency of direct meetings may be provided 
only when all participants will be well prepared (master the 
advised range of knowledge or skills).  Such conditions will 
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not be provided by the Collection of materials, Independent 

studies, or even Topic hierarchy because in such conditions 
there is no control over the order of topics that is studied by 
an individual participant of the course.  In the table presented 
below it has been shown which values of attributes may 
indicate type of e-course.  It was accepted, except for 
assumption defined above, that it does not make sense to 
introduce factual discussion between students when there is 
no certainty that all participants had and access to the same 
materials, which excludes Friend and Full communication in 
case of Topic hierarchy and Independent studies.  Moreover, 
we assume that both Collection of materials and Independent 

studies take place without any part of the teacher so they 
exclude blended learning. For all possible course categories 
see Table I. 

VII.  »EXPERIMENT« 
 

Theoretical deliberations have led to indicating 31 different 
categories of courses.  A question is important whether all 
those categories are needed: whether they are, or may be, any 
courses having those attributes.  On the other hand we 
decided to verify our deliberations with the usage of some 
kind of experiment.  We decided to check the usefulness of 
the presented taxonomy of course category on the module 
units of educational programs for professional qualifications 
based on the order from the Ministry of Education.  The 
research was to check: 

(1) Whether every (real) course may be described with the 
usage of three attributes: organization, communication and 
structure? (2) Whether all values of the attributes are 
necessary? 

The essence of the ‘experiment’ was to analyze module 
units from the point of view of opportunities of their 
realization in a form of e-course (including possibility of 
blended learning), and then to catalogue such (hypothetical) 
courses with the usage of the given taxonomy.  

A group of teachers and experts of e-learning from Centre 
for Open and Multimedia Education (COME) at University of 
Warsaw (A. Barbasiewicz, B. Michałowicz, M. Siarkiewicz 
and D. Sidor) verified 1400 module units.  Having rejected 
professional internships (120 units) 1280 remaining were to 
be verified by the experts panel with the usage of accepted 
categories.  

 

VIII.  RESULTS OF »EXPERIMENT« 
 

A.  Orgaznization   

Part of the tested units cannot be conducted as internet 
courses.  Among those units that may be performed as 
internet courses most require stationary meetings.  It results 
from the specificity of professional education focusing on 
practical skills (Fig. 4).  

The most popular model of organization was the one in 
which theoretical part was presented on line and the practical 
part in a stationary way.  One more time, big part of practical 
knowledge, possible to be presented only directly, has 
determined the results of categorization (only four times there 
was a model ‘stationary part – theory’) (Fig. 5).  Courses fully 
on line are the courses which formulate in the participants so 
called ‘soft’ skills or present abstract knowledge.  

TABLE I 

COURSE CATEGORIES 
 

 
Collection of 

materials 
Time 

hierarchy 
Topic hierarchy

Independent 
studies 

ORGANI-
ZATIONa 

A B C D A B C D A B C D A B C D

Self-
teaching 

+    +    +    +   
 

Friend 
communi-

cation 
    + + + +        

 

Open task 
course 

    + + + + + +   +   
 

Teachers’ 
instruction 

    + + + + +       
 

Consulta-
tion 

    + + + + + +   +   
 

Full 
communi-

cation 
    + + + +        

 

aA – on-line course; B – occasional course; C – theoretical course; 
D -- practical course. 

 

Hybrid 

courses; 790
On-line 

courses; 235

Not possible 

through the 

Internet; 255

Fig. 4. Organization (all units).  

On-line; 235
Occasional; 15

Theoretical; 4

Practical; 771

Fig. 5. Attribute: Organization 

Self-teaching; 59 Friend 

communication; 

27
Open task 

course; 154

Teachers' 

instructions; 154

Konsultacje; 507

Full 

communication; 

124

Fig. 6. Attribute: Communication 
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B.  Communication 

It results from our ‘experiment’ that majority of units 
require a certain form of communication with a teacher and/or 
other participants.  Often present categories were: open tasks 
course, teacher’s instructions and consultations (Fig. 6).   

When analyzing the results of his attribute we hale to 
remember that some flexibility is allowed here – model of 
Communication is not given once for ever.  In particular, it 
refers to all subjects where only communication teacher-
student is taken into account.  That is why the data referring 
to the open tasks course, instructions and consultations should 
be taken into account together.  Those forms of 
communication are the most popular due to the limited 
number of courses where it is necessary to introduce 
generally available factual discussions.  Because of the same 
thing there is few courses with full communication.  

Assigning course to category self-teaching and friend 

communication depends mostly on the course structure – 
enable to communicate between students may take place only 
when a group of students begin classes at the same time.  

 
C.  Structure 

The most popular model of presenting materials structure 
was time hierarchy course (Fig. 7).  It results from a big 
number of hybrid courses which always have time structure.  
Necessity to organize stationary meetings  nearly exclude 
opportunity to conduct subject course that from its definition 
does not have any terms, in which student would have to 
show that the theoretical knowledge was mastered by him 
(very often necessary while performing practical tasks).  Few 
courses are realized in a form of set of materials and free 
course – majority of courses require introducing regular 
knowledge checking.   

 
X.  CONCLUSIONS 

 

We may conclude that all (apart from internships and 
subjects only practical) module units may be (hypothetically) 
realized as internet courses characterized by presented in the 
taxonomy attributes and indicated values.  Moreover, all 
values of the attributes were used to realize all units.  The 
taxonomy offered seems to be complete and useful in 
categorizing e-courses which are to be used in professional 
education.  We assume that this taxonomy is equally useful in 
categorizing university subjects because of their more 
abstract, and less practical nature which means bigger 
susceptibility to e-learning.    

The taxonomy can be used in the course designing process. 
One can start with stating the educational goal and the 
suggested content of the prepared course. The content 
strongly indicates the organization of the course (if there is a 
need for face-to-face meetings: practical exercises in a 
workshop or meetings with special guests, etc.) while the goal 
depicts the minimal level of communication (e.g. if the goal is 
to prepare students to use particular equipment then no 
discussions are necessary. On the other hand, a good 
merchandiser has to practise his negotiation skills). Both, the 

goal and the content point out the structure of the course (e.g. 
if the face-to-face meetings are necessary then the structure 
time hierarchy should be used). Thus we get the type of the 
course and its plan. So the suggested taxonomy simplified the 
first stage of the process of design e-courses. 
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Abstract - One approach for modeling of 1-D IIR digital 

filter based on two layer recurrent neural network is proposed.  

The Lagrange multipliers method has been applied to the 

training process of the neural network.  The set of time domain 

data is generated and used as a target function in the training 

procedure.  To demonstrate the effectiveness of the proposed 

neural network model some simulations have been done using 

input harmonic signals with different frequencies.  The analysis 

of the behaviour of neural network model and target filter 

frequency responses shows good approximation results.  

I.  INTRODUCTION 

Neural networks have increasingly been used in many 
areas of signal processing.  In last year various approaches for 
modeling and simulation of the analog and discrete dynamic 
systems based on different type of neural networks have been 
developed [1-9].  Basic results related to the discrete 
dynamical systems approximation using neural networks are 
discussed in [1].  Some of these methods are successfully 
applied to the design problem in time domain for analog [2] 
the non-recursive, recursive and adaptive digital filters [3-5].  
One approach for the 1-D FIR digital filter design based on 
the weighted mean square method and neural network to state 
the approximation problem is proposed in [3].  Some methods 
for the non-linear digital filters design using neural networks 
are considered in [4].  One approach for time domain design 
of 1-D and 2-D recursive digital filter, based on recurrent 
neural network is proposed in [5].  

A various methods have been developed for the purposes 
of the training process of the recurrent neural networks [6-9].  
The backpropagation through time method is the basic 
approach for recurrent neural network training, discussed in 
[6].  Some training algorithms based on the sensitivity theory 
are considered in [7, 8].  Reference [5] describes the learning 
algorithm for the neural network structure based on the state 
space representation of 1-D and 2-D IIR digital filters. 

In this paper an IIR or recursive digital filter model based 
on two layer recurrent neural network is proposed.  The 
structure and mathematical description of the recurrent neural 
network is given in section II.  The training process of the 
neural network using Lagrange multipliers method is 
discussed in Section III.  A set of time domain data has been 
generated and used as a target function in the training 
procedure.  The neural network model has been trained in 
such a way that with given predetermined input signal, the 
output variable approximates the target function in mean 

square sense.  The neural network model of the recursive 
digital filter is considered in section IV.  The effectiveness of 
the proposed neural network model of the recursive digital 
filter is demonstrated in Section V.  The modeling results 
have been obtained for two different cases – a Nyquist 
recursive digital filter witch has a special type of the impulse 
response and a 4-th order bandpass recursive digital filter.  
Some simulations are realized using harmonic signals with 
different frequencies in the filter’s passband and stopband.  
The analysis of the behavior of the neural network model and 
the target filter frequency responses shows good 
approximation results.  The proposed approach can be 
extended and successfully applied to the case of modeling of 
nonlinear IIR digital filters. 

II.  STRUCTURE AND DESCRIPTION OF THE NEURAL NETWORK 

The two layer recurrent neural network is considered. The 
structure of neural network is shown in Fig. 1.  

The recurrent neural network is described with the 
recurrent system of equations as follows: 
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where f(.) is the activation function for the first layer of the 
neural network 

Let be introduced the vector function )f(s as follows: 
T

n )]s(f),...,s(f),s(f[) 21=f(s , 

then the neural network description in the matrix form is: 

001 xxzWfx ==+ )k()),k(()k(  ,           (2) 

)k()k( Cxy =               (3) 
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Fig. 1. Recurrent neural network structure for digital filter modeling 

where 
nRx∈  is the state space vector,  

unRu ∈ is the vector of neural network input excitations 
mRy ∈  is the vector of neural network output, 

znn ×∈ RW and nm ×∈ RC , nm ≤ , [ ]ijc=C ,  

⎩⎨
⎧

≠

=
=

ji

jic
c

i

ij 0
 are the matrixes of system coefficients, 

n   - is the number of neurons at the first layer; 

un - is the number of input excitations; 

uz nnn += - is the number of neural network inputs. 

The equations (2), (3) can be used to describe the recurrent 
neural network shown in Fig. 1. 

The following additional vectors have been defined: 
• a vector of the first layer inputs of neural network 

T

nn ]u,...,u,u,x,...x,x[
u2121=z , znRz ∈           (4) 

• a vector of the neural network outputs 
T

m )]k(y)...k(y),k(y[)k( 21=y           (5) 

• a vector of the neural network weighting coefficients 
[ ]mnnnn c...c,c,w....w...ww,w...ww

zzz 212222111211=p , 

pn
Rp ∈              (6) 

where mn.nn zp +=  is the number of neural network 

coefficients and the elements of matrix Znn ×∈ RW are 
introduced row by row. 

Mean square error objective function is defined in 
following form: 
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where )}k(ŷ{ i  is a set of samples of the target function. 

III.   ALGORITHM OF LAGRANGE MULTIPLIERS 

The main problem in the neural network training process is 
the gradient calculation of the mean square objective function 
(7) with respect to weights. The algorithm of Lagrange 
multipliers [9] is used as a training procedure of the neural 
network model.  The Lagrange multipliers algorithm has been 
written in matrix form. 

The vectors of Lagrange multipliers are defined as: 
T

n )]k(),...,k(),k([)k( λλλ= 21λ  ;  
T

n )]k(),...,k(),k([)k(
p

ΓΓΓ= 21Γ ; 

and the Hamiltonian of the optimization problem (2),(3), (7) 
is stated in the form: 
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Using (8) the conjugated system is composed as follows: 

0=
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The gradient of the objective function (7) can be calculated 
using the following algorithm: 

Step 1. Calculate and store the set of values )}k({ x  from (2) 

 for 110000 −+== fk,...,k,kk;)k( xx . 

Step 2. Solve the conjugate system (9) и (10) 
 for 01 k,...,kk f −=  (backwards in time). 

Step 3. Obtain the objective function gradient from the 
solution of (10) for 0kk =  

)k((J 0Γp) =∇ . 

The conjugated system (9), (10) can be written in matrix 
form. Then it is necessary to define the following matrix and 
vectors: 

• a sub-matrix xW of the weighting coefficients matrix 

W : 
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• a matrix of Lagrange multipliers for the first layer of 
the neural network: 
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• a vector of Lagrange multipliers for the second layer 
of the neural network: 

[ ]Tcmccc ,...,)k()k( ΓΓΓ= 21Γ ;          (13) 

• a diagonal matrixes 

))k(s(f,....,))k(s(f))k(s(f(diag n′′′= 211D  

))k(x,....,)k(x)k(x(diag m212 =D .          (14) 

The error vector from the objective function (7) 
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can be written as: 

m,...,,i),k(ŷ)k(y)k(e
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iii
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Equation (9) can be stated in matrix form as follows: 

)k()k()k()k( T
x

T 11 ++= λDWeCλ ,  

010 k,...,kk,)k( ff −==λ          (16) 

where C is the matrix from (3), xW  is the matrix from (11), 

1D is the matrix from (14) and )k(e  is an error vector (15). 

Equation (10) can be stated in the following form: 

• for the first layer of the neural network: 

,)k(,)k()k()k()k( f
wTww 011 1 =+++= ΓzλDΓΓ  

01 k,...,kk f −=                                                                    (17) 

where )k(wΓ  is the matrix from (12); 

• for the second layer of the neural network: 
01 2 =++= )k(),k()k()k( fccc ΓeDΓΓ          (18) 

where  )k(cΓ  is the vector from (13);  

2D  is the matrix from (14). 

The gradient of the objective function (7) for the 
conjugated system (16), (17), (18) has been calculated 
applying the three steps algorithm, described above, as 
follows: 

[ ]TT
c

w
n

ww )k()k(...)k()k()(Jgrad 000201 ΓΓΓΓp = , 

where thi),k(w
i −Γ  row of the matrix )k(wΓ , i =1,2,…, n. 

The statement of conjugated system (16), (17) in a matrix 
form allows effective realization of the algorithm using to 
determine the gradient of the objective function (7) with 
respect to neural network weights.  Standard gradient 
optimization procedure has been applied to minimize the 
objective function (7) that is defined for the solution of the 
system (2), (3). 

IV.  NEURAL NETWORK MODEL OF IIR  DIGITAL FILTER 

The IIR or recursive digital filter can be considered as a 
linear discrete dynamic system described in time domain with 
n order difference equation, which has been stated using the 
delayed samples of the input excitation and the response at 
the output.  Transforming the difference equation the state 
space description of the recursive digital filter can be obtained 
as a linear system of n first order recurrent equations.  The 
advantages of the state space representation are the simplicity 
of time domain analysis, the matrix form description of digital 
filter impulse and step responses and possibility of parallel 
calculations. 

The neural network structure shown in Fig. 1 must be 
modified to linear structure.  In this case the activation 
function f(.) is linear.  This linear network is used to create a 
model of recursive digital filter.  The corresponding system of 
equations (1)-(3) is a linear recurrent system. The Lagrange 
multipliers algorithm modified for linear network is used as a 

training procedure of the neural network model.  The training 
sequences are generated using the impulse response of target 
recursive digital filter that is designed by Filter Design 
Toolbox of MATLAB.  The corresponding excitation at the 
input of the neural network model is unit impulse. 

V.  MODELING RESULTS 

Case  1.  Modeling of 4 th order bandpass IIR digital filter 

The following requirements to the magnitude response of 
the target bandpass digital filter are specified: bandpass [300–
3400] Hz, passband loss – 3 dB; bandstops [0–100] Hz and 
[3600–4000] Hz, bandstop loss – 15 dB; sampling frequency 
– 8000 Hz. 

The model of the bandpass IIR filter is realized as 
recurrent neural network structure with 4 neurons. 

The effectiveness of the proposed algorithm is 
demonstrated by simulation with neural network model.  The 
simulation is realized applying input harmonic excitations 
with frequencies in the digital filter’s passband and stopband.  
These sinusoidal signals are different from the set of data 
using in the training process of neural network model.  The 
impulse responses of the target digital filter and the neural 
network model are shown in Fig. 2 and Fig. 3 and the 
magnitude responses in frequency domain are shown in Fig. 4 
and Fig. 5, respectively. 

 
Fig 2. Impulse response of the target bandpass IIR filter  

 
Fig. 3. Impulse response of the neural network model 
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Fig 4. Magnitude response of the bandpass target filter 

 
Fig. 5. Magnitude response of the neural network model 

The simulation experiments are implemented when at the 
input of the neural network model have been applied 
sinusoidal signals with the following frequencies - 50 Hz 
from the filter’s stopband and 1000 Hz – from the filter’s 
passband.  The comparison between the input harmonic 
excitation and the output signal of neural network model is 
illustrated in Fig. 6 – the first case of a 50 Hz input harmonic 
signal and Fig. 7 – the second case of a 1 kHz input harmonic 
signal.  The time responses of the target bandpass digital filter 
and the neural network model in the case of input signal - 50 
Hz and 1000 Hz are respectively demonstrated in Fig. 8 and 
Fig. 9. 

 
Fig 6. Input and output of the neural network model, case 1- 50 Hz 

 
Fig 7. Input and output of the neural network model, case 2 - 1 kHz 

 
Fig. 8. Harmonic responses of target filter and neural network model – 50 Hz 

 
Fig. 9. Harmonic responses of target filter and neural network model – 1 kHz 

 

Case  2. Modeling of Nyquist recursive digital filter 

The Nyquist recursive digital filter plays an important role 
in digital data transmission for its intersymbol interference 
(ISI)-free property. Also it can be adopted in decimation or 
interpolation multirate systems. To achieve zero ISI, Nyquist 
filter must satisfies some criteria in time domain that they 
should have zeros equally spaced in the impulse response 
coefficients except one specified. Infinite impulse response 
(IIR) Nyquist filter has lower orders than FIR filters, but their 
impulse responses are more difficult to keep the zero-crossing 
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time constraint property ant the problem of filter stability 
should also be examined [10]. 

Impulse response )n(h  of the (IIR) Nyquist filter with the 

time domain constraints is defined in the form [10]: 
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        (19) 

where K  and N  are integers 
The transfer function )z(H  of the (IIR) Nyquist filter can 

be expressed as: 
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where dn N,N  are integers, all the filter coefficients ii b,a are 

real, 10 =a ,  dN  is the multiple of N. 

The impulse response of the IIR Nyquist filter is used as 
target function in the training procedure of the neural network 
model. The IIR Nyquist filter with 415 == dn N,N , 

94 == K,N  is considered.  

 

Fig 10. Impulse responses of the target Nyquist IIR filter 

 

Fig. 11. Impulse response of the neural network model 

 

Fig 12. Magnitude responses  of the target IIR filter 

 

Fig. 13. Magnitude response of the neural network model 

The impulse responses of the target IIR Nyquist filter and 
the neural network model with 6 neurons are shown in Fig. 10 
and Fig.11.  The magnitude responses in frequency domain of 
the Nyquist filter and the neural network model with 6 
neurons are shown in Fig. 12, Fig. 13. 

 

VI.  CONCLUSION 

One approach for the IIR digital filter modeling based on 
recurrent neural network is proposed.  The Lagrange 
multipliers method has been used to create an effective 
training algorithm for the neural network model.  The Nyquist 
and bandpass IIR digital filters have been modeling using the 
recurrent neural network structures.  To investigate the 
behavior of the digital filter models some simulations have 
been realized using input harmonic excitations with different 
frequencies.  The analysis of the obtained results shows a 
very good approximation of the impulse responses in time 
domain and the magnitude responses in the frequency 
domain.  This approach can be extended and successfully 
applied to the case of modeling of nonlinear recursive digital 
filters. 
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Abstract- In this paper, we describe the development of a support 
tool based on voice recognition technology for deaf students in the 
lecture environment. The successful prototype is then extended in a 
pilot scheme to provide additional material for the entire student 
body. Based on the feedback from the pilot scheme a proposal for a 
framework to support student interaction with captured lecture 
content is developed. The work is placed in the context of other 
developments and issues in the fields of deaf studies and e-learning. 

I.  INTRODUCTION 
 

Across the educational sector there has been an increased 
drive to increase the accessibility of education. In the UK where 
this project is based the key pieces of legislation are the 
Disability Discrimination Act [1] and the Special Educational 
Needs and Disability Act [2].  

As part of the lecturing work by the authors, a significant 
number of deaf students were encountered in the classroom 
environment. Traditional support mechanisms were applied to 
ensure that they received a good quality education but the 
authors realized that the multimedia technologies being taught 
could be used to enhance the learning experience for these deaf 
students. The national figure for the number of deaf students 
entering higher education is approximately 2.6 for every 1000 
[3]. This figure was significantly lower than that encountered by 
the authors who had 4 deaf students out of a programme cohort 
of 210 in a 5 year period.  

The particular problems that the students encountered were in 
dealing with subjects with high technical jargon content as this is 
the area where the traditional support tools are least effective. 

 
II.  SUPPORT ISSUES FOR DEAF STUDENTS IN LECTURES 

 

The problems faced by deaf students in higher education have 
been the subject of considerable investigation. Researchers such 
as Fleming & Hay [4] and Bremner & Housden [5] have 
identified a range of issues that deaf students face in this area. 
One area that is identified as requiring further investigation is 
that of the role and effectiveness of the support services in 
improving academic performance [6]. From these and other 
works, it has been established that the communications 
mechanism between the lecturer and the deaf student is one of 

the key areas that affect performance. In particular the lecture 
theatre environment is identified as an area where the 
information exchange is not particularly effective. 

There are a range of factors which impact on the ability of the 
deaf student to gain the maximum benefit from the lecture 
process. In the lecture context, the most common and effective 
form of support is the sign language interpreter (or signer). This 
person is highly skilled and there is therefore a great demand for 
their services. In Scotland for example it is estimated that over 
300 full time signers would be required to meet the need of the 
community. The figure for 2003 was that there were 42 
registered interpreters. [7]  

The second major issue when working with signers is that the 
signers very rarely have the subject specific knowledge and sign 
vocabulary to translate the technical terms used in the lecture into 
sign language. If this specialist vocabulary cannot be developed 
then the signer has to resort to translating via finger spelling 
which is a slow process and quickly falls out of step with the 
lecture content. Recently an online reference resource called 
“Sciencesigns”, has been developed which provides a British 
Sign Language (BSL) glossary for Engineering and Science [8], 
[9]. 

The importance of sign language translation from specialist 
signers is supported by a range of researchers who have shown 
that “…deaf students readily acknowledge that they do not 
receive full access to information in university lectures.” [10]. In 
particular it has been shown [11] that deaf students felt the need 
for subject specific knowledge in their interpreters to improve 
their comprehension of the topic. This was also supported by the 
work of Quinsland and Long [12] who reported that the 
immediate retention of lecture content was twice as high if the 
lecture was translated by a specialist signer.  

It is possible for the lecturers themselves to become trained in 
signing but it is the experience of one of the authors (having 
completed BSL level 1) that the level of proficiency required to 
fully support teaching would form a significant additional load 
for most staff. In addition, most interpreters use sign language as 
a second language “As a result, the spoken language tends to 
dominate most cognitive functioning.” [13]. This results in a 
poor presentation of the concepts in BSL together with the 
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cognitive load for the lecturer of supporting the concurrent 
speech and signing activity. 

Marschark et al [14] reviewed a range of surveys into deaf 
education and identified that there were a number of factors 
which limited the ability of deaf students to benefit fully from the 
classroom experience. One key finding was that the overall level 
of comprehension of interpreted content was 85% of that of the 
hearing students. An interesting additional point from the work 
was that the authors identified that there were an increasing 
number of deaf students who were requesting access to online 
text presentations as an alternative to interpretation. 

This outcome, together with the ongoing shortage of 
technically specialized sign language interpreters suggested that 
an alternative support tool would be worth developing.  

The approach that was decided upon was to apply speech 
recognition technology to capture the lecture “live” and to 
provide this text in near real time as subtitles on the presentation 
screen.  

 
III.  THE DEVELOPMENT OF THE TALKSHOW PROJECT 

 

When Talkshow project was initiated (2001), speech 
recognition technology had advanced sufficiently that it was now 
possible to run the software on a high end desktop system.  

One of the core principles of the Talkshow project was to try 
and produce a low cost solution to support deaf students in the 
lecture and group working environments. It was intended that it 
would be possible to deploy the system with the type of 
resources that would normally be available to the general 
teaching staff in a university and without dedicated technical 
support. The project integrated an off the shelf voice recognition 
package with an application which displayed the transcribed text 
in subtitle mode under the presentation. [15]. (Fig. 1) 

Fig 1. A screen capture of Talkshow in use. 
 

Other products which took advantage of the advances in 
speech recognition to support deaf students were being 
developed at the same time as the initial Talkshow project. The 
most notable example of these was the Liberated Learning 

Consortium [16], but at that time the cost, complexity and 
practicality of the solutions reduced their impact and deferred 
implementation [17].  

A major assumption which underlies the Talkshow project 
was that the deaf students who would use it were fluent in 
written English. It cannot always be assumed for profoundly deaf 
students that their written English skills are of a high level. This 
is because most deaf people who have been deaf from birth learn 
English as a second language, after BSL.  

The critical role that written English plays in the higher 
education of deaf students and in particular to be able to access 
many of the technical resources and assistive technologies is is 
highlighted by a quote from Jordan [18] which states  “…in order 
to take advantage of the emerging technologies, deaf people have 
to be highly literate. They must be able to read and write 
fluently! It is essential that students become highly skilled in 
reading and writing English….. So obviously literacy is a high 
priority”.  

At present the experience of the authors is that those deaf 
students who study in the technological fields do have such 
levels of English, so the issue of lack of written English skills did 
not impact on the research activity.  

This situation is changing both socially and technically. A 
significant example of this in the UK was the recognition in 2003 
that British Sign Language was a language in its own right within 
the United Kingdom [19]. In the technical context, work is 
underway on the development of video based translation [20] and 
signing avatars which can convert written text into sign language 
[21].  

At present these developments are in their early stages and can 
usually only translate into sign supported English as BSL has a 
different grammar to English.  

 
IV.  RESULTS FROM THE TALKSHOW PROJECT 

 

By 2005 the Talkshow prototype evolved to provide support 
for group working as well as lectures but for this paper the focus 
will remain on the lecture support element of the project.  

The results obtained from the project showed that while the 
project had definite limitations, in general the deaf students 
found it to be a useful addition to the support that was available 
to them [22]. Key points were: 
• The speech recognition was sufficiently accurate to provide 

useful additional information to the deaf students.  
• In most cases the content of the subtitles was found to be 

accurate and allowed the student to follow the lecturer’s 
speech effectively.   

• The deaf students were already used to having to read 
subtitles and multi channel information. 

• When the text produced was garbled, it was easily 
identified by the students and ignored.  
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• Technical terms and digressions which were used to 
illustrate the meaning of these terms were easier to pick up 

• Questions from the class (if echoed by the lecturer) were 
also able to be followed, increasing the student’s 
understanding of the topic and making the student feel more 
integrated into the lecture class. 
 

One particular benefit was that the system was most effective 
in the area of technical terminology where the use of signers had 
the most problems. Assuming the lecturer had taken time to train 
the system in the technical vocabulary of the lecture, the 
technical terms which were identified as being the most difficult 
for the signer to translate effectively were normally translated 
successfully by the speech recognition engine. It was identified 
that the unusual nature of the terms meant that there was less 
likelihood of a translation mismatch. Researchers at MIT [23] did 
not find this to be the case but the difference in the results was 
identified as being down to the time that the lecturer spent prior 
to the lecture in ensuring that the vocabulary was recognised by 
the system.  

The key area of translation accuracy is one of the areas that 
limits the usefulness of voice recognition. The performance of 
the system is dependent on a range of factors including: 
• The quality and positioning of the microphone.  
• The acoustics of the room being used. 
• The amount of time taken to train the voice model 
• The changes in the speech patterns and voice characteristics 

in a lecture environment 
• The processing power of the system.  
• The existence of the words in the vocabulary of the system 

(many technical terms have to be added during training.) 
 

Speech recognition works with phrases to work out the 
context and hence the words to select from the vocabulary. If a 
word is mistranslated then this can result in the system losing the 
sense of the phrase or sentence.  

This is supported by researchers such as Glass et al [24] who 
found when using a standard, unidirectional microphone, 
attached to a video camera, to capture the content of the lecture, 
that transcription errors of the order of 30% to 40% were to be 
expected. This would be unacceptable for use in lectures and 
would require significant error correction at a later date, with the 
related time penalty. When using a dedicated noise cancelling 
headset microphone, other researchers in the area, notably Wald 
[25] found that error rates of 10% to 15% were the norm for the 
lecture environment. This tied in with the experience of the 
authors.  

As part of the evaluation of the project, hearing students in the 
class were also asked to evaluate the usefulness of the prototype. 
The general feedback from the hearing students was that while 
they found the application to be an interesting novelty in the 
lecture, the subtitling was a distraction for several reasons. 

• There is an appreciable delay between the speech and the 
phrase being translated which resulted in a discontinuity 
between the written and spoken information; 

• The continuously scrolling text became a visual distraction; 
• When the recognition engine did mistranslate the content of 

the speech the results were often humorous and this 
disrupted the flow of information.  
 

As a result of this feedback the later utilization of Talkshow 
was set up so that a local monitor was made available to the deaf 
students for them to refer to while the main lecture was projected 
without the subtitles onto the screen  

Many of the hearing students did request that the transcript of 
the lecture generated by Talkshow be made available to them to 
support their revision work. 

The lecturing staff who worked with the prototype identified a 
range of issues with the technology. In particular: 
• The training time required for effective translation was 

considered to be too great in some cases. 
• All staff who used the prototype felt that it was 

cumbersome. This has now been improved by the use of 
wireless headsets. 

• Opinion was split over whether the technology had a 
positive or negative impact on the lecturer’s delivery. 
 

While Talkshow was not a replacement for a skilled signer, 
well practiced in the technical terms of the subject matter, when 
this ideal was not available, the effectiveness of communication 
of the lecture content was improved for deaf students. The 
product still had limitations in terms of ease of use and the 
training required to achieve proficiency in its use. 

 
V.  EXTENDING THE TOOL TO FORM A PROTOTYPE LECTURE 

CAPTURE RESOURCE 
 

The feedback from the hearing students from the Talkshow 
pilot project suggested that there was an opportunity to extend 
the research activity. It was decided to investigate whether the 
transcribed lecture content would provide a useful additional 
resource which could be integrated into the learning environment 
of the wider student body. In particular the intention was to 
integrate the transcribed lecture content with audio, video and 
screen captures of the presentation to provide a rich resource for 
the students to use to support their learning.    

It is now common for lectures and lecture content to be made 
available to the students in a variety of formats. The normal 
minimum level of provision is via Managed Learning 
Environments (MLEs) are used by the lecturer to provide flexible 
access to lecture content, typically presentation slides and notes 
[26]. This is extended by a range of commercial and research 
projects which provide the capability to capture more of the 
lecture. Typical examples of these are ECHO360 [27] and 

THE DEVELOPMENT OF A LECTURE CAPTURE SYSTEM 289



Mediasite [28]. The general characteristic of these technologies 
is that they automate the live capture of lectures and make it easy 
to place the resultant content online. This allows students to 
review the lecture in their own time or from a distance. The 
challenge with this technology is to make the captured content 
easy to navigate and to manipulate. One significant project in this 
area is the collaboration between MIT’s Computer Science and 
Artificial Intelligence Laboratory (CSAIL) [23] and Microsoft to 
develop techniques for the transcribing and indexing of academic 
lectures.  

 Major strides have been made in the indexing and navigation 
of captured lectures but identifying and moving quickly to a 
particular section can still be dependent on navigating in a 
manner similar to DVD chapters, [29] assuming that the captured 
presentation has slides and video/audio content, and it is difficult 
to search the lecture for a particular element, whereas text is 
relatively easy to search.  

A significant additional benefit of incorporating the captured 
text is that, unlike video or audio, it is easy to amend and correct 
errors or incomplete elements of the lecture presentation.   

In terms of making the lecture content more accessible to the 
general student body and in particular to students with 
disabilities, the captured text helps to reduce the cognitive 
burden of notetaking [30]. By removing this burden, or at least 
reducing it to the annotation of particular key points in the 
lecture the ability of the student to concentrate on the content of 
the lecture is increased. If the content is made available or 
produced during the “live” presentation then it is possible for the 
student to add annotation to the lecture content in real time, 
particularly with the wide availability of low cost wireless 
laptops within the student body. Deaf students in particular are 
often provided with grants to purchase such devices. The 
potential of this area has been recognised by researchers and 
developments to take advantage of the live content have been 
proposed [31]. 

This work also ties in with the work of other developers of 
educational software and e-learning technologies. These systems 
include sophisticated lecture capture systems such as that under 
development at Microsoft [32].  

It is generally recognised from these and other studies, that as 
it becomes possible to provide access to a wide range of captured 
media from lectures and presentations, some mechanism is 
desirable to provide the presenter with practicable means to 
develop content which will allow the student to structure and 
index the content to support their own learning style is desirable. 

   
VI.  RESULTS FROM THE PROTOTYPE 

 

In order to investigate the effectiveness of this concept, a 
prototype application based on Talkshow was developed and 
deployed in a series of six honours level lectures in 2007. The 
lectures had a significant technical content. The purpose of this 

activity was to generate feedback from the students and to inform 
the development of the specification of the formal software 
project.  To avoid any possible ethical issues, classes were 
chosen which did not have any deaf students. In this situation, 
Talkshow was simply used as the audio transcription tool. The 
captured text was then edited to remove errors and irrelevant 
content. The resultant text file was then mounted on the MLE 
along with the captured audio from the lecture and the 
PowerPoint slides. 

The views of the students and the staff were collected and 
reviewed in order to inform the next stage of the development of 
the prototype. The students found that the ability to access the 
corrected text of the lecture was indeed a useful resource. By its 
nature, text is relatively easy to skim over or to search using 
software tools. It also made it possible for students to store the 
content on devices with limited memory and to print out the 
transcript for later study in conjunction with the slides.  

The limits of the text as it stood were that it did still contain 
some errors (even after correction) and that as lectures are 
relatively free form spoken “performances”, then there were 
times when the core content of the lecture could be difficult to 
follow. An initial problem with the text sometimes being difficult 
to relate to the presentation slides was at least partly addressed 
by incorporating it into the speakers notes section associated with 
each slide of the presentation file.  

A particular view of some students was that the text was an 
especially useful additional resource, as it supported learning in 
locations where IT resources may not be available. It was 
possible to print out the slides and the related text and read over 
them while travelling in to university for example. The major 
criticism of the content was that it was another means by which 
they could be presented with the same information, there was no 
real opportunity to extend or expand the information and it was 
still a passive rather than active learning experience. From 
discussions with the students it became clear that many of them 
would find it even more useful to be able to interact with the 
content and thus use it more effectively in their studies.  

From the staff perspective, the effort required to make the 
content useful (between 1 and 2 hours on average) was a 
significant overhead and they were not sure if the effort had 
sufficient educational benefit as it stood.  

 
VII.  THE SPECIFICATION OF AN INTERACTIVE CAPTURED LECTURE 

FRAMEWORK 
 

Based on the feedback from staff and students the following 
key points were identified as being essential to the extended 
lecture capture resource. In particular the specification had to 
recognise that the “one size fits all” approach to the capture and 
presentation of lecture materials does not allow for the wide 
variety of different learning styles and strategies that students use 
in their learning [33]. The particular challenges in the 
specification are firstly to develop a structured yet adaptable 
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framework for the lecture content that will allow easy navigation 
of the content. At the core of this structure will be a timeline, 
captured by the presenter or inserted later, to which the various 
elements are linked. Secondly, as the transcribed text is an 
integral part of the specification, it is important that it be 
integrated into the system in such a manner as to allow easy 
modification, adaptation and linkage to the supplied media 
elements. The key features of the specification were: 
• The system should be easy for staff to use and should not 

impact significantly on the ability of the lecturer to present 
the material in a manner that suits their lecture style. 

• The presented content should be available in a variety of 
formats suitable for a range of delivery platforms. 

• The content should be configurable by the student 
• The content should be able to be added to either by staff or 

students. Examples of this kind of collaborative activity 
would include:  
o Clarification of topics and expanded definitions of 

terminology. 
o Links to supporting media provided at the appropriate 

point in the transcript. 
o Links to tutorials.  
o Questions raised by the students and the responses from 

the lecturer or fellow students. 
o Annotations and comments from individual users. 

 
In order to allow this to be done the various items of captured 

lecture content should be presented in a common framework, 
with a common timeline to allow navigation through the 
material. By incorporating captured speech into a flexible e-
learning environment the usability of the environment for both 
deaf and hearing students would be improved and would enhance 
the accessibility of the educational content. 

Keyboard and other interactions would need to be captured 
and embedded in a timeline to allow linking of content. The final 
content should allow the individual staff member or student to 
modify and adapt the content to suit their own learning style and 
to increase the student’s engagement with the content. The core 
of the specification is the development of a markup language 
(Talkshow Markup Language – TSML) that will allow the 
various elements of the lecture to be linked and manipulated via 
a common framework. This proposal ties in with the desire of 
students to work with web 2.0 technologies [34], which are an 
increasing element of their online environment. The authors of 
the paper sound an important note of caution as the increased 
user control over the structure and depth of their learning 
experience may result in some students choosing strategies that 
are ineffective or counter-productive. 

At present the appropriate software platform to support the 
development and distribution of the content is being investigated 
and the design of the learning framework is under way, based on 
the running Talkshow prototype. 

By providing a suitable framework then the lecture content 
and its related resources can be accessed in a variety of ways. For 
mobile learners a stripped down text and still image resource 
may be suitable whereas those working within a wireless campus 
environment may choose to access the content in a number of 
different modes, depending on their preferred learning style. 

One of the key benefits of the structure under development is 
that it is intended to encourage greater student involvement with 
the content of the course. By allowing the students to take 
“ownership” of the content and to manipulate it in a manner that 
is appropriate to their learning style and mode of access, it is 
hoped that the engagement of the students with the content will 
be increased.  

The framework is intended to improve the quality of the 
distance access provision as well. In particular, by incorporating 
an interactive element into the framework it allows questions and 
issues to be raised after the lecture and then linked back into the 
lecture content   

 
VIII.  CONCLUSION 

 

In many cases lecturers already create a framework onto 
which a range of related materials can be mounted and adapted 
so as to provide a basis for a structured learning activity, some 
including captured lecture material. The fundamental change 
promoted by this proposal is that this needs to be more explicit 
and adaptable to encourage wider adoption of these resources 
and to convert the process of lecture capture away from simply 
recording the content of a lecture and towards creating an 
interactive, flexible learning resource to better support the 
student’s learning and understanding. In order for this to be 
successful it is critical that the students continue to be involved 
with the development of this framework. To this end the next 
stage of this project is to concentrate on a particular honours 
level module with significant complex technical content. The 
content presented during the lectures and tutorial sessions will be 
captured as before but integrated into a more sophisticated 
framework structure than that currently used. This will allow the 
students and staff to evaluate the effectiveness of the revised 
framework and to further refine and extend the specification. 
Clearly, given the origins of the project, it is essential that the 
goal of improving the accessibility of the learning resource for 
all students must be core to the development of the project.    
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Abstract-In this paper, a new algorithm to segment object from a 
pair of stereo images is presented. First, we matched every pixel in 
corresponding scan line pairs using a one-dimensional window, 
obtained the disparity map and initial object segmentation mask. 
Second, constructed complete and reliable background region 
from the accumulated frames by using background statistical 
technology. As compared with current frame to segmented the 
accurate target object mask. Then a post-processing was applied to 
remove noise and smooth the object boundary of segmentation 
mask, thus we obtained the object. The algorithm does not need to 
know the shape and number of motion objects beforehand, and it 
can separate objects from stationary and complex background. 
The experiment shows that this algorithm has certain practicality. 

I．INTRODUCTION 

Stereo vision infers three-dimensional (3-D) scene by 
generated recording two images with slightly different view 
points of the same scene, it provides a direct way of inferring the 
depth information by using the stereo pairs. Compare with the 
normal vision, stereo vision has more quantities of data, in order 
to save the storage and bandwidth, efficient coding techniques 
should be employed to reduce the data rate. Block-based and 
Object-based methods are often used to coding stereoscopic 
image sequences.  Block-based approach is simple and easy to 
achieve and allowing more straightforward hardware 
implementations, but the subjective quality of reconstructed 
images may be bad at low bit-rates. Object-based schemes 
alleviate the problem of annoying coding errors, providing a 
more natural representation of the scene, excellent performance 
and by producing fewer annoying effects such as blocking 
artifacts and mosquito effects. Furthermore, important image 
areas such as facial details in face-to-face communications can 
be reconstructed with a higher image quality than with 
block-oriented hybrid coding. In addition, the ability of 
object-based coding techniques to describe a scene in a 
structural way, in contrast to traditional waveform-based coding 
techniques, opens new areas of applications, but they require a 
complex analysis phase to segment the scene into objects and 
estimate their motion and structure[1]. 

It is well known that video object segmentation is a crucial 
step in object-based stereo video coding.  It is also an important 
step in many computer vision and multimedia tasks, including 
video editing, compositing, and the combination of real with 
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synthetic video content.  So object segmentation from images 
has long been an active area of research.  

Disparity refers to the displacement between the 
corresponding points of a real-world point in the left and right 
images. We can also derive the depth information of the 
real-world point from the camera parameter and the disparity of 
the corresponding points. Using the depth information, the 
scene may be separated in layers and depth keying is possible. 
Additionally, accurate 3-D modeling of the scene structure may 
be achieved. The disparity estimation problem is similar to the 
motion estimation problem in that it requires to establish the 
correspondence between pixels in two images. For every point 
in one image, the task of disparity estimation is to determine its 
corresponding point in the other image, or mark it as being 
occluded in the other image. Disparity estimation algorithms 
can be generally grouped into content-based, feature-based and 
phase-based[2]. 

In this paper, we do histograms matching two times in order 
to reduce the influence of intensity differences between left and 
right image. First we match right histogram as left one is a 
standard, second match left one as right is a standard. Then we 
sub-sampling the images to decrease quantities of computing, 
match the individual pixels in one partition of the horizontal 
scan line in one image with the pixels in the corresponding 
partition of the scan line in the other image. We use a 
one-dimensional window to do the matching procedure[3]. 
After computing a disparity map, information between scan 
lines is used to refine the disparity map. According to the 
coherence principle, image areas with smooth disparity 
variation belong to the same physical object. The regions 
which are discontinuity can let us get the initial object mask[4]. 
Then we over-sampling the mask to original size. The regions 
which are outside the object mask form the background. The 
whole background can be constructed from these regions of 
accumulated frames, compare the background with current 
frame, then we can segment the accurate target object mask, 
process the mask image using morphological methods, obtain 
the accurate object. 

The rest of the paper is organized as follows: In section 2, we 
describe the popular camera configuration in stereoscopic 
systems. The disparity estimate procedure is introduced in 
section 3. Section 4 discusses the background constructed 
method algorithm. The experimental results are presented in 
section 5.  Finally, we conclude with a discussion of further 
research directions in Section 6. 
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II．CAMERA CONFIGURATION IN STEREOSCOPIC SYSTEMS 

Stereoscopic systems are designed to emulate human 
binocular imaging system: capturing a 3-D scene using two 
cameras located in slightly shifted positions. The two cameras 
contain significant depth information. There are mainly two 
kinds of stereoscopic systems: parallel camera configuration and 
converging camera configuration. Parallel camera configuration 
is the most popular. In this stereoscopic system, two cameras 
with parallel imaging planes are located on the same X-Y plane 
of the world coordinate. The parallel camera configuration is 
shown in Fig.1. 

wC denotes a chosen world coordinate.
lC and

rC denote the 

left and right camera coordinates respectively.
lz and

rz are the 

corresponding points of a real-world point in the left and right 
images. The distance between the two cameras is denoted by B , 
called the baseline distance. 

If we set the original of the world coordinate halfway between 
the two cameras, and assume that the two cameras have the same 
focal lengths, denoted by F . Then we can get the following 
equations: 
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The relationship between disparity vector Z and depth d is 
described as: 

l r

FB
d z z

Z
= − =                                   (3) 

It is obvious that corresponding points in the left and right 
images are on the same horizontal scan line, and that the closer 
object has a larger horizontal disparity. 

III．DISPARITY ESTIMATE 

A．Constraints in Stereo Image 

Several suitable constraints can be applied in order to obtain an 
accurate solution.  These constraints can be very helpful for us in 
disparity estimation. 

Epipolar Constraint: The corresponding pixels in a stereo pair 
always lie on respective epipolar lines.  For the parallel camera 

 

 
Fig.1. Parallel camera configuration 

configuration, the epipolar lines are parallel to horizontal scan 
lines of the images, so that one can constrain the search with in 
the horizontal line on which the right image point is located.  
This is an important fundamental theory of our paper. 

Uniqueness Constraint: A sampling position in one image 
must be the projection of only one real-world surface point 
because each point has a unique physical position. 

Ordering Constraint: Assuming opacity of the imaged 
objects, the relative positions of points in an object are the same 
in both views of the scene: a feature point to the left of another 
in the left view lies to the left in the right view as well. 

B．Disparity Estimation 

Because of the angle of incidence, the image intensity has a 
little difference between left and right image from the same 
stereo sequence, it will make the disparity estimate not quite 
accurate. Histograms matching between left and right image 
can decrease the influences of light. In this paper, we do 
histograms matching two times in order to get a better result, 
first we match right histogram as left one is a standard, second 
match left one as right is a standard. Then we sub-sampling the 
images to decrease quantities of computing. 

The image intensity at the point ( ),l l lz x y= in the left image 

is ( )lI z . Two points ( ),l l lz x y= and ( ),r r rz x y=  in the left 

and right images should be matched if and only if they are 
image plane projections of the same real-world surface point. 

In this case, the disparity vector pointing from 
l

z to 
r

z is given 

by: 

( ) ( ),l l r l r ld z x x y y= − −                               (4) 

In standard stereoscopic images, the relevant depth 
information is contained in the horizontal component of the 
disparity field, so we can just consider the horizontal 
component x of the vector z . Therefore, ( )l ld z can be 

simplified as  

( )l l r ld z x x= −                                          (5) 

We use a one-dimensional window to do the matching 
procedure, which has a width of 2 1ω + and centered on the 

pixel ( ),
l l l

z x y in the left image, compute the minimum 

absolute difference (MAD) with  the 2 1ω +  pixels which are in 

( )1 2,δ δ on the corresponding horizontal scan line in right 

image. The criterion MAD is: 

l i r i

i

M x x
ω

ω
+ +

=−

= −∑                              (6) 

Search all pixels in( )1 2,δ δ , record coordinates ( ),
r r r

z x y  

which makes M minimum. ( ),
r r r

z x y  is corresponding pixel 

of ( ),
l l l

z x y , ( )
l l r l

d z x x= − is disparity between ( ),
l l l

z x y  

and ( ),
r r r

z x y .Pixel has the same coordinates as ( ),
l l l

z x y  is 

given value of ( )
l l r l

d z x x= −  in left disparity map. 
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The matching process is performed bidirectionally for all 
image points in each scan line. After local matching, a dense 
disparity map is available. 

In order to reduce noise in the disparity map, a median filter is 
adopted. Median filter is one of non-linear filters, it has simple 
operation and can avoid illegibility of edges in images. 

According to the coherence principle, image areas with 
smooth disparity variation belong to the same physical object, 
the regions which are discontinuity can let us get the object 

mask. We compute the average of disparity value in a 1 2n n×  

region which is included in the target object region using the 
equation: 

( )
( )1 21 2

1

i

i

z n n

d d z
n n ∈ ×

= ∑               (7) 

    Object region is obtained by the equation below: 
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δ is a number given by experiment data. The region which 

makes ( ) 1
i

Object z = is object region, and which makes 

( ) 0
i

Object z = is background region. The object region is in 

the disparity level between d δ− and d δ+ . Then we get the 
initial object mask by disparity estimating. 

IV．BACKGROUND STATISTICAL TECHNOLOGY 

The characteristics of motion regions are inscrutable, accurate 
figure information of objects cannot be constructed from the 
image, but background information is easy to constructed 
without the characteristics. In this paper we segment objects 
based on background information. Initial stereo object mask is 
get by disparity estimating, as we know the regions outside the 
mask can construct backgrounds, compute the correlation 
between object masks of some frames in statistics, find out the 
frames which make the correlation least, combine the regions 
which are not include in object masks of these frames, then we 
can construct whole backgrounds. 

The difference between the background image and current 
frame called background difference, we obtained the object 
segmentation mask by changing the difference image to 
binary image. It is ineluctable that the object segmentation mask 
has noise in it because of the noise caused by camera and motion 
of objects. Then we process the mask image using 
morphological methods, thus we can obtain an accurate object 
segmentation mask and extract target object. The algorithm does 
not need to know the shape and number of motion objects 
beforehand, and it can separate objects from stationary and 
complex background.  

The background statistical scheme is shown in Fig.2. The 
scheme of segmentation based on disparity estimate and 
background statistical is shown in Fig.3.  

 

Fig.2. Background statistical scheme 

 

 

Fig.3. segmentation based on disparity estimate                                            
and background statistical scheme 

V．EXPERIMENTAL RESULTS 

We segment a rest stereoscopic image sequences to checkout 
the algorithm used in this paper. The stereoscopic image 
sequences have an indoor, stationary and complex background, 
and have a little difference of intensity between left and right 
image, with the size of 320*240. We match histograms two 
times, and sub-sampling the images, then obtain disparity map 
by one-dimensional window matching. Adopt median filter to 
decrease the non-linear noise, segment object according to the 
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coherence principle, process the initial mask image using 
morphological methods. Find out the frames which make the 
correlation minimum, do background estimation to get the 
whole background image, compare with the current frame to 
compute the accurate object mask, finally separate the objects. 

Fig.4 shows 60th, 110th, 136th frames of the original stereo 
image sequence. The constructed backgrounds are shown in 
Fig.5. After using the refinement algorithm, we can get more 
accurate results, as shown in Fig.6. 

 

 

 

VI．CONCLUSIONS 

In this paper, an algorithm to segment object based on 
disparity map and constructed backgrounds image is proposed. 
Experimental results have shown the performance of the 
proposed scheme to be better on condition that images have 
stationary and complex background even if have more than one 
object in it. But the constructed backgrounds have a great 
influence on performance. In future work, we anticipate that by 
improving the disparity estimation algorithm, it should be 
possible to get more accurate disparity map. By adding motion 
information in the segmentation procedure, it will be promising 
to get more satisfying results. 
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Fig.4. (a) 60th frame of left image  (b) 60th frame of right image 
(c) 110th frame of left image  (d) 110th frame of right image 
(e) 136th frame of left image  (f) 136th frame of right image 

      
(a)                                                    (b) 

Fig.5. (a) Left background  (b) Right background 
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(c)                                                      (d) 

      

(e)                                                       (f) 

Fig.6. (a) 60th object of left image  (b) 60th  object of right image 
(c) 110th object of left image  (d) 110th object of right image 
(e) 136th object of left image  (f) 136th object of right image 
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Abstract-The paper presents dynamic modeling and VR 

(virtual reality) simulation issues for two 3 DOF medical parallel 
robots with three coupled motions (Orthoglide robot and with 
one coupled motion, robot of type 2PRRR+1PRPaR). 
Kinematical and dynamical models, followed by a VR 
application with control aspects are presented for these robots. 
The innovative user interface for high-level control of the two 
parallel robots, presented in the paper, was developed in 
MATLAB - Simulink and SimMechanics environment. This 
kind of parallel robots can be successfully applied for medical 
applications where accuracy and high dynamic behavior are 
required. This research will lay a good foundation for the 
development of medical parallel robots. 

I. INTRODUCTION 

Over the last couple of decades parallel robots have been 
increasingly studied and developed from both theoretical 
viewpoint as well as for practical applications. Advances in 
computer technology and development of sophisticated 
control techniques have allowed for more recent practical 
implementation of parallel manipulators. Some of the 
advantages offered by parallel manipulators, when properly 
designed, include an excellent load-to-weight ratio, high 
stiffness and positioning accuracy and good dynamic 
behavior ([2], [3]). The ever-increasing number of 
publications dedicated to parallel robots illustrated very well 
this trend in research.  

The parallel robots are mechanisms with closed 
kinematics chains, composed by an end-effector (the mobile 
platform) with n degrees of freedom, connected to the fixed 
base by two or more kinematical chains called limbs or legs. 
A simple or a complex kinematics chain can be associated 
with each limb [2].  

In this paper a kinematics and a dynamic modeling is 
presented for two parallel robots with different degrees of 
coupling: one and three, respectively. 

Different methods can be applied to dynamic modeling of 
parallel robots. In this paper, the Lagrange method with 
multipliers is used to derive the closed form dynamic model 
in the hypothesis of rigid links. Based on a representative 
numerical example, these results are verified using the CAD 
model implemented in ADAMS simulation environment. 

The Virtual Reality (VR) immerses the user in a three-
dimensional (3D) environment that can be actively interacted 
and explored. Virtual reality environment tool is used by 
many researchers in design, development and manufacturing 
of the robotic industry [4]. 

Using the virtual reality simulation with a virtual robot, a 
three dimensional design and the real-time behavior of the 
robot can be observed; that fact is relatively new and allows 
testing the robot before accomplishment a physical 
implementation. In this way, resources (money and time) can 
be saved and various problems can be solved from the design 
stage. 

This paper presents the necessary steps for developing the 
virtual environment for kinematic simulation, starting from 
the SolidWorks model of these two parallel robots. 
 

II. 3PRPAR AND 2PRRR+1PRPAR PARALLEL ROBOTS 
DESCRIPTION 

 
The first parallel robot studied is Orthoglide, a 3 DOF 

parallel robot ([1], [5]) with three coupled motions of type 
3PRPaR (3 – Prismatic – Revolute – Parallelogram - Revolute), 
composed by a mobile platform connected to the fixed frame by 
three kinematics chains (Fig. 1). 
 

 
Fig. 1. Kinematic structure of Orthoglide parallel robot also known as 

3PRPaR parallel robot [1]. 
 

The second parallel robot studied is a 3DOF parallel robot 
[1], [2] with one coupled motions of type 2PRRR+1PRPaR 
(2 – Prismatic – Revolute – Revolute – Revolute and  

M. Iskander et al. (eds.), Technological Developments in Education and Automation, 
DOI 10.1007/978-90-481-3656-8_55, © Springer Science+Business Media B.V. 2010  

Fq3 

Fq1 

Fq2 

Dynamic Modeling and VR Simulation of 3DOF 
Medical Parallel Robots 



1 – Prismatic – Revolute – Parallelogram – Revolute), 
composed by a mobile platform connected to the fixed frame 
by three kinematics chains (Fig. 2).  

Fig. 2. Kinematic structure of parallel robot of type 2PRRR+1PRPaR [1] 

 
More information regarding the uncoupled parallel robots 

can be found in ref. [1] and [2].  

 

III. KINEMATICS MODELING OF THE 3 DOF PARALLEL 
ROBOTS AND VIRTUAL REALITY TOOL 

 These parts of paper present the kinematics model for the 
two parallel robots. Typically, the study of the robot 
kinematics is divided into two parts, inverse kinematics and 
forward (or direct) kinematics.  
 The inverse kinematics problem involves a known pose 
(position and orientation) of the output platform of the 
parallel robot to a set of input joint variables that will achieve 
that pose.  

The forward kinematics problem involves the mapping 
from a known set of input joint variables to a pose of the 
moving platform that results from those given inputs. 
However, the inverse and forward kinematics problems of our 
parallel robots can be described in closed form. 

 

Fig. 3. The CAD model of Orthoglide parallel robot (a) and the notations for 
passive joints. 

                     
Fig. 4. The CAD model of parallel robot de type 2PRRR+1PRPaR (a) and 

the notations for passive joints (for the uncoupled motion links) 

  

A. Direct and inverse kinematics model of Orthoglide parallel 

robot and of 2PRRR+1PRPaR parallel robot 

The direct kinematical model (Eq. 1) determines the 
mobile platform velocity (Vxh, Vyh, Vzh) in function of 

drivers’ motion ( 3
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where: Jh is the Jacobian of the system. 
 The inverse model (geometrical and kinematical) permit 
to obtain the liaison between {q1, q2, q3} and {xh, yh, zh}  - the 
inverse geometrical model – eq. 3 for 2PRRR+1PRPaR 
parallel robot and eq. 2 for Orthoglide parallel robot 
(notations presented in fig. 1-4). 
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 Deriving the rel. 2 and 3 the inverse kinematical model 
(eq. 4) is obtained: 
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B. Virtual Reality tools of parallel robots 

 

 An innovative user interface for high-level control of 
robot manipulators is presented in this section. The interface 
is based on a virtual reality approach in order to provide the 
user with an interactive 3D graphical representation of the 
parallel robot.  The interface was designed to give to a 
novice user an intuitive tool to control any kind of mechanical 
structure (serial, parallel or hybrid), requiring no 
programming skills. Computer based simulation allows 
mimicking of a real life or potential situations. SimMechanics 
models, however, can be interfaced seamlessly with ordinary 
Simulink block diagrams. For example, this enables user to 
design the mechanical and the control system in one common 
environment. 
 The actuators and the control algorithm were modeled 
with Simulink. The dynamic model of the mechanical 
structure was imported from SolidWorks using 
SimMechanics from MATLAB/Simulink (Fig. 5).  

             
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 5. The algorithm for the VR model obtained from the SolidWorks CAD 

model of the robot 

 

 
Fig. 6. The complete model for Orthoglide parallel robot with VR 

 In figure 6 the complete model with VR (developed in 
fig7) of Orthoglide parallel robot is presented. 

Virtual Reality Toolbox for MATLAB makes more 
realistic renderings of bodies possible. Arbitrary virtual 
worlds can be designed with Virtual Reality Modeling 
Language (VRML), and interfaced to the SimMechanics 
model. The user simply describes the geometric properties of 
the robot first. Then, in order to move any part of the robot 
through 3D input devices, the inverse kinematics is 
automatically calculated in real time. The interface was also 
designed to provide the user decision capabilities when 
problems such as singularities are encountered. 

 

CAD model (SolidWorks) 

Export the model in SimMechanics extension 

Open the model in MATLAB/Simulink environment and save 
as with Simulink extension (‘*.mdl’)

Export the CAD model in VR environment with extension ‘*.wrl’

Modify the text of VR model and import the VR model in  
MATLAB/Simulink 

Testing and simulation of the model 
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Fig. 7 Virtual Reality tool for Orthoglide parallel robot 
 
VR interface enables users to interact with the robot in an 

intuitive way. This means that the operator can pick and 
choose any part of the robot and move it using translation and 
rotation using 3D sensors, as easily as a “drag and drop” 
operation is. Thus, trajectories can be easily defined, 
optimized, and stored. Not only that, but the virtual world can 
be accessed and controlled via the Internet, too. 

The use of a VR interface to simulate robots drastically 
improves the “feeling” for the robot.   
 In particular, the interface allows user to understand the 
behavior of an existing robot, and to investigate the 
performance of a newly designed structures without the need 
and the cost associated with the hardware implementation. 

SimMechanics offers the possibility to visualize and 
animate the robot. The visualization tool can also be used to 
animate the motion of the system during simulation. The 
bodies of the robot can be represented as convex hulls (Fig. 8-
9). 

 

 
Fig. 8. Virtual Reality model of parallel robot de type Orthoglide 

 

 
Fig. 9. Virtual Reality model of parallel robot de type 2PRRR+1PRPaR 

   

IV. DYNAMICS MODELING OF THE PARALLEL ROBOTS 

 
The dynamic modelling has made using the Lagrange 

multipliers method in the rigid link hypothesis, where the 
gravity acceleration is considering on Z axe in negative sense. 

Lagrange equation with multipliers is described by: 
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where: iλ - Lagrange multipliers; L - Lagrangian of the 
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where: ciE - kinetic energy; piE - potential energy; 

The next step is to identify equations set for introduction of 
the multipliers ( iΓ ): 

 - for Orthoglide parallel robot: 

(7) 

 - for 2PRRR+1PRPaR parallel robot: 

(8) 
Finally, the analytical expression of the driver forces Fq1, 

Fq2 and Fq3 (see Fig. 1 and 2) are obtained.  
Finally, the analytical expression of the driver forces Fq1, 

Fq2 and Fq3 (see Fig. 1 and 2) are obtained. Even the 
analytical dynamic model is complex; the method used can be 
applied to derive the dynamical model of any parallel robots 
with 3 DOF and can be extending for 4 and more DOF 
parallel robots. 

V. SIMULATION RESULTS 

For testing the obtained models, it has been chosen a 
trajectory between two points in Cartesian space after 
polynomial low of fifth degree order. Regarding the 
displacements, it can be seen that for the same desired 
displacement of the end-effector for both parallel robots, the 
required displacements in motor joints in case of the coupled 
motions (for Orthoglide and for q3 from 2PRRR+1PRPaR) 
are bigger. 

                   

Fig. 10. Displacement after X axis for the end-effectors (red-continues 
line) and for q1 (blue – dashed line) of parallel robot de type 

2PRRR+1PRPaR (a) and Orthoglide (b) 

 

Fig. 11. Displacement after Y axis for the end-effectors (red-continues line) 
and for q1 (blue – dashed line) of parallel robot de type 2PRRR+1PRPaR (a) 

and Orthoglide (b) 

Fig. 12. Displacement after Z axis for the end-effectors (red-continues line) 
and for q1 (blue – dashed line) of parallel robot de type 2PRRR+1PRPaR (a) 

and Orthoglide (b) 

From the kinematic point of view it was noticed first a 
motion decoupling  in the case of the parallel robot with 2 
decoupled motions and on the other hand the influence of the 
motion coupling on the kinematic behavior. In the followings 
it will be studied also the influence of these coupling and 
decoupling on the developed forces in the motor joints.  

It has to be mentioned that for studying comparatively 
these motor forces a total mass equivalent has been taken into 
consideration for both parallel robots. It can be seen that in 
both cases the maximum effort is for motor force Fq3 (Fig. 
15) due to the coupling from motion after z-axis and gravity 
acceleration. 

  

 

Fig. 13. Driver forces Fq1 of parallel robot de type 2PRRR+1PRPaR (a) and 
Orthoglide (b) 
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Fig. 14. Driver forces Fq2 of parallel robot de type 2PRRR+1PRPaR (a) and 
Orthoglide (b) 

 
 

Fig. 15. Driver forces Fq3 of parallel robot de type 2PRRR+1PRPaR (a) and 
Orthoglide (b) 

This simulation results was done for the analytical 
dynamic model. Finally, a simulation result is presented for 
the complete model with VR of Orthoglide parallel robot 
presented in figure 16 for a circle in XY plane.  

 

 
Fig.16 Simulation results for Orthoglide with VR 

 

CONCLUSIONS 

The paper presents a novel Virtual Reality Interface for 
the 3 DOF medical parallel robots control. An evaluation 
model from the Matlab/SimMechanics environment was used 

for the simulation. An interactive tool for dynamics system 
modeling and analysis was presented and exemplified on the 
control in Virtual Reality environment of these medical 
parallel robots.  

A dynamic modeling of maximally regular parallel robots 
[2], with application to the coupled topology has been 
presented in this paper. A closed form dynamic model has 
been set up in the rigid link hypothesis. The numerical 
simulations on a given trajectory emphasize the influence on 
the driving forces. With obtained analytical dynamic model 
for both parallel robots a control model can be add to 
complete the developed study. 

The main advantages of this parallel manipulator are that 
all of the actuators can be attached directly to the base, that 
closed-form solutions are available for the forward and 
inverse kinematics, and that the moving platform maintains 
the same orientation throughout the entire workspace. By 
means of SimMechanics, the robotic system in represented as 
a block of functional diagrams. Besides, such software 
packages allow visualizing the motion of mechanical system 
in 3D virtual space. Especially non-experts will benefit from 
the proposed visualization tools, as they facilitate the 
modeling and the interpretation of results. The research 
presented will lay a good foundation for the development of 
medical parallel robots. 
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Abstract-This paper presents laser welding cell. The 
mechanical structure is based on the Partner robot, it includes 
Wittenstein Ternary servo motors and it is controlled by a 
Schneider Twido PLC. It represents a reconfigurable 
manufacturing system. 
 

I.INTRODUCTION 

The propose of this paper is to present a possible architecture 
of a complete laser welding cell, based on a parallel robot, 
moved by servo motors, equipped with conveyor belts. The 
whole architecture is controlled by a programmable logic 
controller (PLC), and it is supervised by a PC. 
  

II. PARTNER PARALLEL ROBOT 

A. Parallel robots 

A parallel robot is a mechanism with at least one 
closed loop, topologically formed from one fixed platform and 
at least one mobile platform. These platforms are connected by 
at least two open loops. Good dynamic behavior (high 
stiffness), a high accuracy and a good ratio between total mass 
and manipulated mass are just few advantages of parallel 
robots compared with serial type. A modular parallel robot 
consists into independent designed modules, which contain 
actuator(s), passive joints and links [4, 10, 13, 14, 17]. These 
modules can be connected into a given topology in order to 
obtain a large variety of parallel robots. The main advantages 
of modular design consist into great flexibility, ease of 
maintenance, short time for development of new variant etc.  
 
B. Modular Synthesis 

The structural synthesis of parallel mechanisms could 
be made if the relation of the number of degrees of freedom 
(dof) it is considered: 
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 where m is the number of common restrictions for all 
elements, n is the number of the mobile elements, k is the 
number of restrictions which define a joint (for example in the 
case of prismatic joint k=5), Ck is the number of joints with (6-
k) degrees of freedom and MP is the number of identical 
degrees of freedom. 
In the case of parallel mechanisms without common 
restrictions and also without identical degrees of freedom the 
relation (1) it becomes: 
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  Let be N the number of mobile platforms and Dk – the 
number of joints with (6-k) degrees of freedom which directly 
connect the platforms of the mechanism. With these notations 
it results: 
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where n1 is the number of the elements which compose the 
loops which connect the platforms of the mechanism. 
We can also assume (Fig.1) two types of basic modules (named 
basic legs) which can connect the platforms of the mechanism 
(f is number of degrees of freedom of the joint). Let a1 be the 
number of the loops with prismatic - universal - spherical 
(PUS) topology, let a2 be the number of the loops with 
prismatic - rotational - spherical (PRS) topology. 

In the case of parallel mechanisms which are used in 
the field of machine tools, it is common to consider: 

 

}5,...,1{,0,1 === kDN k                  (4) 

 
With these notations, the relation (3) becomes: 
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 Also, each loop contains only one degree of freedom. 
Thus, it results: 
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Integer solutions of the equations: 
 

0

06

21

2

=+−

=+−

aMa

aM

                        (7) 
 

gives all variants of parallel mechanisms with assumed 
hypothesis. 

The system of equations (7) has many solutions. Also, 
if other parameters are taken into consideration (the order of 
the joints in the loop, the geometrical parameters of the loops 
etc) the topology problem becomes very complex. The relation 
(7) defines the topology of parallel robots in a modular manner. 
Table 1 presents variants of PARTENR robots, solutions of (7), 
with a3 =0 and 6 ≥ M ≤ 3. 
 

TABLE I. 
SOLUTIONS FOR PARALLEL ROBOTS 

No M a1 a2 Remarks 

1 6 6 0 Stewart Platform 

2 5 4 1  

3 4 2 2  

4 3 0 3  

 
 

Also, figure 2 presents kinematic loops of those variants (figure 
2a PARTENR robots with 6 dof, figure 2b PARTENR robots 

with 5 dof, figure 2c PARTENR robots with 4 dof, figure 2d 
PARTENR robots with 3 dof). 
 

C. Kinematics 

General algorithms used to solve direct kinematics in 
the case of parallel mechanisms consider that for each 
independent loop of the mechanism one vector equation can be 
writing [5, 6]. Thus, a nonlinear system of scalar equations is  
obtained. Usually, this system of equations can be solved only 
with numerical methods and for that an accurate initial value of 
the solution it is required. Of course, this initial value of the 
solution is strongly related to the geometric parameters of the 
mechanism. When the geometric parameters of the mechanism 
are changed also the initial solution must be changed. 
According to that, the kinematics of the parallel mechanism 
will be developed in a modular manner, based on kinematics of 
the legs which connect the platforms and in order to ensure an 
analytical value for the initial solution. Each leg is in fact the 
right (or left) side of one independent closed loop and can be 
described by two coordinate systems: one attached to the frame 
and the other one attached to the mobile platform (Fig. 3). 
The relationship between these coordinate systems is given by: 

)( ililiml qAH ∏=
                       (8) 

for the left part of the independent loop and : 

∏= )( iririmr qAH
                     (9) 

 

a) b)

c) d)

Fig. 1 Loops of parallel robots 

Fig. 2 Parallel robots, variants of  PARTNER Robotic System. 
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Fig. 3.  “Cut body” method 

 

 for the right part. imlH , imrH  are absolute transformation 

matrices and )(qililA , )(qirirA  are relative transformation 
matrices. 
For an independent loop it results: 

imriml HH =
                                      (10) 

Matrix equation (10) leads to six independent scalar equations. 
For whole parallel mechanism, a nonlinear system of equations 
(with 6n independent scalar equations, where n is the number 
of independent loops) will be obtained. This system of 
equations can be solved only with numerical methods. 
Generally, the legs of the parallel component have the same 
topology. It results that the relative transformation matrices for 
the left and right part of each loop are formal similar. 
Therefore, for each topology of the legs, a formal mathematical 
entity (named LMM - Leg Mathematical Model) was 
developed. Similarly a modular kineto-static model was also 
developed. This mathematical model leads to non-linear system 
of equations. Classic algorithms of numerical methods, e.g. 
Newton-Raphson, can be used in order to solve this system of 
equations.  

Usually a virtual model must be designed in order to 
ensure a friendly way to cooperate with the customer. Related 
to the virtual parallel mechanisms and in order to ensure this 
property, the virtual model of LMM must include an automatic 
way to find an initial solution for the nonlinear system of 
equations. Without lose the generality of the problem, a leg 
with PUS topology is considered (Fig.4a). An analytical 
solution of the initial values of the angular parameters of the 
joints of the leg means that a solution of the inverse geometric 
model for the initial position must be determined. This solution 
is also the initial solution for the nonlinear system of equations 

for the whole mechanism. Thus, for the leg from figure 4a, it 
results: 
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 where H is the absolute transformation matrix, which describe 
the absolute position and orientation of the mobile platform 
(known for the initial position of the mechanism), Ai (i=1,6) is 
the relative transformation matrix. The elements of the Ai are 
functions of the joint coordinate (qi for the prismatic joint and 

∀ij for all other joints of the leg). Using relations (11) a set of 
initial values for the parameters which describe the leg from 
figure 4a can be found. 

 
D. Basic Description of PARTNER Robots 

 PARTNER Robots are parallel robots designed into 
modular manner, in order to ensure full reconfigurability 
according to customer wishes. This type of robots can be used 
for industrial environment but not only. Applications such as 
“second hand” into surgical intervention and / or active 
compliance devices may be common tasks for the PARTNER 
robots. 

Modularity property of PARTNER is given mainly by 
the mathematic development (theoretic topology, kinematics, 
dynamics, control etc), in the way that this was made into 
modular manner. Thus, for kinematics “cut-body” method was 
used in order to describe closed loops kinematics. Dynamics of 
PARTNER robots was developed also in modular manner, 
using d’Alambert principle. It results that the entire topology, 
kinematics and dynamics of the robot becomes a problem of 
combination of the “mathematical” modules according to 
specific rules of the multi body systems. Of course, such type 
of complex systems must be developed into virtual models as 
useful instrument of optimization and / or avoiding mistakes.  
The modular mathematics of PARTNER was in MOBILE 
software package [5] implemented and few virtual models for 
few independent loops were obtained. Reconfigurability of the 
PARTNER robots results from an appropriate design of the 
mechanical architecture. 
 

III. LASER WELDING 
 

A laser is a device that emits light (electromagnetic 
radiation) through a process called stimulated emission. The 
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term "laser" is an acronym for Light Amplification by 
Stimulated Emission of Radiation. In manufacturing, lasers are 
used for cutting, bending, and welding metal and other 
materials, and for "marking"— producing visible patterns such 
as letters by changing the properties of a material or by 
inscribing its surface. 

A laser consists of a gain medium inside a highly reflective 
optical cavity, as well as a means to supply energy to the gain 
medium. The gain medium is a material with properties that 
allow it to amplify light by stimulated emission.  

Types of lasers and operating principles: 

• Gas lasers  
o Chemical lasers 
o Excimer lasers 

• Solid-state lasers  
o Fiber-hosted lasers 
o Photonic crystal lasers 
o Semiconductor lasers 

• Dye lasers 
• Free electron lasers  
• Exotic laser media 

Modes of operation:  
• Continuous wave operation 
• Pulsed operation  

o Q-switching 
o Mode locking 
o Pulsed pumping 

Haas Laser HL 124P is a pulsed, Nd: YAG solid -state 
operated laser. Pulsed lasers provide a high power burst of 
energy for a short period and are very effective in some laser 
cutting and welding processes. 

 Pulsed laser operation consists into pumping the laser 
material with a source that is itself pulsed, either through 
electronic charging in the case of flashlamps, or another laser 
which is already pulsed.  

Nd:YAG (neodymium-dopedyttrium aluminium garnet; 
Nd:Y3Al5O12) is a crystal that is used as a lasing medium for 
solid-state lasers. 

Characteristics for Haas Laser HL 124P: 
• Laser wave length 1064 nm 
• Maximum average power 120 W 
• Minimum pulse power 300 W 
• Maximum pulse power 5000 W 
• Pulse time for minimum power 0.3..10 ms 
• Pulse time for maximum power 0.3..20 ms 
• Maximum pulse energy 50 J 
• Maximum pulse frequency 300 Hz 

 Main parts of Haas Laser HL 124P: 
• Laser   
• Optical component  
• Cooling unit  
• Fiber optic cable 
• Processing optic unit  

IV. CONTOL SYSTEM 
 Centralized control of the welding cell is done using a 

programmable logic controller (PLC). A PLC is micro-
processor based architecture used for automation of industrial 
processes. PLCs are used in many different industries and 
machines they are designed for multiple inputs and output 
arrangements, extended temperature ranges, immunity to 
electrical noise, and resistance to vibration and impact. A PLC 
is an example of a real time system since output results must be 
produced in response to input conditions within a specified 
time, otherwise unintended operation will result.  

In contrast to PCs, which are designed to do many jobs in 
parallel, programmable controllers are intended to perform 
only one task. Compared to PCs they have many advantages:  

• Hardware longevity 
• System stability  
• Almost instant boot-up 

PLCs are available from 8 I/O to 80,000 I/O so a price point 
can be found for the most cost effective control. Using PCs for 
control task requires high processing capabilities. For real-time 
processes also real-time operating systems are needed (like 
QNX). 

PLCs present also some disadvantages: 

• Limited processing capability  

• No true HMI capabilities 

• Low level programming languages 
The PLC chosen to control the PARTNER robot is a 

Schneider Telemecanique Twido PLC with the following 
specifications: 

• 20 I/O ports on base controller 

• Expandable with 8 modules 

• Modbus, AS-I and CANOpen fieldbuses 

• 2000 memory words (expandable) 

• Max 0,14us instruction execution time 
Programming of the controller is done in TwidoSuite, 

according to IEC61131-3 standard. IEC 61131-3 currently 
defines five programming languages for programmable control 
systems: FBD (Function block diagram), LD (Ladder diagram), 
ST (Structured text, similar to the Pascal programming 
language), IL (Instruction list, similar to assembly language) 
and SFC (Sequential function chart). For the Twido controller 
only LD and IL is available.  

Motion of the PARTNER robot is ensuredd linear servo 
motors. A servo motor is a closed-loop control system. Closed 
loop control is based on feedback from the controlled process. 
If position is being controlled, a measure of the current position 
is provided back to the controller, allowing it to adjust its 
commands as the system responds. The servo system chosen to 
actuate the PARTNER robot is Wittenstein's Ternary 
Intelligent Linear Servo system. It's main characteristics are:  
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• Force up to 600 N  

• Speed up to 225 mm/sec   

• Repeatability +/- 0,045mm 
These servo systems can be controlled via CanOpen 

fieldbus. On the same CanOpen fieldbus there are also two 
Schneider Altivar 31 frequency converters, which control the 
two three-phase motors driving the conveyor belts. This is also 
a closed loop control utilizing flux vector control technology.  

Main characteristics of the Altivar 31 frequency 
converter: 

• Motor and drive protection 

• Linear, S, U and customized acceleration and 
deceleration ramps 

• Jog speed option 

• Brake sequence 

• Automatic catching a spinning load with speed 
detection and automatic restart 

• Fault configuration and stop type configuration 

• Saving the configuration in the drive 

• CANOpen and Modbus fieldbuses 

• Flux vector control 
Functioning is presented in figure 4.  A PC connected 

to the PLC via RS232 (or ethernet) using Modbus-RTU (or 
Modbus-TCP) protocol is the main part of the human machine 
interface. A program specially designed and created for this 
application is running on the computer. It has the role of a 
supervisory control and data acquisition (SCADA) system. 
SCADA systems have 3 main parts: 

Communication part, for communication with the 

PLC. In this case Modbus-RTU protocol is used based on the 
RS232 interface. 

User interface, also called Human Machine Interface 
(HMI) is basically the part that the user sees. This is  used for 
input of the welding point coordinates, delay times, conveyor 
speeds. Data are then transmitted to the PLC to ensure correct 
functioning even with the PC disconnected due to software or 
hardware problems. 

Database server, for event logging, very important in 
automotive applications. 
 The role of the central PLC is to give reference to the 
closed-loop controls for the positioning motors and to the 
conveyor belt drives. It starts and stops the laser source, and 
verifies the laser source' response. It also collects data from 
process sensors, and commands any additional subsystems 
(warning lights, access and safety sensors and actuators).  
 The laser source is configured via its operator panel. 
Here user has the possibility to set the welding parameters. The 
pulse frequency and the pulse energy can be set. 
 The welding lens is mounted on the PARTNER robots 
mobile platform. Its position and orientation for each welding 
point is given by the user via the HMI and references for the 
linear servo motors are calculated for each welding point.  
 The conveyor belts speed is also given by the user. 
Giving separate speeds for the conveyors is possible. Constant 
speeds are ensured by flux vector control frequency converters. 
 

V. CONCLUSIONS 

In fig.5 a picture of the Partner robot, the laser source and the 
conveyor belt is presented. 

Fig. 4 Cell Overview 
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In our opinion the optimal manufacturing systems are 
the reconfigurable manufacturing systems. The laser welding 
cell presented in this paper fulfills the reconfigurable 
manufacturing system specifications:   

Modularity: The mechanical structure of the cell is 
truly modular, the reconfigurabilty of the Partner robot is 
described in the next paragraph. The control system is also 
modular, based on a modular PLC and the CANOpen fieldbus. 

Integrability: The combination of the PC and PLC in 
the control system ensures easy integration into any 
environment, with almost any industrial and non-industrial 
communication protocols available in a modular manner. 

Convertibility: The presented laser welding cell can be 
converted to other type of manufacturing cell (drilling cell, 
screw assembly cell, milling cell) with changing of specific 
parts of the software and the tool. 

Diagnosability: A good human machine interface with 
adequate PLC software is responsible for error management. 
Error and alarm conditions show up on the user interface and 
are easily interpretable. 

 
 
 
 
 
 
 

Customization: Satisfaction of individual customer  
needs is possible within certain limits. 
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Abstract— The present paper introduces a generalized net 

model of e-learning system, which can satisfy some specific 
security requirements. The purpose is to analyze the major types 
of e-learning users and their roles into the distance learning 
process, as well as their interactions through the system. In 
addition, some security requirements to the e-learning system are 
considered and a security monitor is incorporated into the 
proposed model. 
 

Index Terms—e-learning, generalized net, privacy, Moodle.  
 

I. INTRODUCTION 

-learning is a network-enabled type of education, where 
the transfer of skills and knowledge is accomplished via 

the Internet, LAN/WAN, audio or video tape, satellite TV, 
and CD-ROM. All universities include e-learning techniques 
into their traditional and distance education. In many cases the 
term e-learning denotes distance learning through internet or 
web based training. E-learning is learner-centric, personalized, 
and interactive. Usually the e-learning systems are available 
anytime, at any place, at the convenience of the student.  

Usually e-learning systems have been considered as Course 
Management Systems (CMS), Learning Management Systems 
(LMS) or Virtual Learning Environments (VLE). Their major 
purpose is to be a common environment, focused on 
administrative aspects of learning and on content delivery.  

The basic components of an e-learning process are [9]:  
• Students - people, who use e-learning system to 

achieve learning goal; 
• Teachers - people, who use e-learning system in 

order to monitor, guide, help and assist students 
when trying to achieve learning goal; 

• E-content – presents learning goal and should 
describe the way, how that goal can be achieved; 

• Technology - e-learning environment should be 
accessed using a web browser over the internet or 
intranet and allows users to access and deliver 
training content. 
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The e-learning service offers collaborative communication 
environment the students and faculty can communicate 
through [12]. This communication could be direct (messages, 
forums, chats) or indirect (course resources, tests, interactive 
lessons, wikis, assessments, etc.). Each user indicates with his 
username and password. Behind each virtual name lies the 
user profile, containing the user status (role) in the system, 
and personally identifiable information, such as e-mail 
address, real name, photo, homepage URL, home or work 
address or telephone number. The user profile also contains 
some demographic information about the user, which is not 
unique to user, such as ZIP code, age, gender, preferences, 
interests and hobbies. In addition, most e-learning systems 
automatically collect information about user hardware and 
software, like IP address, browser type, access times and 
referring Web site addresses. The user personalization is 
critical, since the learning content has to change dynamically, 
according to the student personal preferences or needs. The 
reason is that each student has different learning style 
preferences, and various past learning experiences [13].  

These features of e-learning systems enforce some security 
and privacy requirements. Like all public network systems, e-
learning systems are exposed to attacks. Students may access 
the system using many different PCs or mobile devices and 
from various locations [16]. The security module has to be 
responsible for regular updating and monitoring of the e-
learning system, as well as following the requirements of 
security measures for access control, information 
confidentiality and privacy [19]. The major privacy elements 
of e-learning system are anonymity: no user has to reveal the 
private information of another one without permission; 
pseudonyms: each user works with their virtual name; and 
authenticated usage: user secure authentication is required 
[17]. So the system has to provide secure information flows, 
i.e. each resource has to be accessed only by users, who have 
granted access to it.  

The purpose of the present paper is to examine the 
information flows in sample e-learning system and create a 
generalized net model, which represents the system as a 
communication environment. The created model takes into 
consideration privacy and access control requirements to the 
system.  
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II. THE CASE STUDY 

As an exemplary e-learning system we use Moodle [18] 
with a purpose to supplement traditional university learning of 
both full-time and part-time students. It is a free, open source 
course management system (CMS), that is developed for 
delivery and using the best educational practices. Moodle 
promotes social constructionist pedagogy principles, which 
include collaboration, activity-based learning, critical 
reflection, etc. This solution is designed in a modular way and 
places at user disposal flexible tools to add or remove 
functionality at many levels.  

Moodle contains some predefined roles, which are built by 
default, and allows various roles to be created. The major 
roles, that we use, are “Administrator”, "Teacher", "Student" 
and “Guest".  

• Administrators (content publishers) can change all 
system preferences and permissions, create and 
delete courses and grant access and assign roles to 
other users. They have physical access to the 
resources of the system and can alter the parameters 
of the system servers and databases. In our case the 
user-side registration in the system is disabled, so the 
administrators add and remove users from the 
database. 

• Teachers (content creators) can create course content, 
which includes various resources, presenting learning 
materials, homeworks, instructions, additional 
readings, URLs; add and remove course agenda, 
create tests, publish news and announcements, 
related to the course and create and participate into 
interactive forms of contact with students, like 
forums and chats. Teachers also manage student 
enrolments, track students activity and progress in 
the system. They are responsible not only for the 
practical secure realization of the e-learning site but 
also for putting together all e-learning objects and the 
use of additional elements. 

• Students (end users) can access all available 
resources, solve tests and quizzes, fulfill assignments 
and participate into forums and chats, if any.  

• Guests have minimum rights and their role can be 
disabled. Usually they can view few resources, which 
are given open access to all users. 

In addition, the system administrators can create custom 
roles with their specific rights.  

In this collaborative learning environment teachers’ and 
students’ roles are interdependent. The students are not 
passive consumers of information, but need to become self-
reliant, active searchers for relevant information [5]. They can 
collaborate with other students and the teacher into some 
project-based activities, as well as cooperate in team work. 
Depending on the course concept, students can even teach 
other students, using social and active learning principles.  

 

III. THE GENERALIZED NET MODEL 

A. Generalized Nets 

Petri nets, introduced by Petri [1] in the 60s, are very 
popular mathematical tools for distributed systems modeling. 
Since this time they have been modified and developed many 
times. The Colored Petri nets are among their most popular 
extensions [14]. Generalized nets (GN, see [2]) include as 
particular case Petri nets and all their modifications. They are 
introduced in [3] as general modeling tool, intended for 
abstract objects (neural networks, genetic algorithms, expert 
systems, abstract systems, etc.). In [7, 10] is introduced a GN 
model, which is focused on the assessments of the students’ 
knowledge, based on the fuzzy sets evaluations. 

The major advantages of GN over the other similar models 
(Petri nets and their modifications) are the following: 

• The GN tokens are objects, which enter the net 
with initial characteristics. These characteristics 
can change their values during the tokens 
transitions in the net. 

• Each particular transition has an associated 
matrix, which elements are predicates. The values 
of these predicates determine the directions of 
tokens movement from the starting to the end 
positions.  

• The time of each GN can be measured using a 
preliminarily defined time scale. When two or 
more GN work in parallel, their combined time 
can be calculated jointly.  

The first basic difference between GNs and the ordinary 
Petri nets is the "place - transition" relation. Here, transitions 
are objects of a more complex nature. Formally, every GN-
transition is described by a seven-tuple, but here we shall 
discuss its reduced form: 

Z = < L', L'', r >, 
where: 
a) L' and L'' are finite, non-empty sets of places (the 

transition's input and output places, respectively); 
b) r is the transition's condition determining the tokens 

which will transfer from the transition's inputs to its outputs; it 
has the form of an indexed matrix (see Ref. [2]): 

'

'

,

'
1

''''''
1

...

...

......

m

i

ji

nj

l

l

m

l

lll

r =
 

where ri,j )1,1( njmi ≤≤≤≤  are predicates and (i,j) 

denotes the element which corresponds to the i-th input and j-
th output places; these elements are predicates and when the 
truth value of the (i,j)-th element is true, the token from i-th 
input place can be transferred to j-th output place; otherwise, 
this action is not possible. 

The ordered four-tuple (also for the reducing case): 
E= < A, K, X, *> 
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is called a reduced Generalized Net, if: 
a) A is a set of transitions; 
b) K is the set of the GN's tokens; 
c) X is the set of all initial characteristics the tokens can 

receive on entering the net; 
d) * is a characteristic function, which gives new 

characteristic to every token when it makes a transfer from an 
input to an output place of a given transition.  

B. The E-learning System Model 

Here we construct a Generalized Net, shown on Fig. 1, 
which represents the communication process in the developed 
system. This model allows to track the changes in the objects 
parameters and to monitor the system state.   

The generalized network design problem has several 
applications to telecommunication and location problems [11], 
railway optimization [6], etc. Ref. [2] represents an 
application of GN models for sending and receiving electronic 
data in World Wide Web. In Ref. [4] is proposed a method of 
teaching quality estimation at universities and GN-model of 
server is described. 

The constructed GN-model has the following tokens: 
• α-tokens, representing users with non-

administrative rights: students, teachers and 
guests and their actions;  

• β-tokens, representing  administrators;   
• į-tokens, representing the information in the 

databases, containing learning and additional 
resources of the system;  

• Ȗ-tokens, representing security module of the 
system.  

For the purpose of simplicity we will use the denotations α, 
β- tokens instead of αi- and βj-tokens, where i, j are the 
numbers of the respective tokens. In place c1 there is one Ȗ-
token with initial and current characteristic: 

γ
0x = “Privacy module and access control”. 

 
The Ȗ-token generates two new tokens, that enter in places 

c2 and c3 and they not obtain new characteristics.  
Initially α- and β-tokens are in places a3 and b3 

respectively with initial characteristics:  
α
0x = “(student/guest/teacher), password, name, status, access 

rights”,  
β
0x  = “password, name, status (course administrator or global 

administrator)”. 
All α-tokens have equal priorities and all β-tokens have 

equal priorities but the priority of the β-tokens is higher than 
the priority of α-tokens.  

New users and administrators enter the net through places 
a1 and b1, respectively. 

During the functioning of the net the following tokens with 
current characteristics are always present: δS-token in place cS 
with characteristic “DB with messages”; δR-token in place cR 
with characteristic “Trash”; δDB-token in place cDB with 
characteristic “DB”; δA-token in place cA with characteristic 
“archive”. 

The transitions are of the described below type: 

 
 

Fig. 1.  GN-model of e-learning system with privacy module and access control. 
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Z0 = <{c1}, {c1, c2, c3}, 
truetruetruec

ccc

1

321 >, 

Z1 = <{a1, a3, c2}, {a2, a3}, 

truefalsec

WWa

truefalsea

aa

aa

2

3,32,33

1

32

>, 

a
,W 23 = “The user will take actions in the e-learning system.”,  
a
,W 33 = ¬ a

,W 23 , where ¬P is the negation of the predicate P. 

α-tokens do not receive new characteristics in place a3 and 
receive the characteristic “list of all allowed actions of the 
user in the system” in place a2. 

       Z2 = <{b1, b3, c3}, { b2, b3}, 

truefalsec

WWb

truefalseb

bb

bb

3

3,32,33

1

32

>,  

b
,W 23 = “The administrator will initiate actions in the e-

learning system”, 
b
,W 33  = ¬ b

,W 23 .  

β-tokens do not receive new characteristics in place b3 
and receive characteristic “list of possible administrator 
actions in the system” in place b2. 
    Z3 = <{a2 }, {a4, a5, a6, a7, a8},

a
,

a
,

a
,

a
,

a
, WWWWWa

aaaaa

82726252422

87654 >, 

a
,W 42 = ”The action Sending a message or resource to 

another user in the system has been chosen”, 
a
,W 52 = ”The action Review online all the received messages 

or resources has been chosen” 
a
,W 62 = ”The action Deletion of received messages or 

resources has been chosen”, 
a
,W 72 = ”The action Review the messages or resource in 

Trash has been chosen”, 
a
,W 82 = ”The action Filtering messages has been chosen”. 

α-tokens, entering in places a4, a5, a6, a7 and a8 receive the 
respective characteristics: 

• “user, action Sending a message or resource to 
another user in the system”,  

• “user, action Review online all the received messages 
or resource”,  

• “user, action Deletion of received messages or 
resource”,  

• “user, action Review the messages in Trash or 
resource”,  

• “user, action Filtering messages”. 

Z4 = <{b2}, {b4, b5, b6}, 
b
,

b
,

b
, WWWb

bbb

6252422

654 >, 

b
,W 42 = ”Modifications in the Databases containing learning 

and additional resources of the system are required ”, 
b
,W 52 = ”Archivation of the Database containing learning 

and additional resources of the system is required”, 
b
,W 62 = ”The retrieval of information from the archive is 

required ”, 

β-tokens, entering in places b4, b5 and b6 receive the 
respective characteristics: “administrator, action Modifications 
in the Databases”, “administrator, action Archivation of the 
Database”, “administrator, action retrieval of information 
from the archive”. 

Z5 = <{a4, a5, a6, a7, a8, b8, сS}, { a9, a10, с1}, 

truefalseWс
trueWfalseb

truefalsefalsea

truefalsefalsea

truefalsefalsea

truefalsefalsea

truefalsefalsea

сaa

с
,SS

с
,S

S

9

108

8

7

6

5

4

109

>, 

с
,SW 9 = ”Deleting messages or resources from Trash is 

required”; 
с
,SW 10 = ”Access to DB containing learning and additional 

resources of the system is required”. 
α-tokens, entering in places a9 and a10 receive 

characteristics respectively: “user, action Deletion from 
Trash”; “user, access request”. 

Z6 = <{a10, b5, b6, b9, сDB, b10}, {b7, b8, сDB}, 

trueWfalseс
truefalsefalseb

truefalsefalseb

WfalseWb

truefalsefalseа
сbb

b
DBDB

b
DB

b
,

DB

9

6

755

10

87

>, 

bW 7,5 = ”Modifications in the message database are 

needed”, 
b

DBW = ”Modifications in the database, containing learning 

and additional resources of the system are needed”. 
β-tokens, entering in places b7 and b8 receive the following 

characteristics respectively: “administrator, action 
Modifications in message database”, “administrator, action 
Archivation of database”. 

Z7 = <{a9, cR}, {a10, cR }, 

trueWc

truefalsea

ca

c
,RR

R

10

9

10
>, 

c
,RW 10  = “Deletion of the information from Trash is 

required”.  
α-tokens entering in place a10 receive characteristic “user, 

deleted information”. 

       Z8 = <{b4, b8, cA}, { b9, cA }, 

trueWc

truefalseb

truefalseb

cb

c
,AA

A

9

8

4

9

>,    

c
,AW 9 = “Information retrieved from the archive”. 

 

IV. CONCLUSION 

The major purposes of combining e-learning techniques to 
the traditional education are: to get better teaching, more 
motivated students, and more well structured and interactive 
courses. This paper represents a generalized net model, which 
describes the information flows in e-learning system, where 
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some privacy and access control requirements are observed. 
This generalized net model could be used for future 
investigations in order to add more participant roles and 
various security requirements. Using this model, e-learning 
systems can be better and effectively implemented by vendors. 

The advantages of using the GN model include the 
following features: 

• allow real-time management of the modeled 
system; 

• allow optimization and further elaboration of the 
real processes. 

In the presented model the transitions does not contain 
time components, since they can be defined as characteristics 
of some tokens. In some particular cases, if necessary, the 
time components can be added for each transition. 
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Abstract- E-learning has become an accepted technology 

widely used during the last decade. However, main attention was 
devoted to content development, its presentation and functionality 
within learning management systems. On the other side, there was 
not so high interest in the area of knowledge assessment. This 
contribution deals with the specification of an advanced 
knowledge assessment system, it includes the functional 
specification and the conceptual model too.  

 

I. INTRODUCTION 

In the area of e-learning main attention was devoted to 
content development, (including authoring tools), content 
presentation and specification and implementation of 
functionality of learning management systems (LMS) during 
last ten years. These aspects were thoroughly elaborated and 
LMS’ were released in the many commercial and open-source 
implementations (e.g. [1], [2]). We state, that is not the case of 
knowledge assessment despite the fact that there exist specific 
system e.g. for Java knowledge evaluation [3]. 

Indubitably, there exist groups of professionals who are 
involved in the development of testing suites for knowledge 
assessment. Theory and methodology regarding test 
development is quite well-developed [4]. Many standards 
regarding testing were developed and published (just to 
mention one of it – IMS QTI [5]). Despite these facts, many of 
(university) teachers do not follow recommendations provided 
by the pedagogical theory and/or standards.  

One of the reasons why the theory and the standards are not 
applied in the knowledge assessment processes is the fact that 
no accepted methodology of development of knowledge 
assessment tests is implemented in the current LMS.  
According to Lavicky [4] knowledge test should be developed 
by the team of the experts. Aim of the test, target group, 
expected result and many other attributes of the knowledge 
testing should be specified before the development of 
knowledge test starts. 

Let’s take just one of the most popular LMS Moodle [6]. If 
we use it for knowledge test development, we reveal very 
early, that there are no means/tools: 

� for cooperative development of test; 
� to find development of which testing item is finished and 

which one is still under development; 
� concerning versioning of the test items; 
� for retirement of the items; 

� to approve test items; 
� to do the same thing regarding test what we can not do 

with test items (cooperative development, versioning, 
retirement etc.). 

More generally speaking, no test item life-cycle support and 
no knowledge test life-cycle support are implemented in the 
current LMS available on the market. 

Of course, we can find the way how to bypass the mentioned 
drawbacks setting some organizational measures. But it needs 
some extra effort carried out by a team of developers. 
Moreover, the defined measures can be easily violated and they 
cannot be check by the LMS. 

Test developers use very often only the basic types of testing 
items. Every LMS implements a few types of items for testing 
purposes (true/false, one-from-many, many-from-many); in the 
more powerful systems question types as ordering, fill-in-the-
blank, matching, short answer/essay can be found.  

Developed tests are very often “flat” (without structure 
corresponding to the curriculum), composed as a “random” 
subset of questions and usually tightly coupled to basic 
knowledge.  

At the end, LMS lack a functionality concerning statistics of 
tests and testing items used in the real tests (reporting 
functionality). 

From the organizational point of view, tests are usually 
developed by course developers who are usually not aware the 
fact that tests have to be developed carefully and “tuned” 
afterwards. Every testing item has to be explored in details in 
order to reveal and remove “hidden” meaning in the testing 
question and presented answers. 

Another problem regarding knowledge assessment consists 
in the “complex” testing (i.e. midterm or final knowledge 
assessment). Item is usually designed to prove the fact the 
students were able to remember information from the presented 
chapter. Final course assessment (testing) consists of mixture 
of items from all chapters. Higher levels of testing questions 
(which are able to prove higher-level of understanding of 
course materials) are not so frequent. 

Authors’ personal e-learning experience in the frame of the 
one of the largest e-learning project - CISCO Networking 
Academy (CNA)[7] program and also as a university teacher 
proved another aspect of testing – testing questions are usually 
very quickly revealed after their first use. In the global 
systems, what the CNA program is, students are very often 
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able to find questions and answers on the Internet. “Local test” 
(developed in-house by teachers) are “stolen” using current 
edge technology (e.g. digital cameras, mobile-phones or even 
simple by cut&paste procedure). In these cases, results do not 
mirror students’ real  knowledge and testing is carried out  only 
formally.  

We are aware that not all type of knowledge can be assessed 
by computerized test. However, our experience in the area of 
information technology education convinced us in the 
possibility to fight with the above-mentioned problems and 
reach quite high level quality of knowledge assessment. 

 

II. ADVANCED KNOWLEDGE ASSESSMENT SYSTEMS – 
REQUIREMENTS 

To address the drawbacks presented in the previous section, 
we briefly summarize them: 

� impossibility of test items to demonstrate level of 
understanding of course material;  

� absence of definition of curriculum structure (model) in 
the LMS; 

� poor set of types of items implemented in the currently 
available LMS; 

� personalization of the test.  
 
To assist developers of tests in their work, we require the 

following functionality of a LMS in the area of testing: 
� support of test item lifecycle; 
� easy and flexible ways of generation of tests; 
� test lifecycle support; 
� easy inclusion of new type of testing questions;  
� supporting the collaboration of developers of test; 
� extensive reporting possibilities (e.g. regarding items, 

learning objects, whole test). 
In the next chapter we will try to introduce technologies and 

approaches that we consider helpful in the area of knowledge 
assessment. 

 

III. ADVANCED KNOWLEDGE ASSESSMENT SYSTEMS – 
TECHNOLOGIES 

To alleviate, or even eliminate, drawbacks of current LMS in 
the area of knowledge assessment, the approaches described 
bellow we consider as helpful. 

TAXONOMY OF THE COGNITIVE AIMS 

Human being passes several phases of knowledge 
acquisition during the learning process – starting from the 
remembering, going through the understanding and using it in 
the productive activities, at the end. Learning process has to 
pass these phases which are usually named as cognitive aims.  

 
There are several specifications of levels of cognitive aims. 

We call it taxonomies. Well known is Bloom’s taxonomy [8-
4], which defines six levels of knowledge and intellectual 
skills: 

� Knowledge: recognize or recall information; 
� Comprehension: demonstrate that the student has 

sufficient understanding to organize and arrange material 
mentally; 

� Application: a question that asks a student to apply 
previously learned information to reach an answer; 

� Analysis: higher order questions that require students to 
think critically and in depth; 

� Synthesis: higher order question that asks the student to 
perform original and creative thinking; 

� Evaluation: a higher level question that does not have a 
single correct answer. 

Another one taxonomy, widely used in Slovakia, is 
Niemierko’s taxonomy [9], which defines four levels: 

� Remembering – similar to knowledge in Bloom’s 
taxonomy; 

� Understanding – similar to comprehension in Bloom’s 
taxonomy; 

� Specific transfer – application of acquired information 
according presented patterns; 

� Non-specific transfer – creative application of acquired 
information. 

Mapping of testing questions to different levels of a 
taxonomy gives us a possibility to assess whether the student 
has reached the required level, or to find out, which level of 
taxonomy student has reached during the learning process. 

We require that every question designed in the assessment 
system to has be assigned to a particular level of the chosen 
taxonomy. Several taxonomies, even defined by the user, 
should be supported by the Advance Knowledge Assessment 
System (AKAS). 

 

DEFINITION OF KNOWLEDGE STRUCTURE OF CURRICULUM 

In order to better understand the cognitive aims of a 
curriculum, mapping of knowledge (learning objects or 
learning items) and their relationships is useful. In this case we 
get a certain knowledge-structure of the curricula. This 
structure can be presented as an oriented graph. 

We illustrate this on simple example. One of our course – 
Unix/Linux system programming – presents, among other 
topics, two (independent) topics - file manipulation and 
synchronization of processes. File manipulation topic contains 
learning items regarding functions open(), close(), read() and 
write(), while synchronization topic is built around the concept 
of semaphore. However, special form of the open() function 
can be used for synchronization purposes too. Structure of the 
curricula for this case is presented on the Fig. 1. 

We require every item to be assigned to a particular node of 
the graph. It gives us possibility to specify whether an item 
assesses a basic or a more complex knowledge. This requires 
definition of structure of curriculum to be supported by the 
Advance Knowledge Assessment System. 

At the same time we require the AKAS to provide means for 
classical definition of the curriculum structure. This can be 
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used to show the examinee the relevant course material in the 
case testing items is answered incorrectly. 

 

RICH SET OF TYPES OF ITEMS 

As mentioned above, many of the LMS provide only few 
types of items. It is usually: true/false, one-from-many, and 
many-from-many types. However, to evaluate higher level of 
knowledge, it will be valuable to have support of other types of 
“powerful” test items, i.e.: 

� clickable images; 
� evaluation of answer based on regular expressions; 
� evaluation of answer by custom program. 
 
Clickable images we regard as o powerful type of question 

in many situations. Point and click answer can be used in 
geography, computer architecture, computer graphics etc. 

Using regular expression (RE) can, in the first plan, 
eliminate general typos during the item evaluation (i.e. 
common misspelling which is not regarded as a mistake). In 
the second plan, regular expressions can be more useful if we 
want to express large amount of possible answers in a very 
comprehensive way. At the end, their implementation provides 
possibility to use new kind of items with open answer based on 
regular grammars. 

The possibility to incorporate evaluation program (on the 
testing item developer level) represents the most flexible 
approach.  In this case, answer provided by the examinee can 
be quite comprehensive. We already use this approach in the 
Operating Systems course supported by the system [10] 
developed at our department. For the Operating systems course 
students submit source code of computer program to perform 
specified actions (i.e. emulated FAT file system operations 
[11]). For the Database Systems course students write and 
submit required SELECT statement in another system. 
Statement is executed in the real database environment and its 
result is compared with result of execution of SELECT 
statement prepared by testing item developer [12].    

For all the item types (including “powerful”) we require full 
support in the advanced assessment system. By the full support 
we do not mean their presence in the system only. We require 
appropriate design and item evaluation tools. 

 

 

ANTI-CHEATING MEASURES 

We believe that problem of cheating can be partially 
eliminated by strong personalization of the knowledge tests. It 
means that each student has to get her/his own version of the 
test. Common approach used in the current systems – changing 
order of items and changing order of answers in the one-from-
many and many-from-many types of item – seems to be 
insufficient. Solution could be the higher variability of the test 
items – specification of much more positive and negative 
answers for particular question (i.e. if we specify 3 positive and 
4 negative answers for one-from-four question type, overall we 
have 12 different combinations of possible answers for one 
question). Another solution could represent open answer item 
type evaluated by regular expression or even evaluated by 
specially designed computer program. 

“On-line” cheating (using mobile phone or other on-line 
communication tools) can be hardly completely eliminated. 
Some technological solution can help, especially in area of 
restriction of on-line communication (firewalls). But they 
cannot be used in all situations and some of them can be 
limited even by legislation (e.g. local cancellation of mobile 
signal is not allowed in the Slovakia). Time restriction is the 
means, which could help to eliminate this problem. We shall 
require system functionality to allow to control not only overall 
test duration, but also to control particular questions or parts of 
tests. 

 

IV. CONCEPTUAL MODEL OF ADVANCED LEARNING 
MANAGEMENT SYSTEM 

Conceptual models try to show basic functionality of the 
specified system together with specification of user roles. We 
used UML use case diagrams to specify conceptual diagram. 

During analysis of the system several roles were 
discovered/designed: 

� administrator; 
� project leader; 
� developer of knowledge test; 
� designer  of knowledge structure of curriculum; 
� developer  of taxonomies; 
� developer of test items. 
 
The use case diagram of advanced knowledge assessment 

system is presented in the Fig. 2. We describe briefly the roles. 
Administrator is responsible for maintaining the system, user 

account administration and system archiving. He/she grants the 
project leader role to users also. That is the only role granted 
by administrator. Any other roles are granted by project leader. 
Administrator can allow the project leader role to create new 
project, too. 

Project leader can create new projects (if right is granted). 
He/she approves taxonomies and their mapping, grants user 
roles for test developer, designer of knowledge structure of 
curriculum, taxonomy developer and item developer.

 
 
Fig. 1.  Example of cognitive structure of the curriculum 
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Fig. 2.  Use case diagram of advanced knowledge assessment system 
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Test developer is responsible for knowledge test 
specification, its generation and setting the parameters of test. 

Designer of knowledge structure of curriculum (KSC) is 
responsible for development of cognitive structure of 
curriculum. Cognitive structure of curriculum must be 
approved by project leader. 

Taxonomy developer is responsible for development of 
required taxonomies and specification of mapping between 
taxonomies. Taxonomies and corresponding mapping has to be 
approved by project leader. 

Developer of test items is responsible for development of 
testing items (question and corresponding answers). He/she is 
responsible for selection of correct type of question, 
specification of corresponding level in the supported 
taxonomies, “placing” item to relevant node of knowledge 
structure of curriculum, specifying text of question, possible 
answers and their parameters (correctness, rating, etc.). 

The state diagram for taxonomy development is presented in 
the Fig. 3 and state diagram for the mapping between levels of 
different taxonomies is presented in the Fig. 4. 

Fig. 3.  Taxonomy development state diagram 
  

V. CONCLUSION 

According to the presented ideas we started design and 
implementation of advanced knowledge assessment system. 
We explored two ways: 

� extension of LMS Moodle for richer question types; 
� design and implementation of system from the scratch. 
First approach seems to be more productive, because of 

enormous amount of works involved already in the LMS 
Moodle. However, it could be limited by functionality 
provided by the LMS Moodle. In the first version of the system 
we decided to implement functionality for collaborative 
development of testing item. We plan to realize the test itself in 

the LMS Moodle by importing testing items and test with their 
limited functionality. 

Second approach pretends to be solution covering broader 
functionality presented in the paper, but will require full 
development of the system from the scratch. 

 

Fig. 4.  State diagram - mapping between levels of different 
taxonomies 
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Abstract – This paper presents Diplek, a Learning 
Management System (LMS) that addresses the needs of novice 
users, educators and students. The development of Diplek is based 
on a service oriented architecture. Among the many services 
offered by the platform, one can distinguish the innovative Video 
recording service and the Course creation service that enable 
instructors to import any type of Learning Object and associate it 
with metadata. Diplek offers a friendly user interface with dialogs 
and wizards that help users deal with difficult and time 
consuming tasks. The platforms architecture (not web-based) 
enables it to be deployed in both internet and internet-less 
communities. 

 

I. INTRODUCTION 

A Learning Management System (LMS) is a software 
program or integrated platform that contains a series of 
services and tools to support a number of activities and course 
management procedures [1]. Nowadays numerous LMS are 
available in the market; a few more, like Moodle, Sakai, 
Atutor, Claroline etc., are under development by the open 
source community. Despite the many tools and services offered 
by the LMS, a number of limitations and disadvantages were 
reported from users and researchers: 

1) The platform complexity and difficulty of use require the 
continuous Information technology (IT) support and hence 
cause a significant increase of total spending in new 
technologies [2].  

2) Lack of tools for proper monitoring the students’ activities 
throughout the session and course duration [3]. 

3) The dependence on internet and web technologies most of 
the platforms have, obstruct the deployment of distance 
learning services to internet-less communities and institutions 

A variety of LMS/CMS have already been adopted by 
educational institutes worldwide; some prefer free and open 
source solutions and some others rely on proprietary software 
solutions that come with guaranteed support and helpdesk. The 
need for standardization led a lot of community developers to 
pursue a way to standardize most of the LMS services. The 
results of these efforts are reflected in : a) standards of e-

Learning architecture (e.g. the IEEE LTSA, Learning 
Technologies Standard Architecture), b) description of learning 
objects meta-data based on shareable XML-based data 
structures (e.g. through the IEEE LOM specification) and c) 
the assessment and evaluation of user performance (e.g. 

through the IMS QTI, Question and Testing Interoperability 
Schemas). The above specifications enable the common 
description of learning units, questions and tests, learner 
profiles, etc, so that they can be easily interchanged between 
different applications [4]. 

A further study of the above specifications led to four main 
categories of services a LMS should offer to its users. These 
categories include services for: 

• Communication between learners and instructors 
• Adaptation - Personalization - Extensibility  
• People Grouping and General course Coordination 
• Monitoring learners’ achievements and progress 

during a course 
The purpose of this paper is to describe the design and 

services of Diplek, an educational platform that uses to support 
the needs of educators with reduced IT competence throughout 
the main phases of course management lifecycle. Most LMS 
simplify only the services that relate to the content 
management process; nevertheless, educators have additional 
needs, such as, to monitor a student’s progress with means that 
can be easily handled by a typical non IT specialist teacher and 
to communicate with students in real time. Diplek offers a 
special tool for monitoring purposes, which records a student’s 
learning session in video format; this recording can be 
interpreted at a later time by the educator to extract conclusions 
about the student’s progress and the course’s contribution in 
achieving its purpose. Moreover, the system can be operated 
without an internet connection or a web browser. This 
flexibility comes in handy in situations where the equipment is 
old and the connection between workstations is limited to a 
LAN. Services that require internet connectivity like “My 
mail” and “Live chat” are automatically switched to LAN 
functionally so that communication between users can be 
conducted normally at local level. 

This paper is structured as follows. In the next section, the 
architecture of Diplek is described. Then, the way the system 
encompasses Learning Objects and the other services it offers 
to its users are discussed. Finally, the evaluation services are 
presented in a separate section. 

II. DIPLEK PLATFORM ARCHITECTURE 

The Diplek platform adopts a 3-tier architecture ”Fig. 1,”. In 
order to simplify the overall process, the platform operation is 
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composed of group of services offered by several autonomous 
components that cooperate with each other and give the user 
the look and feel of a modern classroom. Users type their 
credentials and authentication service processes them. Each 
user role has a different access level; users are classified into 
students, educators and administrators. 

 
 
 
 
 
 
 
 
 
 

 
Figure 1- Layer Schema 

A. Platform installation and deployment 

Diplek is intended to be installed in both organizational-
educational environments and home environments. In the first 
case, a server is needed to host the platform’s database where 
the educational material and user data are stored. This database 
can be made available through the internet so that the client 
workstations can connect to it from any point in the world. 
This kind of installation is suitable for schools and universities, 
where students are divided into classes and each class is 
assigned to a group of educators. Each user (student & 
educator) can connect to the platform through a local area 
network or through the Internet. Each client workstation needs 
to have a Diplek client installed in order for the platform to 
function properly.  

In the second case, where Diplek is installed in a home 
environment, the users’ workstation acts both as a client and a 
server. That means that the platform is installed locally and can 
serve users connected to that workstation only. This kind of 
installation is suitable for users who cannot gain access to a 
permanent network connectivity.  

Diplek comes with an automated configuration utility that 
helps the system administrator to perform easy platform 
installation.  

B. Diplek Layers 

Diplek is using a service oriented architecture [5]. This 
design enables the transparent addition of extra functions after 
the platform is deployed thus offering users new tools and 
services. 

The services layer is the connecting link between the 
database and the presentation layer. Before content is displayed 
to the user, it’s filtered and rearranged by the different group of 
services that intervene. 

Platform services are made available to users according to 
the user level they have. The authentication service is 
responsible for distinguishing which user runs what service and 
sets the level of functionality of the service.  

III. LEARNING OBJECTS & METADATA 

A Learning Object is an independent and self-standing unit 
of learning content that is predisposed to reuse in multiple 
instructional context [6]. One of Diplek’s key functions is the 
storage and cataloging of educational material. Instructors can 
import Learning Objects into Diplek’s main repository and 
accompany them with metadata. 

The capability to associate metadata with Learning Objects 
makes Diplek a powerful tool for easy search and indexing. 
Metadata [7] are conventionally defined as data about data, 
information about information, and are used to describe 
document contents and structure, and to provide information 
about accessibility, organization of data, relations among data 
items, and the properties of the corresponding data domains.  

Diplek uses IEEE LOM standard for its learning object 
repository. The reason for choosing LOM among many other 
well defined and documented standards is that it fully describes 
both the educational and technical aspect of a Learning Object. 
Although LOM contains a large number of attributes, Diplek 
requires only a small set of basic attributes to be inserted in 
order to allow a Learning Object to be catalogued. In this way, 
educators are not obliged to fill the complete form and hence 
can save time. The use of IEEE LOM makes Diplek Learning 
Object repository easy transferable, interoperable and 
searchable.  

A. Importing Educational objects into the platform 

Before creating a course, educators need to insert 
educational material to the learning object repository. Diplek 
provides an easy to complete wizard for novice users, which is 
divided into four steps according to the categories of metadata 
schema; general, life cycle, educational and technical 
attributes. After completing the wizard the final step is the 
inserting of the Learning Object. Educators can insert any type 
of educational material, like multimedia presentations, sounds, 
WebPages, applications, archives, games e.t.c . Diplek accepts 
all file formats. One of the main advantages of the platform is 
the ability to import any kind of material or even software, as 
long as the appropriate viewer is installed on the client’s 
machine. In this way, all educational material can be used 
without any modifications or limitations. 

Diplek is not an educational material creation software; it is 
a platform that utilizes all the available educational material in 
order to present it to the trainees or students. So importing the 
educational material is just the first step of creating a course 
for learners to use it. The second step is finding the appropriate 
material that will be presented to learners. To do so, a search 
tool is available that queries the platform’s learning object 
repository using criteria based on learning object metadata 
(type, difficulty, level of education, language, keywords, topic 
e.t.c.). All Learning Objects that match the required criteria can 
be selected from the list. When a Learning Object is selected, it 
is copied in a new list. This list contains all the candidate 
educational material to be used for the course presentations. 
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B. Creating powerful presentation from Learning Objects 

Course presentation is the final step of preparing a course. 
These presentations must not be confused with the usual slide 
show presentations. A course presentation is an organized 
structure of learning units categorized in such a way so as to 
serve the group’s educational needs. All educational units used 
to form the presentation can be accessed by double clicking the 
mouse on their icon. These presentations are assigned to 
groups or specific students. The ability to distinguish what 
each user is viewing-using is a vast advantage since the 
educator has the ability to alter a presentation/course according 
to each user special needs. 

Diplek supports the creation of course presentations with an 
easy to complete wizard. 

First, educators fill up the general course details like title, 
description e.t.c. These details are shown to the student as an 
introduction text when the presentation is selected.  

Next, follows the creation of learning units. Each learning 
unit is a set of Learning Objects. So, a learning unit can be a 
book chapter, a lab experiment, e.t.c . It’s up to the educator to 
choose how to present a course. In this form, educators simply 
define the learning units by entering the title of their choice 

The final stage is the distribution of Learning Objects to the 
corresponding learning units. A Learning Object can be used in 
one or more learning units or presentations. Each educational 
object assigned in a presentation is represented by an icon 
”Fig. 2,”. Depending on the type of object, each icon has a 
different image (a generic icon is used to represent object types 
not recognized by the filesystem).  

 

 
Figure 2- Main Presentation Screen 

A presentation can be deleted or reused. Reusing a 
presentation can take many forms. One can reuse a 
presentation to teach the same course or alter the presentation 
to fit a different educational domain. The presentation created 
by an educator can be used by other educators as is or altered. 
Learning Objects that are copyrighted are protected since 
copyright information is stored in the LOM metadata set. 

IV. OTHER SERVICES OFFERED TO USERS 

User services relate to platform services available to all 
course users but which are not related specifically to course 
learning material (e.g., messaging between learners/ 
instructors, calendar, live chat, and document exchange 
services etc) [8]. 

Diplek includes a number of tools to enable learners with 
organizing time, organizing personal workspace, checking 
course grades e.t.c. These services run as components and can 
be configured by the instructor. All tools use a common UI and 

use simple command buttons to perform an action. The design 
of these tools was made taking into account the difficulties a 
novice user faces when using them. The following tools are 
meant to be used both by learners and instructors. 

• Profile Manager 
• My Calendar 
• Sketch book 
• My Grades (GradeBook) 
• My documents (e-portfolio) 
• My mail 
• Live chat 
Even though, the most frequently used communication tool 

is e-mail and it is mainly used for personal correspondence 
among the students [9], there are other communication tools 
like instant messaging, live chat and discussion forums. Diplek 
offers three kinds of communication tools: integrated 
messaging tool, live chat and email. 

A. My Calendar 

Calendar is a powerful feature that allows students and 
faculty to manage both academic and personal events. A 
learner must be given the ability to schedule lectures, tests, 
assignments and other learning processes during a 
week/month/year.  

Instructors need to mark important dates and schedule 
learning activities. This tool comes in handy in case of the 
student users who can schedule their lectures, tests and 
assignment delivery. The calendar service is directly connected 
to the virtual assistants’ services to inform user with upcoming 
events. 

B. My Documents 

Diplek supports personalization of learning and encourages 
users to have their own personal workspace where they can 
store files. These files can be anything from a single text file to 
an interactive multimedia game. All documents (files) can be 
extracted with a single click of a mouse and can be transferred 
to another user of the platform or even a student or instructor 
of another system. 

C. Sketch book  

Another tool that follows the learning personalization logic 
is the “sketch book”. The use of this tool provides user with a 
place to enter information found from different sources 
(internet, educational objects, chat e.t.c) and stores them in a 
container that is always available during a session. Learners 
can search information from the web and insert it to the sketch 
book. This information can be saved as formatted text 
combined with images, and other multimedia features like 
sound, video, animation e.t.c. The layout of the window 
resembles that of an exercise book and all actions can be 
performed either from the top menu or by right clicking the 
mouse on a word or other text.  

Diplek provides several other useful tools that can be used to 
assist learners like a calculator, a drawing tool and a web 
browser for internet access. Another category of tools provided 
by the platform are the collaborative-communication tools. 

DIPLEK: AN OPEN EDUCATIONAL PLATFORM 

 

323



 

D. Live chat 

Live Chat (or instantaneous mail) allows a real time 
discussion between all members of the platform. This is an 
exciting way for students to communicate directly with each 
other in real time, and a unique way for instructors to hold 
office hours. Live chat discussions can be archived for later 
review. Most of the people are familiar with the terms chat and 
internet channels. For those that are not, live chat is a tool used 
to simulate a room with people talking ”Fig. 3,”. Diplek does 
not require complex setup of chat space and the tool is ready 
for use when a user selects the chat option. All conversations in 
the room are public so that everyone can watch and participate. 

 

 
Figure 3- Live chat Window 

A teacher can use this tool to give guidance to students from 
distance while they are watching a presentation or working on 
a project. This way, all students get the same information and 
can ask questions that everyone can see. The use of this tool is 
needed in order to build a collaborative community that each 
user learns from the other. 

This tool is not recommended to be used for personal 
messages since every one that is in the room can see the 
message. For that purpose another tool can be used called ‘My 
Mail’. This tool is a simple messaging system for all the users 
that have access to the platform. 

E. My Mail 

A less exciting but still as useful as the live chat tool, is the 
‘My mail’ service. This tool is needed for users to 
communicate with each other in private. The way this tool 
works is similar to that of the email service, but instead of 
email addresses, users only have to know the username of the 
user that they want to communicate with. Also, this tool does 
not require the existence of an internet connection since it uses 
the available LAN to deliver messages to users.  

All communication logs are available to the user through a 
centralized system. This system gives the ability to the user to 
delete, create and check for new messages. A teacher has the 
ability to send a message to the whole classroom or to a 
specific user whereas student has only the ability to send a 
message to a specific user (student or teacher). 

V. STUDENT EVALUATION AND ASSESSMENT 

Byers [10] describes interactive assessment in learning 
environments as promoting dynamic feedback and course 
corrections on the fly. This part of the platform measures 
student performance against specified goals, using a variety of 
services ranging from multiple choice questions to complex 
assignment handling 

There are many ways for evaluating a student’s progress. 
The most common are tests, projects and assignments. In order 
to cover most of these evaluation methods, Diplek includes 
tools that automate the above procedures. An easy and intuitive 
wizard-based method is introduced in order for instructors to 
use them.  

A. Multiple choice tests 

Most LMS provide templates for multiple-choice questions, 
true/false questions, matching questions, or short answer 
questions [11]. Multiple choice tests ”Fig. 4,” are an easy way 
of assessment and evaluation. Nevertheless, it is also a way for 
learners to check their learning progress. To manage the 
creation of multiple choice tests, Diplek incorporates services 
for question and test creation, test delivery and test result 
analysis. Instructors can create a number of questions with the 
desired set of answers. Each question can be given a difficulty 
level and can be included in one or more tests and if the 
instructor permits it, it can be shared by other instructors on the 
platform. When the test is ready, it can be assigned to a student 
or a group. Multiple choice tests can be used both for 
assessment and self evaluation.  

 

 
Figure 4- Multiple Choice Tests 

When a test is finished, a log file is created. Instructors can 
view usage information by the use of the test results analyze 
tool so that they can determine if a test is suitable for a group 
or a student and make the necessary changes so that it fits the 
learning goals.  

B. Project - Assignment Management System 

Another method used for assessing a student’s performance 
is the project assignment service. This is a very common 
method used in many educational institutions. Students are 
involved in a search and learn procedure guided by their 
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instructor. At the end of the day they present a document with 
their findings. Diplek supports this assessment method with the 
use of the project management service. This service can be 
used for the creation of an assignment, delivery and evaluation. 

Teachers can create or import projects through a user 
friendly wizard, where they are asked to insert the guidelines, 
instructions to students, relevant files and deadline. After that, 
they can assign the selected projects to groups or individuals. 
Students are notified for the new assignment by either the 
teaching or the virtual assistant service. When the project 
finishes, students deliver it to the teacher by using the platform 
delivery tool. Teachers evaluate the project and mark it as 
checked. All checked projects are available to both the student 
and the teacher with added comments and corrections. 

C. Grading system 

‘My Grades’ tool provides the educator a list of all students 
attending a course where he/she can assign a grade to each one 
of them. Student’s have access to their grades and can see them 
as a list. Sometimes it is more convenient to just have a printed 
list of all students and their grades to be published in the 
announcement board or delivered as an email. ‘My grades’ tool 
gives teachers the option to do that with an export tool that 
saves a list of grades as a spreadsheet. 

Teachers can get statistics for each group or course regarding 
their grades assigned to students enrolled in the specific class 
or course. Statistical data are separated to grades per course 
and grades per group.  

VI. USER GUIDANCE AND SUPPORT 

Diplek offers besides the standard online and printed manual 
documentation, two additional ways of helping its users. 

Teaching & Virtual Assistants 
The large number of settings and services offered by the 

platform may prove counterproductive for the user who just 
wants to do some simple tasks. That’s why Diplek incorporates 
such a tool called the ‘Teaching Assistant’, which is available 
to all students and educators. 

This assistant provides information to the user about new 
messages, new project assignments and things to do from the 
calendar. User can enable and disable this feature with the 
click of a button so that it doesn’t take space when not needed. 

In addition to the Teaching Assistant, a second assistant that 
has a friendlier look is available to the student user. The 
Virtual Assistant has the form of a wizard and shows up after a 
successful login. It provides information about date and time of 
day and informs the user about new messages, projects or tests 
assigned to him. This information comes with instructions of 
how to get access to the appropriate item so that user won’t 
have to ask how to do that. 

A. Session recording service 

LMS gather large logs of data of student activities during 
courses and usually have built-in monitoring features that 
enable the instructors to view some statistical data, such as a 
student’s frequency of login, time taken on a course or a test, 

the number of messages the student has read or sent, marks 
achieved in tests, etc. 

Instructors may use this information to monitor the student’s 
progress and to identify potential problems. However, tracking 
data is usually provided in a tabular format, is often 
incomprehensible, with a poor logical organization, and is 
difficult to follow. As a result, Web log data is used by only 
few skilled and technically advanced distance learning 
instructors [3]. 

The session recording service is an innovative approach to 
logging students progress and learning achievements through a 
session. The use of this service provides the teacher with video 
feedback of a student’s session. This feedback consists of all 
student actions, conversations, mouse movements, services 
used e.t.c. All these are recorded and saved in a video file 
which can be played in any video player.  

Educators can view these recordings on a daily, weekly or 
monthly basis. By analyzing each students file, a general 
conclusion can be exported about the student’s progress. This 
procedure brings a great help to the early diagnose of some of 
the educational difficulties that occur to students. 

Session recording service can be activated for selected users 
or groups and is by default deactivated since it consumes a lot 
of system resources and is not always needed. 

 

VII. CONCLUSIONS 

Diplek is a service oriented LMS that was designed to help 
novice educators to get involved in e-learning technologies. 
There is a plethora of LMS out in the marker that can be used 
with a lot of great features. Diplek is not trying to compete 
with other LMS. More likely Diplek is intended to be used in 
smaller educational domains where computer experts are hard 
to find and the need for an easy to use LMS is prominent. The 
use of Diplek is recommended in situations where a continuous 
monitoring is needed i.e Students with educational difficulties 
and learning disorders. 

Diplek will be distributed under an open-source license by 
summer 2009. 
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Abstract—Double degrees (also known as combined degrees) 

typically allow engineering students to complete, in just 5 years, 
two degrees that would ordinarily take 7 years to complete. This 
paper provides and discusses the results of a pilot study relating 
to engineering double degrees. The study participants offered 
opinions relating to non-engineering fields of interest, and why 
they enrolled in their current double degree course. The study 
found that double degree students appear to be interested in 
breadth, but not depth. This finding seems to contradict a 
prevailing view that double degrees offer students the potential to 
gain depth in a particular niche or “overlap area” between the 
two degrees.  The paper also discusses double degree curricula, 
in particular, the subjects that are “omitted” from a typical 
double degree. It is noted that some elements that would 
ordinarily be strongly associated with depth and critical thinking 
seem to be missing from double degrees. The issue is exemplified 
in this paper by focusing on one aspect of critical thinking: 
probabilistic reasoning. 
 

Index Terms—engineering education, critical thinking, 
judgment and decision making probabilistic reasoning, double 
degree, combined degree 
 

I. INTRODUCTION 

NDUCTIVE reasoning may be our most important and most 
prevalent problem-solving activity [1]. The term 
“probabilistic reasoning” refers to sound inductive 

reasoning that relies on probabilistic principles. Examples 
include reasoning that considers the number of instances 
(sample size), whether a sample is unbiased, and whether 
instances concern events of low or high variability. “Generic” 
critical thinking skills such as probabilistic reasoning are 
recognized as some of the most important skills that higher 
education courses can enable.  

While “single” degrees are generally built on a carefully 
designed and balanced program that seeks to balance breadth, 
depth, generic and specialist skills, this is not the case with 
double degrees.  Double degree programs are typically the 
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result of a quick and dirty process where a substantial amount 
of material is removed from two completely different degrees, 
and what remains is then bolted together. This has led some 
commentators to offer views to the effect that double degrees 
are “not interdisciplinary and barely integrated” [2: 149]. 

The term “double degree” is understood in different ways, 
and varies from one country to another (and in some cases, 
differs between universities of the same country). In general, 
it seems a double degree is a particular type of cross 

disciplinary educational program where students complete 
two degrees, undergraduate and/or postgraduate, either 
consecutively or simultaneously, through two faculties or 
disciplines of one or two institutions. In this paper, the term 
“double degree” mainly refers to the first two cross-
disciplinary educational models described in Table 1.  

 
TABLE  1 

VARIOUS DOUBLE DEGREE MODELS 

Model Label 

Two undergraduate degrees 
studied simultaneously through 
two faculties of one institution 

Combined Degree (Aus),  Conjoint 
Degree (NZ), Double Degree 
(Aus), Dual Degree (Aus, USA), 
Joint Degree (UK, USA) 

Two degrees studied 
simultaneously at two different 
institutions, sometimes 
internationally  

3:2 Program (USA), Coordinated 
Degree (USA), Double Degree 
(Aus), Dual Degree (UK), Joint 
Degree (Aus) 

Two degrees studied 
consecutively at one institution 

Articulated Degree (Aus) 
Integrated Degree (Aus), e.g. Uni 
of Melbourne 3+2 model 

Two degrees studied 
consecutively at two institutions 
in two different countries 

Consecutive Degree (Coimbra 
Group), Dual Degree (UK), Joint 
Degree (Aus) 

One degree offered by two 
faculties of one institution  

Joint degree (Aus)  

 
Engineering-science double degrees are generally thought 

to build capacity for highly demanding technical and research 
oriented areas of engineering [3]. Double degrees that 
combine engineering with arts, business, commerce and 
management have gained in popularity in the last 2 decades, 
and have proven particularly attractive to women – these 
degrees are presumed to provide students and graduates with 
broader study and career options. 
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For disciplines such as science and engineering, there is a 
perception that double degree programs retain students who 
might otherwise have solely undertaken studies in business or 
management. 

The popularity of double degrees in engineering suggests 
that students perceive double degrees to be beneficial. 
However, such beliefs may be unsubstantiated – outcomes of 
completing an engineering double degree appear to be largely 
unknown. Notwithstanding, even if it were found that 
graduates of double degrees appear to perform better than 
those of single degrees, such findings may be confounded by 
factors such as the higher entry requirements of double 
degrees. 

A general principle of constructivist learning theory is that 
people learn by building on their current knowledge. Amongst 
other things, the theory predicts that, all other things being 
equal, learning activities designed with an understanding of 
the learners’ current attributes would be more effective than 
learning activities that disregard learners’ current attributes. 
While considerable effort has already being expended to 
improve our understanding of the current attributes and 
interests of students of “standard” degrees, the same cannot be 
said of double degrees. Students of double degrees may have 
many features in common with their standard-degree 
counterparts. However, it is quite possible that double degree 
students may differ in certain ways– for one thing, they are 
willing to wait longer until they graduate! It seems plausible 
that some double degree students might be more interested in 
attaining greater breadth. It is also possible that some might 
be interested in greater depth, perhaps in particular niche areas 
such as “engineering management”.  

Other questions regarding double degrees relate to the 
coverage of the programs, whether the programs are meeting 
expectations, and whether the material that is “omitted” from 
each degree detrimentally affects the development of certain 
graduate attributes. 

II. METHOD 

In March 2008, 16 engineering double degree students 
were surveyed about their perceptions of double degrees. The 
students volunteered to stay back after a lecture to complete a 
one page survey regarding double degrees. The survey 
consisted of 6 short-answer questions, and was designed to 
learn about students’ interest in double degrees, interests in 
transferring from once course to another, and interests in other 
fields and activities. We are mainly concerned here with their 
answers to questions relating to the factors were relevant for 
students’ decisions to enroll in their current courses. 

III. RESULTS 

The comments of the surveyed students were analyzed and 
characterized according to whether they seemed to relate to 
breadth or depth. During this process it became apparent that 
none of the comments seemed to relate to the adopted concept 
of depth.  

The results suggest that students who undertake double 
degrees are in some cases attempting to balance personal 
interests (such as science) with career interests (such as 

business); other perceptions include “mix it up” and “because 
it’s cool. Representative comments are provided in Table 2  

 
 

TABLE  2 
REPRESENTATIVE COMMENTS REGARDING EACH THEME 

Theme Representative comments 

 
“Breadth” 
/ career 

 
I wanted a career in both science and 
engineering these two compliment each other  
 
Keep options open. Interest in finance and 
engineering. Did not want to be purely designer, 
more interested in management, construction 
etc 
 
BEBsci, BEBBiotech, I feel it could open up 
many other avenues that could prove to break 
up the engineering degree  
 
I am interested in doing technology consulting 
and a business degree would provide me with 
an understanding of businesses and their points 
of view. I am also interested in economics 
 
Qualifications in two fields - fields are related - 
biomedical engineering 
 

 
Interests v 
career 

 
Business re job, science re interests.. 
 
Career objectives, academic interest (BE-
MedSci student) 
 
Science as I was always interested in some 
science subject. Perhaps business to give a 
better job opportunity 
 

 
Other 

 
Opportunity to lean a new language and 
experience a new culture. University offers 
support and help to go overseas to partner uni 
(BE-BA student) 
 
Fun, mix it up, overseas (BE-BA student) 
 
Because it’s cool (BE-BA student) 
 

 
Depth 

 
None 
 

 
 

IV. DISCUSSION  

A. There appears to be a perception of breadth, but not 

depth, nor integration between the two courses  

 
It was somewhat surprising that no comments relating to 

depth were found. While some students alluded to niche areas, 
these seemed more centered on “covering two fields” rather 
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than achieving depth. To some extent, this seems to contradict 
the prevailing view that double degrees enable students to 
achieve depth in a niche area at the overlap of the two 
degrees. Double degrees are commonly thought of as a means 
to develop highly specialized niche areas such as science-law 
and engineering-management. Such integrated niches are 
thought to be valued by employers. It was thought that 
students and employers might assume double degree curricula 
in such niche areas would include depth at the interface of the 
two degrees.  

For example, it might be expected that a course such as 
BEng-BMedSci (Bachelor of Engineering Bachelor of 
Medical Science double degree) would enable graduate 
attributes in the area of biomedical engineering. However, in 
reality, the course may simply include ‘standard’ engineering 
alongside ‘standard’ medical science. Thus it is proposed that 
double degree curriculum development and renewal 
processes, particularly in relation to depth at the interfaces of 
disciplines, may be below expectations. 

A 1996 review by The Institution of Engineers Australia, 
known as Changing the Culture, encouraged schools of 
engineering to develop curricula that would enable graduates 
to work across disciplines. Twelve years later, the 2008 
ACED review expresses the view that with respect to work 
across the disciplines, there has only been a limited degree of 
progress. The review finds “the undergraduate programs in the 
two disciplines have tended to remain completely separate” 
([3:81), and that although engineering practice regularly takes 
place in business environments, apart from some coverage 
relating to introductory management, there appear to be few 
curriculum links with management schools. The review also 
finds that there are not many opportunities for students of 
engineering-management double degrees to undertake projects 
that explicitly take advantage of the combined disciplinary 
coverage. 

A study by Russell, Dolnicar & Ayoub [4] found only a 
small number of students identified the skills learnt in their 
double degree as useful at work, even though it appears that 
many students took double degrees to increase employment 
opportunities or to explore new areas of professional interest. 
Those findings seem broadly consistent with some of the 
responses in this study. 

 

B. Learning critical thinking / probabilistic reasoning 

 
Another concern regarding double degrees is the extent to 

which they enable generic skills and critical thinking. A 
central aspect of critical thinking is inductive/probabilistic 
reasoning. We focus here on probabilistic reasoning as an 
example of one of the generic skills that may be insufficiently 
addressed in double degrees. By way of explanation, a seminal 
study concerned with probabilistic reasoning included the 
following question: 

 
A certain town is served by two hospitals. In the larger 
hospital about 45 babies are born each day, and in the 
smaller hospital, about 15... As you know, about 50% 

of all babies are boys. The exact percentage of baby 
boys, however, varies from day to day. Sometimes it 
may be higher than 50%, sometimes lower. For a 
period of 1 year each hospital recorded the days on 
which (more/less) than 60% of the babies born were 
boys. Which hospital do you think recorded more such 
days? ([5], p. 443). 

 
Most of Kahneman and Tversky’s participants answered 

that they thought days with 60% or more male births would be 
equally common at the two hospitals. Their findings indicated 
a lack of probabilistic reasoning, as such “highly deviant” 
days should be less common when samples are larger (in this 
case, at the hospital with more births per day). 

Nisbett et al. [1] conducted a study where participants with 
differing levels of statistical education were asked to explain 
circumstances such as  

 
Why might someone experience a truly outstanding 
meal on a first visit to a restaurant but then be 
disappointed on a repeat visit? (p. 358). 

 
Nisbett et al. termed explanations such as “the chef might 

have changed” as “non statistical”. “Statistical” explanations 
included answers such as “although many restaurants 
sometimes produce excellent meals, very few restaurants 
always produce excellent meals” [1:358]. It was concluded 
that participants who had greater levels of statistical training 
gave more statistical explanations for scenarios such as that of 
the disappointed customer; that is, people with greater levels 
of statistical training tend to exhibit a greater degree of 
probabilistic reasoning. The study also investigated other 
methods for improving probabilistic reasoning, and tested a 
theory that one method for improving probabilistic reasoning 
might be to increase the salience of statistical factors. To this 
end, the study, manipulated participants’ recognition of the 
sample-like nature of events, and found that people do tend to 
reason more probabilistically when the sample-like nature of 
events is more apparent. 

Similarly, [6] found that instruction in statistics had a 
significant effect on the way their participants reasoned about 
everyday problems, and instructions including examples were 
particularly effective [6:272]. They concluded educating 
people about concepts such as the law of large numbers 
improved their reasoning; 

 
[the studies] clearly demonstrate how classroom 
training in statistics can potentially have a significant 
effect on how people make judgments. If introductory 
statistics courses were to incorporate examples of how 
statistical principles such as the law of large numbers 
can be applied to judgments in everyday life, we have 
no doubt that such courses would have a more far-
reaching effect on the extent to which people think 
statistically about the world [6:282].  

 
Studies such as these suggest that decision-making 

judgment can be developed by training that is directed towards 
the development of probabilistic reasoning. In an engineering 
degree, probabilistic reasoning is developed in at least 3 ways. 
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First, it is taught within 2 or 3 mathematics subjects which 
teach “mathematics as mathematics”. Second, such reasoning 
skills are developed in advanced “sub-majors” and chains of 
subjects where each subject builds upon embedded 
mathematical knowledge developed in the subject(s) that 
precedes it. Obvious examples of this are seen in areas such 
signal processing or electrical engineering. Third, probabilistic 
reasoning is one of the graduate attributes that is developed 
through engineering internships, and double degree students 
typically undertake much shorter internships than single 
degree students.    

According to [7], judgment and expertise is developed 
gradually over time, and best developed in “stages”; students 
at early stages might rely more heavily on teacher-supplied 
feedback, whereas students at later stages might engage in 
greater levels of learner self-monitoring. Such “stage” theories 
suggest that critical thinking skills are developed in 
incremental steps. First, it is usually necessary for each subject 
coordinator to know something about the students’ current 
level of development in order to pitch the learning activities at 
a suitable level. Second, it is necessary to ensure that 
curriculum developers do not alter the program in a way that 
results in various educational stages being omitted – this is 
particularly relevant for double degrees because subjects are 
typically deleted from each degree fairly expediently before 
the two degrees are slotted together.  

 

C. Some elements of the standard courses that are strongly 

associated with depth and critical thinking are deleted from 

double degrees 

 
A student would ordinarily require 7 years to complete a 

BE (Bachelor of Engineering) and a BBus (Bachelor of 
Business). When the two are combined as a double degree, 
this can be reduced to 5 years.  

Another way of viewing this is to look at the total number 
of hours studied. At UTS, students typically study 4 subjects 
at a time. Each subject nominally ‘expects’ 9-12 hours of 
study per week. (Thus a typical full time student has a total 
nominal load of about 40 hours per week.) Total nominal 
hours studied might look as follows: 

 
BE: 4032 hours (4 yrs) 
BBus: 3024 hours (3 yrs) 
The two as separate degrees: 7056 hours (7 yrs) 
BE-Bus double degree: 5040 hours (5 yrs) 
 
This raises the following question: in the double degree, 

what happens to the other 2 years? The answer relies in part 
on recognition of prior learning.  

To explain, when a student enrolls in a degree, exemptions 
from certain subjects may be granted if the student has already 
undertaken prior tertiary studies. An engineering student who 
already has a business degree might be exempted from 2-6 
subjects, which would typically include an introductory 
mathematics subject, an introductory engineering-economics 
subject and up to 4 elective subjects.  

When a student undertakes a double degree, the prior 
learning that occurs in the each degree permits exemptions in 
the other degree – each degree recognizes the prior learning of 
the other.  

For example, at UTS, when a BE is combined with a BBus, 
the effect is that a double degree student studies 16 less 
subjects than the total of the 2 separate degrees: the BE-BBus 
omits 7 subjects from the standard engineering degree, and 9 
subjects from the standard business degree. 

The 16 omitted subjects are shown in Table 3. 
 

TABLE 3 
OMITTED SUBJECTS (16 SUBJECTS, 7 FROM ENGINEERING AND 9 FROM 

BUSINESS 

Engineering Business 
2 engineering Core subjects: 
Engineering Enterprise 
Engineering Economics and 
Finance 

1 core business subject:  
Business Statistics or 
Managing People and 
Organisations 

1 engineering major subject 
(in the case of Civil Eng, this 
is Surveying, Geotech or 
Hydrology) 

 

4 engineering sub-major 
subjects 

8 Business sub-major subjects 
(2 sub-majors of 4 subjects 
each) 

 

The 16 omitted subjects include 3 core subjects, at least 2 
of which are highly mathematical, and 12 sub-major subjects, 
which are typically associated with specialty areas that afford 
students greater depth in particular areas. The overall 
standards of double degrees are to a large extent dependent on 
the standards of the single degree parts from which they are 
made. Thus it is important to consider the RPL-related rational 
that is applied in the formation of double degrees, and to 
investigate the extent to which graduate attributes relating to 
professional, generic skills, or transferable skills are omitted 
from double degrees.  

 

D. Concluding remarks 

 
Significant concerns exist regarding double degrees. 

Double degrees can prevent students from achieving sufficient 
depth in their specialized areas of interest, and this can make it 
harder for students to continue through to postgraduate 
research. Students of some double degrees are studying less 
mathematics. The fact that sub-majors are deleted from double 
degrees means that students are doing less “chains” of 
subjects, and those “chains” are often where more-
sophisticated critical thinking and probabilistic reasoning is 
developed. In addition, the scant prior research to date 
suggests that double degrees might enable learning in two 
disciplines, but, paradoxically, seem to lack cross-
disciplinarity. Taken together, these factors can decrease the 
opportunities for double degree students to continue into 
postgraduate research, and can detrimentally impact on the 
development of generic skills such as probabilistic reasoning. 
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Abstract—Pro bono work is more commonly associated with 

the legal profession than with the engineering profession. It is 
work that is undertaken at significantly reduced cost to a client. 
While many engineering professionals do undertake pro bono 
work, when compared with law and medicine, engineering pro 
bono work is not as well-known, nor does it attract high-profile 
support and visible recognition. This is despite the fact that the 
work of engineering organizations typically has great impact, for 
example by achieving safer water and improved sanitation. 
However, even though pro bono engineering work may be 
comparatively less visible, it is definitely occurring, frequently in 
ways that successfully address local capacity building, health, 
sanitation, information technology and housing issues among the 
most vulnerable and disadvantaged. This notwithstanding, it 
seems that a pro bono culture is less developed in the engineering 
profession than in the legal profession. It is proposed that part of 
the process for facilitating a pro bono culture within the 
engineering profession involves engineering education, and that 
to this end an important step is to understand engineering 
students’ current attitudes and values with respect to the 
principles of pro bono. Thus this paper provides the results of a 
preliminary study about students’ attitudes and values about pro 
bono engineering work. The results of this study suggest that 
only 10% clearly intend to, and a further 20% might, undertake 
some form of occasional pro bono work at some point in their 
careers, together with a general understanding of engineering 
pro bono. A goal of the study is to explore some underlying 
issues, with a view to making recommendations on the feasibility 
and viability of possible approaches for supporting greater 
recognition and adoption of principles of pro bono within the 
engineering profession. Pro bono in engineering is relatively 
unexplored as an area for potentially valuable research, and this 
paper discusses some of the avenues for potential research. It is 
concluded that there is great potential for mechanisms to be 
developed to encourage the principles of pro bono to be more 
effectively embraced by engineering education programs.  
 

Index Terms— development, engineering education, ethics, pro 
bono 

I. INTRODUCTION 

RO BONO is an abbreviation of the Latin pro bono 

publico – for the public good. The term is commonly 
associated with the legal profession, and refers to work 
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that is undertaken at no cost, or at significantly reduced cost, 
to a client. Principles and practice of pro bono are widely 
recognized and adopted by legal practitioners, but seemingly, 
less so by engineering practitioners. For example, regarding 
hours of pro bono work performed, data is readily available 
with respect to legal practitioners – according to the 
Australian Bureau of Statistics, Australian solicitors and 
barristers undertook 2.3 million hours of pro bono work in 
2001-02 [1], but such data is not available with respect to 
engineering practitioners. In addition, while systems that 
enable no or low cost access to the legal profession are 
widespread, such systems are comparatively less widespread 
within the engineering profession.  

Principles of pro bono apply to much of the work 
undertaken by organizations such as Medecins Sans Frontieres 
and Engineers Without Borders. The engineering 
organizations are comparatively less well known, and attract 
less support and recognition, even though in many cases the 
work of engineering organizations has great health impacts, 
for example, by achieving safer water and improved 
sanitation. A large proportion of engineering aid occurs at a 
comparatively early point in the causal chain, closer to the 
root causes of poor health or wellbeing (as compared to 
medical treatment of the symptoms or consequences of  
insufficient engineering infrastructure. 

 Pro bono targets (an expected number of hours per year) 
currently exist in the legal profession [2] – these include the 
American Bar Association’s Model Rule 6.1, which states a 
lawyer should aspire to render at least 50 hours of pro bono 
legal services per year [3]. Even though pro bono is by nature 
voluntary, some hold the view that compulsory targets are 
appropriate for students of law (e.g. [4]). This raises questions 
relating to whether similar targets might be appropriate for 
students of engineering.  

Prior work on engineering ethics and engineering in 
developing countries includes [5], [6], [7], [8], [9] and [10]. 
However, there is very little prior research that specifically 
relates to pro bono in engineering. 

Pro bono legal services are frequently associated with 
circumstances that fall within a human rights area (e.g. [11], 
[12], [13] and [14]). For example, pro bono legal work 
sometimes relates to issues arising from homelessness, or 
services provided by state authorities to members of 
indigenous groups. In addition, legal pro bono clients tend to 
be drawn from the most vulnerable and disadvantaged people 
in the community. Pro bono engineering work has some 
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similarities with its legal counterpart – for example, pro bono 
engineering work is frequently intended to addresses local 
capacity building, health, sanitation and housing issues among 
the most vulnerable and disadvantaged.  

It is proposed that a culture of pro bono seems to be less 
developed in the engineering profession than in the legal 
profession. Some might be tempted to joke that it seems 
engineers may be even less ethical than lawyers. Regardless, 
all are answerable to the effects of widespread greed, poverty, 
inequality and the failure to meet basic requirements such as 
potable water. There is much more that the engineering 
profession could do to minimize needless death, disease, 
malnutrition and dehydration. 

If we are to bring about change, we might begin by 
seeking to understand what engineering students “believe”. A 
basic tenet of constructivist learning theory is that people 
learn by building on their current knowledge. The theory 
predicts, all other things being equal, that learning activities 
designed with an understanding of learners’ current attributes 
would be more effective than learning activities that disregard 
learners’ current attributes. Thus we seek to understand more 
about our students’ attitudes and values. 

A goal of this work is to explore some underlying issues, 
with a view to making recommendations regarding the 
feasibility and viability of possible approaches for supporting 
greater recognition and adoption of the principles of pro bono 
within the engineering profession. 

II. METHOD 

In September 2008, students of UTS engineering who had 
completed their first internship submitted a report about their 
learning. These are junior students, having completed only 
about 1.5 years of their engineering degree. Amongst other 
things, the report assessment criteria included the following: 
“Gives informed consideration of your possible future work-
activities, including potential roles for you in (a) the private 
sector, (b) the government sector, (c) the NGO sector and (d) 
pro bono”. For this study, 50 reports were chosen at random 
and analyzed.  

III. RESULTS 

 
Approximately 20% of the reports seemed poorly engaged 

with the pro bono aspect of the writing task. For example, 
some of these reports did not indicate informed consideration 
of pro bono. Such reports typically included comments such 
as the following. 

 
“There is very little opportunity for software 

engineers to perform pro bono work.  Other than 

setting up networks and websites for schools or 

charities, pro bono work in the software industry is 

rare” 

 
(An enormous amount of software development/support is 

done at low or no cost, for example, public help forums and 
much of the work towards Open Source/Linux/GNU etc.) 

About 10% of the students indicated that they had not 
considered pro bono before. An example is: 
 

“Working pro bono is another path I had not 

considered but upon additional thought I decided 

that I would probably like to dedicate some of my 

time to helping people that can not afford the great 

expense of hiring a consulting engineer.. 

 
Another 10% of students readily acknowledged that they 

had no knowledge, or a fairly limited knowledge, of pro bono 
in the engineering sector; 

 
“I do not know much about the Pro bono sector for 

engineers. I know there are many voluntary 

counselors and legal teams doing this kind of 

service for the public. I have no intentions at the 

early stages of my engineering career to be working 

for the pro bono sector, as first of all, I do not have 

the adequate knowledge and skill for the jobs that 

might apply for me, secondly I need a solid financial 

base to be doing voluntary work. But on the other 

hand, doing voluntary work for an internship is still 

a valuable opportunity for gaining experience.” 

 
About 30% of the reports were characterized as having 

comments that seemed to focus to a greater extent on what 
students could “get” out of pro bono work, as compared to 
how they might be able to participate in work that is intended 
to meet the needs of potential pro bono clients;  

 
“Aiming for a role in the pro bono sector for me 

would be very unlikely. I believe working in this 

sector won’t reap much reward and I won’t learn as 

much as I could if I was to work in another sector.” 

 
and 
 
“Currently I have no intention to pursue Pro Bono 

work. I do not have any interest in undertaking any 

professional, graduate or undergraduate pro bono 

work and as a result I will not pursue it in the 

immediate future.” 

 
About 20% of the reports indicated that they might 

participate in pro bono at some later time, and also 
demonstrated a reasonable understanding of pro bono; 

 
“I can see myself working pro bono for purposes I 

strongly believe in such as breaking down barriers 

by providing the less fortunate with homes and an 

adequate infrastructure for their community. Such 

work will not only assist the community in third 

world countries for instance, but will also allow me 

to grow as a human being as I become exposed to 

other cultures and a different way of life. Doing this 

can leave me refreshed and energised for when I 

return to the public or private sector for example, as 

I will be filled with innovative ideas to help the less 
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fortunate communities. If I am to undertake work-

activities pro bono, I am likely to do so after at least 

five years of work in either the private and/ or 

public sector” 

 
and 
 
“Pro Bono is described as work done for the public 

good or professional work completed voluntarily. I 

am not sure if I will really get involved in any Pro 

Bono work within the foreseeable future however it 

may be something I would want to complete at a 

later stage in my career. An example of this would 

be working as a professional consultant in a 

volunteer organization based in a third world 

country constructing public buildings such as 

schools and private residences. This could be 

something like the research done at UTS to 

earthquake proof mud brick housing.”. 

 
Only 10% of the reports demonstrated a clear intention to 

be involved in pro bono work, even if only on an occasional 
basis, and also demonstrated a basic understanding of pro 
bono as work which is undertaken and directed towards 
addressing client/community needs; 

 
“Pro bono work, or work for the public good, is a 

field where I can definitely see myself occasionally 

helping out with. This could include helping people 

who wish to get their ideas from a drawing board to 

a prototype. I could help guide them and show them 

where they can make changes based on my 

experience.” 

 
and 
 
“I think that pro bono should be better encouraged 

and promoted by Engineers Australia. It is a great 

way to utilize your professional skills and give 

something back to the world without sacrificing a 

good income. It is definitely something I want to be 

involved in after university.” 

 

IV. DISCUSSION  

The results of this study suggest that only 30% of the 
sample indicated that they would or might undertake some 
form of occasional pro bono work at some point in their 
careers. To some extent the results are broadly consistent with 
the proposition that pro bono in engineering is insufficiently 
recognized. The findings suggest there is significant 
immediate potential for mechanisms to be developed to 
encourage principles of pro bono to be more effectively 
embraced by engineering education programs. 
 

A. Areas for further research 

 

Pro bono in engineering is relatively unexplored as an area 
for potentially valuable research. Compared with law, even 
basic benchmarking data is not currently being recorded. 
Questions that remain to be addressed include the following:   
 
• Is it feasible and viable to more-systematically support 

pro bono in engineering? How might aspects of the way 
pro bono work is recognized, supported and performed in 
the legal profession be applied to engineering? Research 
in this area might compare and contrast examples of legal 
work with engineering work, and consider issues such as 
confidentiality, insurance, intellectual property and 
quality assurance. 

 
• Are some types of engineering work more suited to pro 

bono than others? Can chunks of some types of 
engineering work be readily identified as suitable for pro 
bono? If so, which types of work are most suitable, and 
which are least suitable? 

 
• Could there be a significant role for real-time web 

systems about things such as (a) eliciting/codifying client 
needs; two modes: clients register their needs via web; the 
system interacts with the web and identifies needs as 
events/disasters occur (b) project managing/sub-
contracting client needs into smaller pieces of work (c) 
identifying pieces of work which can be done from 
remote locations (online) (d) eliciting/codifying volunteer 
capacity and (e) matching contracts with capacity. 
Research along these lines might look not only at software 
development, but also any field where designs are 
exchanged and developed via the web. Such work might 
perhaps draw on the experience of open source software 
development.  

 
• How might the principles of pro bono be more effectively 

embraced by engineering educators, and within 
engineering education programs? 

 
• Who undertakes pro bono engineering work, and who are 

the clients? Questions here would include experience as 
professional engineers, which firms/employers are 
involved, and who are the clients (e.g. friends, family, 
community organizations) 

 
• What pro bono engineering work is being undertaken, 

e.g., advice, design, development, implementation, 
maintenance, improvement – and in what fields, e.g., 
mechanical, electrical, civil, construction, computer 
systems, telecommunications? How much time is given?  

 
• When is pro bono engineering work undertaken? 

Questions here might relate to whether the work was 
planned or performed or ad hoc, or during practitioner’s 
‘vacations’ or weekends. 

 
• Where are pro bono practitioners generally located 

geographically, and where are their clients located? 
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• Why do some engineers undertake pro bono work, and 
why do others not? What are the motivations, barriers, 
relationships between engineers and clients, employer 
organization practices? For example, is pro bono work 
taken into account in salary reviews or promotion criteria, 
what are practitioners’ values and reasons for undertaking 
pro bono work? Related questions would address whether 
practitioners believe targets should be set regarding pro 
bono work to be performed.  

 
• How is engineering pro bono work currently performed? 

What existing approaches are successful in supporting pro 
bono engineering work? For example, how is the work 
undertaken within a structure such as those provided by 
organizations such as Engineers Without Borders, and 
does donated equipment or materials support the work?  

 
• What are the obstacles to the consideration of voluntary 

and compulsory targets in engineering? (Noting that such 
targets have been considered and adopted in law, e.g. 
[15].)  

 

B. Towards an improved understanding 

 
Pro bono engineering work embraces extremely important 

problems relating to poverty, inequality and human 
development.  

Data relating to some aspects of pro bono engineering 
work is virtually non-existent at present. Such data is widely 
available within other professions such as law, and is regularly 
published in a way that provides professional recognition of 
individual or collaborative undertakings. In law, such data has 
been used to enable further adoption of the principles of pro 
bono within the legal profession. It could be reasonably 
expected that the acquisition and publication of data 
concerning pro bono engineering work would make a 
significant contribution to enabling incentives and increased 
adoption of pro bono principles within engineering.   

There may also be a role for aspirational targets in the 
engineering profession, in a similar way to the widely 
understood and adopted role of such targets within the legal 
profession. By exploring barriers to engineering pro bono 
work, and mechanisms by which the work might be better 
understood and facilitated, it could be reasonably expected 
that the research would provide information which would 
enable greater understanding and more-informed policy 
decision-making in various settings, including local 
communities, educational program development, and public 
policy recommendations.  

Further research would likely contribute to an improvement 
in the ways that pro bono engineering work is recognized, 
enabled and supported. If this turned out to be the case, 
consequences of the research would likely have significant 
positive implications for not only the engineering sector, but 
also for the beneficiaries of additional pro bono work that is 
undertaken.  

In addition, it is widely known within the legal profession 
that pro bono work, if well performed, commonly leads to non 

pro bono work at commercial rates. If this is also the case 
within engineering, improvements to the recognition and 
support of pro bono engineering work would likely lead to 
increased opportunities and competitiveness for non pro bono 
work. 

Further engineering pro bono research would likely offer a 
significant contribution to discourse within the profession and 
the public domain, with eventual effects on engineering-
related education, norms, values and perceptions. In this way, 
it is envisaged that further research could contribute to a more 
cohesive community where engineers and their clients have 
greater levels of participation in processes that seek to address 
non-engineering needs as well as engineering needs. 

It is thought that a significant amount of pro bono work 
undertaken by engineers is undertaken with respect to 
infrastructure relating to issues such as water-quality, 
sanitation, transport and communications for remotely located 
communities. Given that elements of such infrastructure are 
known to be directly connected with disease and other health 
risks, it follows that efforts directed towards building local 
capacity with respect to preventative healthcare would benefit 
from further research, especially where pro bono engineering 
work is directed towards developing local community capacity 
in areas such as water quality and sanitation. 

Another potential avenue for engineering pro bono 
research concerns the means by which to enable a collective 
shift in the profession beyond treating symptoms towards 
treating the underlying problems, for example, moving from 
“building homes for the homeless” towards “preventing 
homelessness”.  

If it could be achieved, a shift in consciousness would 
likely produce outcomes in several areas. First, it could result 
in improved understanding and strengthening of ties between 
the engineering community and the wider community. 
Second, it would likely have implications for professional-
association guidelines and public policy decisions that could 
lead to improved incentives and support for pro bono 
engineering work. Over the longer term, it would likely lead 
to mechanisms that would enable improved communication 
infrastructure, improved local engineering capacity and 
improved access to technical assistance. In addition, there is 
the potential for improved participation in public discourse 
and public policy. 
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Abstract-Software maintenance and evolution (SME) is an 
important but problematic topic-area for university-level 
computer science education. Seminars can be used to provide 
versatile and up-to-date knowledge for students regarding 
scientifically relevant issues. We have organized three systematic 
university-level seminars on SME with a total of 127 seminar 
groups. Each group has been assigned a task of analyzing one 
scientific SME-article. The main results include the general 
confirmed feasibility of the selected seminar-based approach. 
The paper describes the background of the seminars, their 
contents, and experiences concerning organization and feasibility 
of the seminars. The results support organizing, studying, and 
improving feasible seminars in software engineering. 

I.    INTRODUCTION 

Software maintenance and evolution (SME) is a large, 
rapidly advancing, and economically important field. The 
relative amount of the costs of SME-activities has traditionally 
been 50-75% of the total software life-cycle costs. Newer 
studies such as [1] show similar or even higher proportional 
costs. Especially maintenance of poorly documented legacy 
software systems is often very elaborate but necessary.  

Due to these underlying reasons, there is a constant need in 
computer science education to follow the scientific progress, 
and transfer the achieved results to future professionals of this 
area. This is important also in order to preserve and promote 
student interest on the area. Software maintenance has 
traditionally not been among the most fashionable subject 
areas among students, companies or academic staff.  

Therefore, there is a need to experiment with new forms of 
teaching. Organization of seminars is one promising option 
for increasing both interactivity, and scope of the subject areas 
which can be covered in academic teaching. There are some 
scientific studies on SME-courses, but surprisingly no earlier 
systematic studies on SME-seminars. Therefore, there is a 
clear need to study the feasibility, potential and limitations of 
seminars as an approach to introduce SME-related knowledge. 

This paper describes experiences from three software 
maintenance seminars with 127 seminar groups and 296 
involved students. The paper is organized as follows. Section 
II is an introduction to the general state, problems and options 
of teaching SME. Section III briefly describes the organized 
seminars. Section IV presents experiences based on the 
organized seminars. Finally, Section V concludes the paper.  

II.    TEACHING SME 

We will first describe the general context of teaching SME 
(A), the main problems related to it (B), and the consequent 
general need for organizing and studying SME-seminars (C). 

A. The general context of teaching SME 

A.1. Teaching software engineering. The IEEE's project 
SWEBOK has suggested an informed and reasonable 
characterization of the software engineering body of 
knowledge [2]. It covers the field of software engineering 
extensively. Among other things it is stated to form a 
foundation for curricula development. That knowledge has 
been used in the joint ventures of IEEE and ACM producing 
software engineering curriculum guidelines [3,4]. Software 
maintenance is one of the 11 knowledge areas of SWEBOK. 
Important SME-issues include maintenance processes and 
techniques, management issues, and software evolution. 

A.2. Teaching SME. Software engineering curricula 
development has also been discussed in general level e.g. in 
[5,6] including some remarks on SME. There are also various 
descriptions of courses on SME in university-level published 
in scientific series. However, none of the studies has dealt 
with seminars concerning scientific articles. Therefore, there 
is only a limited amount of directly related studies. Most of 
the earlier studies have focused either on general course 
descriptions or on bringing forth practical sides of SME.  

A.3. Teaching SME at the University of Jyväskylä (UJ). 

We have considered the state of teaching SME and its 
problems at UJ, which provides conventional university-level 
computer science education leading to candidate’s degree, 
master’s degree and doctoral degree. Teaching of SME in the 
Faculty of Information Technology (FIT) of UJ has mainly 
been organized by the author of this paper. Currently, there 
are 15 credit units of advanced-level non-mandatory SME-
courses provided for students. One credit unit corresponds to 
40 student work hours. FIT has systematically aimed at 
following in general level the recommendations of IEEE and 
ACM [3,4] since 2002, concerning the composition of the 
courses it provides, e.g. regarding the coverage and emphasis 
of essential issues. Based on these activities we have 
identified the following three main practical problems in 
teaching SME. 
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B. Problems of teaching SME 

B.1. Poor coverage of SME in curricula. Software 
maintenance has traditionally received very little attention 
from those involved in software engineering education as 
compared to its importance [7]. Also the later study of [8] in 
identified the fact that despite the needs, SME had still been 
generally overlooked in university curricula. More recently, 
the incorporation of SME in to the software engineering 
curricula related to the CCSE-initiative has been discussed in 
ICSM 2002. The then ongoing work of SEEK (Software 
Engineering Education Knowledge) included aspects such as: 
Configuration management, maintenance process models, 
reverse engineering, and impact analysis, their role as core of 
SME, proper time in curricula to introduce SME-issues etc.  

Even today SME is rarely taught extensively in university-
level before the third year of studies [9]. This is undoubtedly 
related to the fact that other issues have already reserved a 
relatively large portion of the curricula. This phenomenon has 
been identified also e.g. in 2001 in [5]. For example, in FIT 
there currently is not enough room for an SME-course in the 
curricula before the advanced-level of studies. Therefore, 
basic teaching of SME has to be organized otherwise. The 
SME-courses cited in this paper appear to have been only 
positive exceptions in this sense yet nowadays. In an ideal 
case students should be provided a versatile familiarization to 
the theoretical knowledge and status of the fresh scientific 
progress on the area sufficiently early in an interesting way.  

B.2. Lack of educational materials. The second problem 
relates to the relative rarity of available and up-to-date 
educational materials. For example, experiences on teaching 
software reengineering at University of Leicester [10] 
included: Shortage of educational materials and difficulty of 
selecting suitable materials, tools, depth of coverage, and size 
of practical exercises. Students aiming at master's degree of 
computer science and nearby disciplines in university-level 
require both an up-to-date and versatile view of the field. 

Although there are some good text-books, there is also a 
need to provide knowledge in an interactive way. There is no 
such single general text-book which would serve particularly 
well all these general needs. The SWEBOK Guide [2] 
provides a very relevant but short introduction. A relatively 
well-written and relatively new general-level treatise on the 
subject area is [14]. Management-oriented books include 
[1,12] but these books do not cover all the essential technical 
aspects of maintenance. There are also other relatively new 
books which however focus heavily either on practice; 
without proper description of the theoretical background, or 
on more general, loosely related aspects, such as software 
reuse [11]. 

B.3. Difficulties in producing realistic maintenance 

situations. The third and probably hardest problem is that 
realistic maintenance situations appear only in realistic 
environments. This problem has been attacked in many studies 
with various approaches. Experiences on teaching software 
maintenance related to a maintenance project of selected 
realistic software products at University of Western Ontario 

have been reported in [15]. The experiences included: 
Usefulness of control over group formation process, 
introducing central relevant concepts early enough in the 
courses, and interaction among the students beyond their own 
groups. A project-based course on teaching SME focusing on 
code comprehension methods has been organized at 
Oklahoma State University [16]. Also relations to industrial 
practice have been studied. A detailed process maturity model 
focusing on corrective maintenance for educating and training 
maintenance engineers has been developed at Stockholm 
University [17]. Finally, teaching SME by implementing 
change-requests on open-source systems has been 
experimented at Wayne State University providing realistic 
project experience [18]. 

Although practical project-based approach can be very 
valuable and desirable, as described e.g. in [15,16,18,19], 
dealing with real-world highly connected systems within the 
currently typical software engineering courses is often 
difficult in practice. This is due to the student's obviously 
limited knowledge and experience before third or fourth year 
of their studies, typical limitations of the available instructor 
resources, practical problems in organizing such endeavours 
etc. Even comprehending such real-world, large-scale legacy 
systems is an issue itself, and changing of those programs 
without negative side-effects is non-trivial to achieve and to 
evaluate. Therefore this problem is complex to be solved 
effectively. 

Our experiences in this regard are similar to those 
presented in [10]. In practice, it appears to be hard or 
impossible to replicate the above-mentioned realistic 
maintenance situations in basic-level university courses. One 
central underlying reason to this is that the size of practical 
and applicative works, related to non-advanced level computer 
science courses typically is only about 1 cu. Within such time-
frame only relatively simple changes of interfaces, and adding 
of functionalities could be performed. Therefore this problem 
can be effectively attacked only by organizing the applicative 
tasks related to larger dedicated work-projects, which are 
performed in an ideal case in cooperation with industrial 
partners [15] or related to open-source systems [18]. This 
approach has been followed also in our unit in general context 
by offering an option to all students majoring information 
systems science or computer science to attend to a large 10 cu. 
general work project during the third year of the studies.  

C. Seminar-based approaches 

As represented above, there are three main problems and 
two different kinds of issues to be taught; theoretical and 
applicative. Before the students can be expected to be mature 
enough to successfully commit themselves into the clearly 
needed large SME-projects they need to be provided with an 
introduction and to acquire some solid, theoretical science-
based knowledge and understanding of SME. Therefore, in 
this paper we will focus on studying the feasibility and 
essential elements of providing that sort of knowledge within 
the above-described practical resource limitations often 
present in universities via our seminar-based approach. 
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Instead, the applicative aspects of SME are not our focus. 
Since there were no earlier reported studies on SME-seminars, 
we have organized seminars and systematically gathered 
empirical data concerning their characteristics. 

III.    SOFTWARE MAINTENANCE SEMINARS 

Three software maintenance seminars have been 
organized. The general context of the seminars has been 
identical. The seminars have been organized as part of 
"Software Engineering" course in FIT. That mandatory course 
has mainly been targeted to students having computer science, 
information technology or similar disciplines as their major 
subject. The course has typically been taken during the second 
year of university-level studies. The instructor of all three 
seminars was the author of this paper. The substance area of 
each seminar has first been introduced in the course to the 
students via lectures by the seminar instructor. The actual 
seminar has followed that introduction. Seminar work tasks 
were then assigned to students to be performed as group 
works. They were mandatory to the students attending the 
course. Seminar groups organized themselves autonomously. 
The task of each seminar group was to analyze one scientific 
article, represent its analysis at the seminar, write a carefully 
finished summary report of the article, serve as opponent to 
one other group, and to listen the presentations of other 
groups. 

A. General descriptive statistics 

There were 127 groups, and 1-5 students in each group 
(Fig. 1). Total number of participants was 296. The basic 
statistics of the seminars (SMS-I, SMS-II and SMS-III) are 
shown in the Appendix, Table I.  
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Fig. 1. Seminar group size (GSIZE). 

 

A.1. Students. There were 282 students who proceeded to 
the actual seminars. 198 of these were men and 84 women. 
Average age was 24.3 years. Average year of studies at the 
university was 2.6 (median was 2). FIT grants degrees on 
information systems science (ISS), and information 
technology and computer science (IT). 93% of the students 
within the study were aiming at a degree within FIT. 82% of 
the students were focusing on information systems science.  

The total accumulated amount of credit units for each 
student was determined, mean was 150 credit units, standard 
deviation = 47, N = 269. As noted earlier, students organized 
themselves into seminar groups. Median of group size was 3. 

A.2. Articles. The seminars have covered most of the 
important issues in software maintenance field. There were 
three primary themes and eleven primary sub-themes. The 
students studied the articles as follows: Software maintenance 
techniques, including reverse engineering, reengineering, 
program slicing, and program visualization. Software 
maintenance tasks, inclusing software maintenance processes, 
program comprehension, maintainability improvements, and 
debugging. Economic estimation of software maintenance, 
including maintenance cost estimation, maintenance effort 
estimation, and software metrics and measurement.  

There were 33 different publication series. All the studied 
papers have been published in good academic journals or 
conference proceedings. Complete bibliographic information 
of the articles offered to the students is provided in: 
http://www.cs.jyu.fi/~koskinen/sms-articles.htm 

That set of articles has been selected by the seminar 
instructor based on his experience on the area. The Ph.D. 
thesis [20] included a large literature review. The over 400 
references of that review have served as a starting point for 
the literature gatherings and selections of this study. The 
following selection criteria have been applied:  
1) Language; all articles have to be written in English.  
2) High scientific level; publication in refereed international 

scientific series.  
3) Publication year; the articles should not be very old. 
4) Relevance; all articles have to be on the area of SME.  

Each individual student has been given an opportunity to 
freely select; from the predefined set, the paper which best 
matches his or her background, talents, and interests. 
However, since the article lengths vary, for the sake of 
fairness, there was one restriction: Larger groups were obliged 
to analyze longer articles than smaller groups. Therefore, n-
person groups were offered only, in average, about n-times 
longer articles than 1-person groups. Also, for the sake of 
fairness, each group had to analyze a different article. 

B. Learning objectives and evaluation 

B.1. Learning objectives. The general nature of 
educational objectives can be classified e.g. based on so-called 
Bloom categories, which are described e.g in SWEBOK 
Guide [2, p. 1-7]. These categories concern increasing depth 
on: Knowledge, comprehension, application, analysis, 
synthesis, and evaluation. In our case, the students' general 
starting level has been such that they have had no earlier 
experience on software engineering related seminars or other 
SME-courses. For most of them this was also the first time 
they conducted academic group works and analyzed scientific 
articles written in non-native tongue. Therefore, the main 
general learning objectives have been to increase knowledge 
on SME, and capabilities on analyzing science-based articles 
of the field. The summary report has also included a portion 
prepared by the students evaluating each analyzed article.  
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The presentations have required the students to be able to 
summarize the main points of the analyzed method or 
technique. Implicit hopes and expectations have naturally 
included that the students would benefit from the 
presentations of the other groups in synthetic sense via 
increased and extended comprehension. On the other hand, 
since the analyzed articles have been scientific and the 
seminars did not intend to include applicative tasks, there 
were no applicative objectives. Since the tasks were 
performed mainly as group works communication and 
cooperation skills were implicitly needed during the process. 

B.2. Evaluation. The instructor evaluated the groups works 
based on a standardized form (Appendix, Table II), which 
contains 15 criteria related to the report, and its presentation.  
We have planned that form in order to pay attention to all the 
central relevant aspects in these kinds of seminars during the 
whole lifecycle of the seminar works. The instructor provided 
feedback to the students multiple times during the lifespan of 
the seminar works. The assigned opponent group provided 
feedback at the seminar. During the first phase review of the 
seminar reports the instructor used the form as a basis for 
giving the groups further improvement suggestions. The 
instructor examined the report manuscripts two times. 

The seminar instructor systematically monitored the 
seminar work quality based on the evaluation form. Also the 
students have been aware already prior to works of these 
criteria. Therefore, these criteria have been explicit 
operational learning objectives. The instructor controlled 
whether the students were listening to the presentations of 
other groups only in a sense of requiring participation to the 
seminar sessions. The instructor did the final evaluation of the 
report-related factors after the group returned its final version 
of the report. The instructor evaluated the seminar works 
group-wise.  

C. Seminar points 

Finally, the instructor considered the above-described 
criteria carefully, in detail, and aiming at impartiality for each 
group. The instructor used the evaluation form to support 
objectivity. Fig. 2 shows the results of the students. 
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Fig. 2. Students’ categorized seminar points. 

 

The final result (SPS; Student's Points of Seminar) has 
been received as an average of the evaluated factors. This 

variable measures the success of individual students on the 
seminars based on the outcome of the group works. Fig. 2 
shows the distribution of SPS compactly as categorized 
(rounded downwards to integers) into six classes.  

The applied scaling roughly corresponds to international 
grading systems: A ... F: A = 5 = excellent, B = 4 = very good, 
C = 3 = good, D = 2 = satisfactory, E = 1 = sufficient, F = 0 = 
fail. Other SPS characteristics were, mean = 3.55, minimum = 
0, maximum = 5.30, standard deviation = 1.33, N = 282. 107 
groups completed their works. 20 groups could not follow the 
schedule. The seminars produced 683 pages of thoroughly 
inspected and published seminar reports. 

IV.    DISCUSSION 

This section discusses and explains the objectives of the 
study (A), and general results and experiences (B), regarding 
the general problems of teaching SME (B.1), teaching SME-
specific issues (B.2), organization of the seminars (B.3), and 
relation to other studies and research (B.4). 

A. Objectives 

We have focused on studying the general feasibilility of 
SME-seminars. We have gathered novel experiences of the 
seminar-approach with a relatively large number of students. 
Seminars have been characterized by the scientific nature of 
the analyzed articles, extensive coverage of the central SME-
aspects, and interactivity. Instead, the study has purposefully 
not included technical application of maintenance skills. That 
sort of activities are not convenient to be handled in these sort 
of seminars. Those activities have been studied in other 
unrelated studies, whereas there are no earlier systematic 
studies on SME-seminars. The general nature of the main 
learning objectives has been to increase knowledge on SME 
and skills on analyzing scientific articles. The students' task 
consisted of five sub-tasks. Due to the modest starting level of 
the students the set objectives were not trivial for them.  

B. General results and experiences 

B.1. General problems of teaching SME. There are three 
general problems of teaching SME as identified in Section II. 
The general experiences from this study show that seminars 
can especially alleviate the problem of lack of dedicated 
educational materials (problem II.B.2). We have shown that 
seminars effectively enable covering a large spectrum of 
SME-issues, including recent scientific innovations. They also 
enable interactivity, which is generally not supported by 
educational materials as such. Interactivity is important since 
it helps to increase students' interest to the area. Number of the 
active students increased in the subsequent seminars showing 
interest towards the seminars. Presentations of the groups 
activated well the "Software Engineering" course. Seminar 
works also increased collaboration among the students which 
is relevant since many of the SME-tasks require collaboration.  

The experimental results concerning seminar success help 
to pay attention to the relevant issues while planning similar 
seminars. Knowing those issues encourages teaching SME 
more extensively and enables to teach it more successfully in 
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university-level (problem II.B.1) using interactive forms of 
education. Seminars also help to introduce SME since it is 
generally hard to find enough room for large SME-courses in 
the non-advanced level of the curricula. The problem of 
reproducing realistic maintenance situations (problem II.B.3) 
in turn has not been attacked in these seminars. As mentioned 
earlier, that sort of applicative activities should be provided in 
separate and relatively large advanced-level work projects 
which are much more suitable to teaching such issues.  

B.2. Teaching SME-specific issues. The covered SME-
specific issues were listed in Section III.A. The students need 
to have solid science-based knowledge on these issues, which 
the seminars provided. There were three general themes 
identified: a) Software maintenance tasks, b) software 
maintenance techniques, and c) economic estimation of 
software mainte-nance. a) Concerns processes, b) relates to 
process support mechanisms, and c) relates to evaluation of 
the processes. These are generic issues typical also to other 
kinds of software engineering activities. Therefore, it is likely 
that the maintenance-specific issues and other software 
engineering issues; such as software development, do not 
differ significantly in a sense that they should be taught in a 
significantly different way. On the other hand, it is likely that 
interactivity as such will be needed also in the general 
software engineering field. Therefore, the interactive nature of 
the seminars should be useful also in that more general 
context.  

It is very likely that the applied seminar format is suitable 
also to dealing with software engineering issues in general 
with similar kinds of general objectives. This is due to the fact 
that the seminars were based on scientific articles and the 
applied high-quality scientific format of representing results in 
them is refined, flexible and capable of representing probably 
almost any kind of theoretical issues in a relatively 
communicative way, apparently also from the view-point of 
the second year students. On the other hand, it is clear that 
teaching SME as such requires also other kinds of forms of 
teaching, including the already discussed larger work-projects.  

B.3. Organization of the seminars. Seminars enable much 
content and activity within the typically limited amount of 
available space in the curriculum. However, they also require 
relatively large amount of instructor resources. Based on our 
experiences, the practical maximum of groups per term for a 
single qualified instructor to deal with within the typical 
resource limitations is around 30-50. Controlling 45-50 
groups effectively requires in practice that the instructor has 
deep knowledge on SME; Ph.D. or equivalent, and earlier 
experience on similar seminars. While dealing in this case 
with 45 groups, the required instructor resources are about 
140 h. Seminar success in this level, including analysis of 
scientific papers, especially while written in non-native 
language, requires detailed instructions.  

Preparation of each seminar took about 15% of the total 
time. Seminar sessions as such took about 10%. Therefore, the 
seminar sessions as such were the high-lights of the relatively 
extensive background effort. More time to the sessions would 

be clearly beneficial if it could be arranged. Increasing the 
relative duration of the sessions is quite possible if the level of 
expectations concerning the quality of the reports is reduced 
in turn. In these seminars the expectations were relatively high 
in that regard. Two-pass reviewing and commenting of the 
produced reports took about 65% of the total time. General 
communication and coordination took the remaining 10%. 
These resource requirements need to be heeded while 
organizing similar kinds of seminars.  

About 84% of the groups passed the seminar. Therefore, 
the seminars were successful. About 90% of the failures were 
related to small (1-2 person) groups. Therefore, group 
formation is a very important issue. Communication is needed 
in these kinds of seminars and isolation of the students in this 
sense should be avoided. Special attention should be paid on 
generally not allowing singleton groups and by monitoring the 
time-table of the group formation process.  

B.4. Relation to other studies and research. Bringing the 
scientific perspective forth already at this stage of the studies 
supports the writing of master’s theses. These seminar works 
have in many cases already served as a starting point for 
theses. This is generally especially hoped for, since because of 
well-known economical, and other reasons, students typically 
have problems in completing their theses. Timely completion 
of studies in turn is a central consideration related to the 
public funding of many universities. Since there were 127 
prominent articles the students received a very good basis for 
studying the literature of the area further in the theoretical 
parts of their oncoming theses.  

Free selection of the articles has in its part enabled 
focusing on the likely areas of the oncoming theses. It is also a 
generally hoped goal to bring teaching and research together. 
Seminars have been organized around a main theme. Seminars 
have in part related to the research projects of FIT, namely: 
HyperSoft (Hypertextual Software Maintenance), and ELTIS 
(Extending the Life-Time of Information Systems). The 
archived and published seminar reports enable long-term 
improvement of teaching SME within FIT. The results of the 
ELTIS-project have already been transferred as a part of 
teaching related to SME in FIT recently.  

V.    CONCLUSIONS 

SME is a wide, economically important, and nowadays 
also rapidly advancing sub-field of software engineering. 
University-level computer science students should be given 
versatile and up-to-date science-based SME-knowledge 
sufficiently early during their studies in an interactive and 
motivating way. Reaching these ideals based on the currently 
available educational materials and within the typical size-
limitations of curricula is hard. Seminar-based approaches 
clearly support these goals well, but there have been no earlier 
systematic studies on SME-seminars. Therefore, there has 
been a clear need to study the feasibility of SME-seminars. 

We have organized SME-seminars and systematically 
gathered experiences. The seminars as such were successful 
and clearly verified the general feasibility of the seminar 
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approach to handle these kinds of issues. Seminars and the 
group works include interaction which supports keeping up 
students' motivation, which in turn is important in this area. 
Motivation was supported also by allowing the students to 
focus on the sub-areas which interested them most.  

The seminars have helped to create links between general 
teaching, writing of academic theses, and ongoing research 
which are important for further improvements of the 
university-level teaching in this area. The general success of 
the seminars hopefully encourages others to study teaching of 
SME based on similar approaches. Taking the represented 
experiences and lessons into account supports planning and 
organizing feasible seminars in software engineering. 
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APPENDIX: SUMMARY OF THE SEMINARS 

TABLE  I. SOFTWARE MAINTENANCE SEMINARS 
Aspect SMS-I SMS-II SMS-III Total 
Involved groups 28 45 54 127 
Active groups 24 37 46 107 
Students 76 111 109 296 
Seminars 10 h. 13 h. 15 h. 38 h. 
Organization  75 h. 105 h. 125 h. 305 h. 
Total used teaching resources 85 h. 118 h. 140 h. 343 h. 
Reports produced 173 p. 251 p. 259 p. 683 p. 

 
TABLE  II. EVALUATION FORM 

Num- 
ber 

Criteria Details Criteria group 

1 Layout of the report There were strict instructions for the coherent format of the reports. Report 
2 Extent of the report The size of the report within the allowed range specified for the article. Report 
3 Relevance of the report's focus The report had to focus on the issues inside the article. Report 
4 Quality of language Use of complete sentences, readability, style etc. Report 
5 Correctness of the details Accuracy of the presented assertions, numerical data, references. Report 
6 Definition of the central concepts Their presence and correspondence to the original ones. Report 
7 Description of the research problem The problem as represented in the article. Report 
8 Description of the hypotheses For empirical works. Report 

9 Description of the applied research methods Procedure of the study.  Report 
10 Description of the results and their significance Main results and their implications. Report 
11 Group’s own observations and conclusions Students' evaluation of the article. Presentation 
12 Clarity of the presentation Presence of the main points, oral and audio-visual appearance. Presentation 
13 Interaction between the group and audience Answers to the opponents and others. Presentation 
14 Conformance to the predefined schedules Meeting the mile-stones for reviews etc. Presentation 
15 Action of the group in the role of opponents Constructive comments. Presentation 
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Abstract- To ensure the quality of products and efficiency of 

machining and to protect the machine tools from damage in high 

speed working conditions, one of the key solutions is to smooth the   

feedrate profile at the corner of two adjoining moves. In the paper, 

a vector based look-ahead algorithm is presented for feedrate    

smoothing    at    trajectory    corner    by    interpolating 

adjoining moves simultaneously. By analyzing and simulating, it 

is verified that this algorithm can realize good machining quality 

and  smooth  velocity  at  the  corner  of  the  tool  path  with  high 

speed. 

Keywords- Feedrate Smoothing, Vector Based Transition 

Curve, High Speed Machining 
 

I. INTRODUCTION 

CNC machining with high speed and high accuracy is the 

key solution to assure the machining quality and efficiency [1, 

2, and 3]. To protect the CNC feed drive system from great 

impact load in high speed machining condition and avoid 

quality problem of the work piece, the feedrate smoothness   of   

the   CNC   machine   tools   should   be guaranteed [4].  When 

the corner between two adjoining moves is rough, the variation 

of the velocity vectors will become larger and the great impact 

will be generated in high speed condition. In order to solve this 

problem, many CNC systems decelerate until the feedrate 

reaches zero at the end point of the corner and then continue to 

move with acceleration. 

However, the frequent deceleration and acceleration reduce 

the machining efficiency severely. In order to generate smooth 

feedrate profile of the trajectory, multi segment feedrate 

smoothing treatment instead of single segment feedrate profile 

generation is required.  

Figure 1 illustrates the single segment feedrate profile with 

acceleration, uniform velocity and deceleration stages. Figure 2 

illustrates the feedrate profile with multi segment feedrate 

smoothing treatment. The adaptive algorithm to control the 

velocity at the corner should be proposed to meet the demands 

of impact load restriction and machining efficiency 

requirement. Hu et al. [5] proposed a look-ahead algorithm to 

control the velocity at the corner, which calculates the angle of 

the corner in advance and adjusts the velocity correspondingly 

to restrict the shock of the machine tools caused by variation of 

the velocity vectors within the accepted ranges. The algorithm 

can avoid any stop at corners on the tool path so that good 

motion performance can be achieved and high working 

efficiency can be obtained. But its calculation is complicated 

and the requirements of the hardware are high. Williams [6] 

developed a vector blending method to remove instantaneous 

velocity changes during abrupt direction changes. Zhang et al. 

[7] developed a method to handle the problem by adding an 

extra segment of arc at the corner to avoid stopping at the 

intersection points. This method avoids the frequent 

deceleration and acceleration in some degree, improves the 

machining efficiency and reduces the shock. But the maximal 

feedrate is also limited by the radius of the arc and the contour 

error is larger at rough corner.  

In this paper, a vector based smoothing algorithm is 

presented for trapezoidal velocity profile, which can avoid 

over-cutting at corners effectively. The contour error can be 

restricted to a low level in high speed machining condition, 

while efficiency and surface quality of work piece can be 

guaranteed. In section 1, the vector based transition curve 

generation method is presented. In section 2, the maximum 

allowable feedrate and the maximum contours error of the 

transition curve are analyzed. Simulation results and 

conclusions are given in section 3 and 4 respectively. 

 
Fig. 1  Single Segment Feedrate Profile  

 
Fig. 2  Multi Segment Feedrate Profile with Feedrate Smoothing Treatment 
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II. GENERATION OF VECTOR BASED TRANSITION CURVE 

According to the theory of space vector, the vector based 

transition curve can be generated by interpolating adjoining 

moves simultaneously. As the result, the smooth feedrate on 

the track at corners can be realized. 

Assuming the directions of the adjoining moves 1S  and 2S  

are shown in figure3, the transition curve is begun to be 

generated when the feedrate of  1S  is equal or smaller than the 

maximum allowable velocity blendV   at the corner. In transition 

curve generating period, the interpolating feedrate of  1S  

decreases from initial velocity of  blendV   to zero, while the one 

of  2S   increases from zero to blendV . During every 

interpolating period, assuming the displacement of  1S  is  im
��

 

and the one of   2S   is ip
��

, the new displacement vector il
�

 can 

be generated by adding the two displacement vectors, i.e.  

� �

� �� �

i i i
l m p                                 (1) 

The transition curve generated according to the above 

method not only makes track and feedrate smooth, but also 

guarantees the contour error near corners within the acceptable 

level and assures high tracking accuracy. 

The transition curve between linear and circular trajectory is 

shown in figure 4 while the transition curve between two 

circular trajectories is shown in figure 5.  

According to the analysis above, the generated 

displacement vectors in the transition process at corners during 

every interpolating period T�  is  il
�

 .  So the velocity can be 

calculated as follow, 

i
l

v
i T
�
�

�

���

                                     (2) 

In the transition process at corners, interpolations of 

adjoining moves are proceed simultaneously so that the 

feedrate will not decrease to zero and the frequent deceleration 

and acceleration can be avoided. Suppose each segmental 

trajectory is continuous, then the generated transition curve is 

continuous and differentiable and the feedrate at corner is 

continuous and smooth. Assuming feedrate of every segmental 

trajectory follows trapezoidal velocity profile, the velocity 

curve at corners is illustrated in figure 6. 

III. TRANSITION CURVE MAXIMUM FEEDRATE  

DETERMINATION AND CONTOUR ERROR ANALYSIS 

The vector based transition curve algorithm takes the 

feedrate smoothing and contour error controlling in 

consideration. The maximum demand distance for feedrate 

deceleration can be calculated in advance depending on the 

contour error at the corner. Then the maximum allowable 

feedrate at the beginning of the transition curve can be 

obtained. In figure 7, assuming every movement is based on 

trapezoidal velocity profile, � is the angle of the adjoining 

moves vectors, 1v
��

 is the unit vector at end point of 1S  
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Fig. 3  Transition Curve Between two Linear Trajectories 
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Fig. 5  Transition Curve between Two Circular Trajectories 
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Fig. 6  Feedrate Profile of Transition Curve 
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Fig. 4  Transition Curve between Linear and Circular Trajectory 
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and
2v
���

is the unit vector at start point of 2S . Therefore,  

� �
1 2

��� ���

v v��                                   (3) 

Then we can get, 

� �2�� 	 �                              (4) 

Between liner and circular trajectory or between two circular 

trajectories, the unit vector at starting or ending point of the arc 

is the tangent vector of that point. 

When feedrate at corners is remained constant and �  is 

large, the contour error is large and the shock of the machine 

tools is great. It will affect the quality of work piece and may 

do harm to the machine system. If large feedrate variation 

exists, the tracking and contour accuracy cannot be guaranteed 

within the high level according to the effect of inertia force and 

the working efficiency of the machine tools cannot be high. To 

avoid above problems, a new algorithm will be discussed in the 

following text. 

It is assumed that the feedrate of 1S  decreases to zero after 

passing through the moving distance of d , which is the length 

of the line or the arc, and it is also assumed that a  is the 

acceleration of the trapezoidal velocity profile. The shortest 

distance from the intersection point of the corner to the 

transition curve is
 . Then d  can be calculated as follows, 

�
2

cos
d




�
.                                 (5)  

According to the assumption above, the velocity at A  can 

be calculated as follows,  

�V at .                                    (6) 

Therefore, 

�
V

t
a

.                                                 (7) 

Then, we can have 

�
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V
d a

a
                                 (8) 

Therefore blendV , which is the beginning velocity of the 

transition curve at corner, can be calculated by (5), (6), (7) and 

(8). 
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From the above formula, it is clear that 
  is the direct ratio 

to blendV  and blendV  can be restricted within limits to realize the 

needed contours error
 . 

IV. SIMULATION 

To verify the algorithm above, simulation is presented in this 

section. It is assumed that the programmed velocity, the 

maximum contours error, the maximum acceleration and the 

interpolation sample time are 400 /V mm min� , 0.5mm
 � , 
2

max 100 /a mm s�  and 2T ms� �  respectively. The data of 

tool path to be followed in XY plane are listed in Table 1.  

Following the linear trajectories in table 1 with stop at 

every corner, the track represented as thick line is illustrated in 

figure 8 and the corresponding velocity profile is illustrated in 

figure 9. Moving along the same trajectories using the 

smoothing algorithm discussed above, the track represented as 

thin line is illustrated in figure 8 and the corresponding 

velocity profile is illustrated in figure 10.  

TABLE I  
The Straight Lines to be followed (in Absolute Coordinate) 

X(mm) 0 1 2 3.5 5.5 8 11 14.5 18.5 23 28 

Y(mm) 0 5 0 5 0 5 0 5 0 5 0 

By analyzing the velocity profiles we can have following 

conclusions.  

1) The productivity by using the vector based smoothing 

algorithm is increased about 11% comparing to the one 

without using the algorithm. 

2) The angle of the corner is smaller, the response of the 

velocity at corner is better and the productivity is higher. 

3) The transition curve generated according to the method 

presented above is closed to the actual contour at the corner 

and the contour error is small. 

4) The shock of the machine tool at corners is reduced 

because of the smoothness of the track and the velocity. 

This improves the machining quality and protects the feed 

system of machine tools from damage. 
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Fig. 7  Contour Error at the Corner 
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V. CONCLUSION 

Making feedrate smooth along the trajectory at the corner of 

two adjoining moves is the key technique to protect the 

machine tool from damage and assures the machining quality 

and efficiency in high speed machining condition. The vector 

based smoothing algorithm presented in this paper can achieve 

good performance at corners, whose advantages are easy to 

realize, smooth of the transition curve, easy to control the 

contours error at corners small shock of the machine tools 

and good velocity response. The algorithm can fit the high 

speed machining well and it has been applied to the newest 

embedded CNC system in practice. 
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Abstract -The latest methodology for ABET accreditation 
of engineering and technology programs requires the 
assessment of, among other things, teamwork skills. 
However, determining and assessing the skills of the team 
members is problematic. To be effective, engineers and 
technologists must work in teams to reduce the knowledge 
load, to share the work so that it may be completed in a 
timely fashion and to provide a means for error checking. 
Each of these reasons requires a particular skill set. It is 
natural to assess for an ABET review the extent to which 
these skill sets are being taught in a curricula. But what 
skill sets should be assessed. In this paper critical skills that 
differentiate working in teams from working in groups are 
identified. These skill sets can then be used as a template in 
constructing an assessment methodology for “teamwork”. 
 
Keywords: Accreditation, Team Work 

 
I. INTRODUCTION 

 
Engineering and engineering technology programs are 
required as part of their ABET assessment to 
demonstrate that their students have developed the 
requisite skills to function in a team environment. 
Although each program individually can set their 
standard and methods for making this determination 
there still should be a common model used. 
Unfortunately this model fails to distinguish between 
groups and teams, and any assessment made will miss 
the mark. In some sense the best approach to use in 
setting the standard is to determine why engineers and 
technologists need to work in teams. From this a skill set 
can then be enumerated. The skill set will then define 
topics, techniques and other artifacts that students 
should master and, as such, should be taught in classes 
they take. The mastery of these topics, techniques and 
other artifacts by the students then provides the basis for 
critical assessment of “teamwork skills”. 
 
Although seemingly straightforward an important 
consideration when following this top down approach to 
setting the assessment standard for teamwork is deciding 
whether the skill can in fact be taught in a traditional 
lecture/lab format used in most technical classes. If it 
can not, then the efficacy of the assessment method must 
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be questioned. Technical educators tend to view the 
educational environment with blinders on assuming that, 
like equations or software, teamwork can be mastered 
via example and analysis. Unfortunately this tends not to 
be the case. The structure of teams and the aspects that 
make them successful, defined below, are not normally 
or easily reproduced in the classroom context in which 
teamwork is being taught.[1] 

 

II. THE NEED FOR TEAMWORK 
 
Engineering, unlike many professions, almost by 
definition must be conducted in teams. Engineers and 
technologists provide solutions at various levels of a 
system chain. Individual devices get embedded in 
systems that get embedded in large systems and so on. 
The solution developed generally has a time constraint 
that provides a temporal boundary on its applicability. 
The engineer has a narrow window in which a solution 
is viable and feasible either because the problem passes 
or it changes its nature. These two characteristics, large 
system solutions and timeliness of their delivery make 
working in teams an imperative for engineers for three 
reasons: breadth of expertise required, breadth of 
workload needed and error checking. 
 
Engineering solutions generally are embedded in larger 
systems. These larger systems require the knowledge 
and expertise of a number of disciplines and fields. For 
example the design and construction of a modern 
passenger aircraft has applications for almost every 
recognized field of engineering. No person could ever 
be expected to have the cognitive capability or 
experience to have adequate knowledge in all of these 
different areas. The only effective way to manage the 
knowledge requirements is to distribute it over a number 
of individuals organized as teams. 
 
Just as teams reduce the intellectual load for individuals, 
using this organization also reduces the absolute 
workload for engineers. As stated previously 
engineering is a time-critical enterprise. The technical 
solution developed has a narrow “window of 
opportunity” in which it is effective and applicable. 
Even if a single individual had the education, 
background and experience to produce an adequate 
solution to a problem, they may take too long to 
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complete it for it to be effective within the “window of 
opportunity” presented by the problem. Working in 
teams speeds the process by taking advantage of 
synergies among team members and between teams and 
by conducting activities in parallel wherever possible. 
 
Another important but often overlooked reason for 
working in teams is peer review and error checking. 
Engineered systems have the potential for disaster if 
they are inadequate putting in jeopardy potentially many 
lives. Working in teams provides a natural (and non-
threatening) means of error checking and peer review. 
Individual solutions will be presented to the team or 
other teams for critical evaluation as part of a normal 
process of design review. This process, inherent in 
teamwork in engineering, will provide critical feedback 
about the solution and the process used to achieve it. By 
working in a multi-disciplinary environment, this 
feedback comes from not only areas of the engineer’s 
technical expertise but also from a broader technical 
viewpoint provided by other teams. In most cases this 
then eliminates potential flaws in the design.                                        
 

III. TEAMS VS. GROUPS 
 
Students often participate in projects or work together in 
groups on a task or design in a technical class. But 
working in groups is not the same as working as a team. 
Teams and groups both bring together multiple 
individuals to accomplish a task, but have little else in 
common. Teams develop the bonds and framework 
within which the members participate well beyond the 
expectations of a group. Since many academic 
assessments involve examining the mastery of skills of 
individuals working in groups rather than teams, it is 
worthwhile to examine the differences in detail. 
 
A group is a number of individuals put together 
(voluntarily or involuntarily) to accomplish a goal.[2] 
Goals for a group will be discussed in general terms, but 
generally lack depth and clarity. Groups tend to be a 
short expediency for accomplishing a task so members 
can and will lack a history and experience of working 
together. Lacking with groups is both the expectation 
and realization of synergy among the group members in 
accomplishing a task that comes with a common history 
and experience. [3] With groups the sum tends to better 
no better than the parts. The reward structure for groups 
tends to remain individualistic. Rewards and penalties 
are given for individual contributions to the group effort. 
Individuals within the group feel success if their 
contribution was successful even if the overall group 
accomplishment was not. Finally, individuals in a group 
tend to fail to collaborate and coordinate their activities. 
Individuals could shuffle in and out of a group without 
necessarily degrading its performance.[2] 

 
Teams, on the other hand, develop beyond the individual 
capabilities and contributions of its members. The sum 
is really greater than the whole for a team. Shuffling 
individuals in and out of a team would seriously degrade 
its performance. Much of this lies in the key differences 
between teams and groups. Teams have clear, concise 
goals that drive all aspects of their activities.[5] These 
goals can have two dimensions. One is the external 
requirement set by the task to be accomplished. The 
second dimension is an “internal” set of goals associated 
with the shared psyche of the team members; the idea of 
“taking one for the good of the team”. Unlike groups 
self-sacrifice for the good of the team is normally an 
expected behavior. 
 
Key to effective teamwork is the synergy that comes 
from the members in the team. Through the history of 
working together team members develop an instinct 
about the capabilities and expectations of other team 
members. They will undertake tasks with the 
expectation that other team members will support their 
efforts without being asked or instructed. One team 
member will mask or make up the deficiencies of 
another. Individuals clearly understand what they are to 
do and, as important, clearly understand what other team 
members will do. Members work together producing a 
“team effort”, i.e. a synergy of efforts and 
accomplishments not present if they worked 
individually.   
 
The reward structure for a team is significantly different 
from that of a group.[6] The external environment in 
which the team is embedded, more often than not a 
larger team, holds the team accountable for its actions 
and accomplishments, not individual members. The 
“team” is rewarded when successful and the “team” is 
punished when its fails. Not only is the team externally 
held accountable, but internally a culture will develop 
that provides for mutual accountability. Individual team 
members will have the expectation that other members 
will work for the “good of the team” and that they hold 
each other mutually accountable for accomplishing this.  
 
Roles and responsibilities, whether formally or 
informally, are clearly defined in a team. This 
contributes to the synergy that makes a team stronger 
than its individual elements. Individual roles are 
generally defined in a team in such a way that 
capitalizes on the individual’s strengths while 
minimizing their weaknesses. Individuals in a team will 
work on those aspects of a task where they conceivably 
can make the greatest contribution to the team effort, 
because of their training, expertise or experience. This 
produces an overall maximization in the team effort 
because each aspect of accomplishing the goal is being 
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handled by the individual that has the greatest chance to 
succeed at it.  
 
Since groups are likely to be transitory in nature, they 
are organized informally with few rules. Any boundary 
conditions they operate with will develop as an 
expediency to complete the assigned task. Teams, unlike 
groups, have an anticipation of lengthy collaboration so 
rules and regulations are more systematically developed, 
formalized and communicated. [7] This helps reinforce 
the individual and inter-individual understandings of the 
role they each play in the functioning of the team, 
further optimizing its overall performance.[4] 
 
Finally, although members in a group will out of 
necessity interact, each will tend to see and focus on 
only their contribution. Teams, not only interact, they 
also collaborate and coordinate. Members of a team 
understand how their actions within the team 
environment affect and are affected by the actions of the 
other members. Unlike groups, teams will discuss not 
only the division of the task into manageable parts, they 
will also discuss the organization of the team itself. 
Groups tend to focus only on the task. Teams will focus 
as much on their organization as on accomplishing the 
task. [7] 
 

IV. TEAMS 
 
The key to understanding how these differences between 
teams and groups come about is recognizing the 
transitory nature of groups and the anticipatory 
collaboration of teams. Groups are put together, many 
times on an adhoc basis, to accomplish a task. The 
membership might be chosen to cover certain skills and 
capabilities recognized as necessary for meeting the 
goals set out for it. There is no expectation that its 
members have worked together before and there is no 
anticipation that the group will survive as an entity after 
the task has been accomplished.  
 
Teams, individually and collectively, anticipate 
surviving beyond a short-term goal or task. Individuals 
are admitted to a team as much on whether other 
members think they will contribute as on the skills that 
they bring. [4]This is because there is an anticipation 
that teams will be long lived so there will be a lengthy 
period when their individual members must interact. The 
effectiveness of the team is as much about how its 
members understand roles, the individual members 
accepting the responsibilities and accountabilities of 
their individual roles, and their interacting collectively 
with a commitment to achieve with the skills the team 
has.  
 

Because teams are long-lived they will share a history of 
interaction in which they learn to collaborate. During 
this history each team member will learn their 
limitations within the framework of the team, the 
limitations of other members, and how their different 
limitations can be compensated for. This mutual 
understanding contributes to the effectiveness of the 
team being greater than the capabilities of each member 
individually. In fact, this group learning may be 
explicitly made part of the team building process 
through practice. For example, sports teams generally 
have long periods between tasks, i.e. wining over their 
competition, during which they practice together to 
refine their roles in the overall functioning of it, i.e. the 
game plan. Without this shared history, which can only 
be developed with time, many of the attributes listed 
above would be impossible.   
 

V. TEACHING TEAMS 
 
The attributes outlined above can certainly be presented 
in a traditional lecture/lab classroom setting. But the 
development of teams in a classroom is more 
problematic. Two constraints could preclude creating a 
practical experience for students in teamwork in the 
same way that technical educators can give students 
“hands on” experience in electrical circuits or fluid 
power. First, many of these attributes require historical 
experience by team members of working together, if not 
practice in accomplishing the goal. Second, the reward 
structure required for evaluation in the classroom is 
significantly different from the reward structure for team 
evaluation. University students receive a grade for their 
class, so contributions must be judged and evaluated 
individually. Teams, though, will be rewarded for the 
collective effort. 
 
The semester structure used in most university settings 
requires materials be presented, absorbed and evaluated 
2-3 times weekly for 14-16 weeks. The exact student 
makeup of each class will vary from semester to 
semester. Also, students will take multiple classes, each 
potentially having different members. Thus, students 
will be constantly shifting their attention and resources 
throughout the week to different topics and interact with 
different individuals. True team development requires 
significant interaction, even practice. The same 
individuals must work together on the same task, 
otherwise learning each others individual limitations 
becomes impossible. The fact that students must take 
multiple classes in a limited time frame makes this 
problematic. 
 
Students taking university classes must receive a grade 
for their effort. This judgment is based on their 
individual contribution or individual mastery of the 
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materials in the course. Teams are judged by their 
collective effort. The team is evaluated, not its 
individual members. Success or failure is judged at the 
team level. This in some sense produces a dichotomy 
that clouds the teaching of teams. Teamwork must be 
assessed at a collective level, but students must be 
graded at an individual level. 
 

VI. TEMPLATE FOR TEAMWORK ASSESSMENT 
 
Ideally those skills necessary to work in the demanding 
team environments of today’s global economy would be 
taught in the classroom. These skills could then be 
seamlessly evaluated for an ABET review. But the 
inherent limitations of teaching these skills in a 
traditional classroom environment provide obstacles to 
an effective accreditation assessments. Any effective 
evaluation technique must recognize these boundary 
conditions and work within them. With these boundary 
conditions in mind a template is presented of the 
characteristics a teamwork evaluation should have. 
 

Tab. 1. Summary of Teamwork Characteristics 
 
Reasons for 
Working in 
Teams 

Teamwork 
Characteristic 

Classroom 
Limitation 

System of system Synergy among 
members 

Semester-
limited group 
history

Reduce 
intellectual 
workload-
interdisciplinary 
teams 

Group rewards Individual 
grading 

Reduce absolute 
workload 

Formal 
organization and 
role definition 

 

Peer review-error 
checking 

History of activity 
together 

 

 
These reasons/characteristics/limitations provide an 
extensive framework for developing a system of team 
for evaluating teamwork for accreditation. But it is 
probably impossible to identify a methodology that 
would adequately incorporate all of them. Instead 
methods the authors argue that any methodology used 
should try to couple characteristics from each of the first 
two columns with a constraint given in the second 
column. As long as the how the constraints affect the 
characteristics being measured are identified and are 
part of the evaluation, then it should be adequate. For 
example, having students from several departments 
participate in a multi-discipline design could be an 
effective means of evaluating teamwork. In such a 
situation, the design would be interdisciplinary, subject 

to peer review, provide synergy among members and, 
depending on how it was graded, some level of group 
rewards.  
 

VII. CONCLUSIONS 
 
Given that teams and teamwork is a requirement in 
today’s multi-national, global business environment and 
classroom teamwork training must provide the 
principles and practices that provide a solid foundation 
for the student’s future growth and training in this area. 
Groups which evolve out of the engineering classroom 
do not have the opportunity to work on teamwork 
principles and practices because of the requirements of 
the course. They are not exposed to other students from 
different disciplines in a true team setting and have 
limited time to understand the implications of teamwork. 
So, the selection of class projects should emphasize that 
a team (a collection of individuals who are 
interdependent in their tasks, who share responsibility 
for outcomes, who see themselves and who are seen by 
others as an intact social entity) have to be measured 
collectively and individually. Introducing team skills 
early in the curriculum and that true laboratory teams be 
employed to simulate the team environment. The teams 
should be assessed on their success as a team as well as 
for course specific content and that the teaming 
assessment be included as part of the individual’s grade. 
 
As such, the authors also suggest building a 
project/curriculum template that measures the growth of 
an interdisciplinary team approach. This requires 
various disciplines setting up one or more 
interdisciplinary courses that succeed in achieving a true 
team environment. The selection of each course project 
emphases a team (a collection of individuals who are 
interdependent in their tasks, who share responsibility 
for outcomes, who see themselves and who are seen by 
others as an intact social entity) that has grown to 
understand team assessment mechanisms. The 
characteristics for such course curriculum team 
considerations include several areas: [1] 
 
 
The introduction and continual evolution into team 
understanding and evaluation throughout the student’s 
development provides a better foundation and method 
for evaluating teamwork in an ABET review.  Using a 
capstone teaming course that brings many of the key 
concepts together brings with it a true understanding of 
teaming and team performance measurement. This 
approach provides a better foundation and method for 
evaluating teamwork in an ABET review.  
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Abstract—Electroporation EP, in which external electric field
pulses create transient pores in a cell membrane, is an important
technique for delivery of DNA and drugs into the cell. To enable
entry of DNA into cells, the pores should have sufficiently large
radii, remain open long enough for the DNA chain to enter
the cell, and should not cause membrane rupture. A numerical
model for a single spherical cell electroporated by application of
direct and/or alternating external electric field pulses has been
developed. The model is used to calculate the transmembrane
potential, the number of pores and the the fraction of area
occupied by the pores (fractional pore area FPA) in response
to the various electric field pulses. Presented here are simulation
results used to compare the extent of electroporation (fractional
pore area FPA) in response to eletric field pulses of different
frequencies in a range of extracellular conductivity for two cell
raii. It is also observed that a 1 MHz bipolar sinusoidal applied
electric field pulse reduces the relative difference in fractional
pore area between the two cell sizes compared to a 100 kHz
pulse.

Index Terms—electroporation, AC pulses, pore density, numer-
ical model, fractional pore area

I. INTRODUCTION

Electroporation (EP - often also referred to as electroper-

meabilization) is now a common tool in biotechnology and is

used in a number of medical treatments [1]–[3]. Until recently,

the development of theoretical models of electroporation has

lagged behind the experimental research. In order to optimize

the efficiency of electroporation, it is important to consider as

many biological and physical aspects as possible and it is a

necessity that a variety of electric field pulse parameters be

tried. Thus, a comprehensive model which can predict elec-

tropermeabilization as a result of any form of applied electric

field pulse and other important electroporation parameters is

necessary.

Previous reported studies [4], [5] model electroporation to

calculate transmembrane potential Vm and the pore density

(N ). These models consider the non-linear behaviour of elec-

troporation, which is due to the dynamics of membrane pore

formation and its effect on the transmembrane potential in

turn. However, these models assume a single non-varying pore

radius around the cell membrane. Other models include spatial

and temporal aspects of pore radius evolution [6], [7]. The

electric fields used in these models were limited to unipolar

DC pulses. The study presented here develops a model of a

single spherical cell electroporation that simulates spatial and

temporal aspects of pore radius as an effect of any given form

of applied electric field (including unipolar or bipolar), and

other important electroporation system parameters.

We consider two cell radii (15 µm and 7.5 µm) and

calculate fractional pore area (FPA) to compare the extent

of elctropermabilization at varying extracellular conductivities

and the effect of higher frequency sinusoidal AC pulses.

II. MODEL OF A SINGLE CELL

Consider a spherical cell of radius a with intracellular

conductivity σin. The cell is immersed in a medium with

conductivity σex. This system is exposed to a time-varying

electric field E(t). Azimuthal symmetry about the axis of

applied electric field is assumed.

A. Transmembrane potential

It is assumed that the intracellular and extracellular regions

are charge free. The homogeneous external electric field of

strength E(t) is used as a boundary condition, the potential

being fixed at

Φ(3a, θ) = −3aE(t) cos θ, (1)

on a sphere of radius 3a surrounding the cell, where θ is the

polar angle. Since there are no sources inside the region, the

potential obeys Laplace’s equation

∇2Φ = 0, (2)

except at the cell membrane at a radial distance of (r = a)

where the potential is discontinuous because of the abrupt

change in conductivity and the approximated infinitely thin

membrane. Thus internal and external potentials can be defined

as,

Φ(r, θ) =

{

Φin(r, θ) r < a,
Φex(r, θ) a < r < 3a.

(3)
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The current across the membrane is used to relate the internal

and external potentials [4], that is,

−r̂ · (σin∇Φin(a, θ)) = −r̂ · (σex∇Φex(a, θ)) = Cm
∂Vm
∂t

+Jm
(4)

where

Vm(θ) = Φin(a, θ) − Φex(a, θ). (5)

Here r̂ is the unit outward radial vector, Cm is the specific

membrane capacitance, Vm is the transmembrane potential and

Jm is the current density at the cell membrane due to existing

pores. The current density is made up of three terms as given

in Equation 6

Jm = Jion + Jsml + Jlge, (6)

where Jion = gm(Vm − Vrest) is the ionic current density

[4] (gm is the specific membrane conductance, and Vrest is

the membrane rest potential). The remaining two terms are

explained in the following paragraphs.

Jsml is the current density through small pores and is given

by

Jsml = Nisml(r), (7)

where N is the pore density of the initial small pores formed

and isml(r) is the diffusion current through a single pore of

radius r (true for small pores only). A previously derived

expression for isml [4], based upon the Nernst-Planck equation

models, is used for pore radius below 1 nm, and is,

isml =
πr2σpsνmRT

Fh
· (eνm − 1)

(G−eνm −G+)
(8)

with

G± =
w0e

w0±nνm ± nνm
w0 ± nνm

. (9)

Here σps is the conductivity of the aqueous solution that fills

the pore (approximated by
√
σin σex), F is Faraday’s constant,

R is the universal gas constant, T is the absolute temperature,

h is the thickness of the membrane, w0 is the energy barrier

inside the pore, n is the relative entrance length of the pore and

vm is the nondimensional transmembrane potential [4] given

by

vm = Vm

(

F

RT

)

. (10)

This equation for pore current isml (equation 8) accounts for

the electrical interactions between the ions and the pore wall

[4]. Now, assume Q larger pores exist, and ilge is the current

through the electropores of radius larger than 1 nm. Then, Jlge

is the total current density through Q larger pores; rq being

the radius of the qth pore. Hence,

Jlge =
1

A

Q
∑

q=1

ilge(rq) (11)

where A is the corresponding cell surface area. For these

larger pores, the current–voltage relationship assumes that the

transmembrane potential Vm occurs across the sum of pore

resistance Rp and the series input resistance Rin [6], [8], as

follows:

ilge(r) =
Vm

Rp +Rin

, (12)

where

Rp =
h

πσpsr2q
, (13)

and

Rin =
1

2σpsrq
. (14)

B. Formation of pores:

Initially pores are assumed to be formed with the minimum-

energy radius rm = 0.76 nm, at a rate given by [4]

dN

dt
= ψe(Vm/Vep)

2

(

1 − N

Neq(Vm)

)

, (15)

where N is the pore density of the initial small pores formed,

ψ is the creation rate coefficient and Neq is the equilibrium

pore density for a voltage Vm given by

Neq(Vm) = N0e
b(Vm/Vep)

2

. (16)

Here, N0 is the initial pore density with no applied electric

field, Vep is the characteristic voltage of electroporation and b
is the pore creation constant equal to (rm/r∗)2, where r∗ is the

minimum radius of hydrophilic pores and rm the minimum-

energy radius [9]. All parameter values are as given in Table

1.

C. Evolution of pore radii:

The pores that are initially created with minimum-energy

radius rm change in size. Evolution of the radius of a pore

is governed by the following equations 17 - 21 [6]. The lipid

bilayer energy wm depends on a number of parameters and is

given by

wm =

Q
X

q=1

»

wst

„

r∗

rq

«

4

+ 2πwedrq − πξeff(Ap)r
2

q +

Z

rq

0

F (rq, Vm)dr

–

.

(17)

The terms in this equation are explained in the following

paragraphs.

In the first term, wst is the steric repulsion energy [9]. The

lipid head groups which line the pore interior, tend to repel

each other due to steric and/or electrostatic interactions [10]–

[12] and are taken into account by this term in equation 17.

The appearance of a circular pore in a membrane is balanced

by the presence of two energy terms: reduction in energy

barrier proportional to removal of pore area πrq
2 (third term in

equation 17) and increase in energy barrier by a linear edge

component proportional to pore edge of length 2πrq [13]–

[15] (second term in equation 17). Here, wed is the pore edge

energy, and ξeff the effective tension of the membrane is given

by

ξeff (Ap) = 2ξ′ − 2ξ′ − ξ0
(

1 − Ap

A

)2 (18)
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where ξ′ is the energy per area of the hydrocarbon-water

interface [9], [11], ξ0 is the tension of a membrane without

pores and A is the total area of the lipid bilayer. A varying

value of the total area Ap occupied by the pores at any given

time is given by

Ap =

Q
∑

q=1

πr2q (19)

and contributes to a dynamic effect of pore formation both

temporally and spatially.

The last term in Equation 17 is the contribution of the

membrane potential to the bilayer energy [9]. Assuming the

inner surface of a pore as toroidal [9], [16], the electric force

F acting on the pore is given by

F (r, Vm) =
Fmax

(

1 + rh

r+rt

)V 2
m. (20)

This equation is a heuristic approximation [9] of the numerical

solution which the authors have computed for the electrical

force acting on a pore derived from first principles; Here, rh
and rt are constants taken from reference [9]. This equation is

thought to be appropriate for larger pores as it predicts that F
approaches a constant value Fmax as the pore radius increases,

rather than increase linearly [15], or decrease to zero [17]–

[19] as radius increases. All parameter values are as given in

Table 1.

The rate of change of pore radii is given by [6]

drq
dt

= − D

kT

∂wm
∂rq

, q = 1, 2, ..., Q (21)

where D is the diffusion coefficient of the pore radius, k is

Boltzman’s constant and T is the absolute temperature.

III. NUMERICAL IMPLEMENTATION

The model described above is implemented in MATLAB.

The following description of model geometry is illustrated in

Figure 1. Azimuthal symmetry about the axis of the applied

electric field is assumed. the membrane is divided into a

number of individually modelled slices (25 including the two

poles). Each section of cell membrane is assigned a pore

density N , of ‘small pores’, idealised as having equal radius

rm. Each section also has a transmembrane voltage (Vm)

calculated. All results are simulated for a radial discretization

step of 3a/51.

Depending on the parameter values, a high number of pores

may be formed. The total simulation time depends on the

number of large pores created by the applied electric pulse.

Strong pulses may create more pores, thus requiring long

simulation times. To speed up computation in the event of

such large numbers of pores forming, pores may be ‘created

in groups’. A single radius variable describes the radius of each

pore in a group, thus reducing the number of radius variables

required.
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electric field

Fig. 1. Spherical cell model geometry showing the angle and radius
discretization used in the numerical model

IV. SIMULATION AND RESULTS

Owing to the variable nature of biological growth dynamics,

all electroporation applications treat cells that have some range

of cell size. Although this range may only be in the order of a

few percent, some applications may have ranges exceeding

200 percent [20]. As such, whatever the application, there

may be a substantial benefit of being able to normalize the

degree of electropermeabilization (considered equivalent to

fractional pore area (FPA)) with respect to cell radius/size.

Earlier passive and dynamic modelling of bipolar electric field

induced transmembrane potential (Vm), has indicated that as

the frequency of a constant amplitude applied electric field is

increased, transmembrane potential (Vm) reduces and becomes

less dependent on cell radius [5], [21]. In order to achieve a

transmembrane potential (Vm) high enough for electropora-

tion, the electric field amplitude must be increased at higher

frequencies. To determine whether this effect translates to

dynamic electroporation modelling that includes pore radii

variability, two higher frequency electric field pulses of 100

kHz and 1 MHz were used for electroporation simulation.

Two substantially (yet realistically) different cell radii of 15

µm, and 7.5 µm were considered. Simulations are carried out

for evolution of transmembrane potential and pore radius for

two applied bipolar electric field pulses at two significantly

different frequencies to single spherical cell of two different

radii. Pore radii and number of pores formed around a cell

eventually decide the amount of drug intake in an electropo-

rated cell. Both of these also vary with time. Thus, to compare

the extent of electroporation, fractional pore area (FPA) is used

here and results presented.

Figures 2 and 3 show fractional pore area (FPA) for 7.5

µm and 15 µm radius cells exposed to a two-cycle sine wave
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Fig. 2. Fractional pore area versus extracellular conductivity for 7.5 µm, and
15 µm cell radius exposed to a two-cycle sinusoidal bipolar applied electric
field pulse of 130 kV/m peak magnitude at 100 kHz

electric field pulse of 100 kHz and 1 MHz respectively. The

peak amplitude of the electric field, Ep was set to provide an

average terminal fractional pore area (FPA) (for the two cell

radii) of approximately 0.015% (presented in [22] as being a

good level of permeabilization) at an extracellular conductivity

(σex) of 0.2 S/m. It is seen from Figures 2 and 3 that the

relative difference in fractional pore area (FPA) ) between the

two cell sizes at extracellular conductivity (σex) of 0.2 S/m is

1.1 for 100 kHz and 0.6 for 1 MHz. It is also observed that a

1 MHz bipolar sinusoidal applied electric field pulse reduces

the relative difference in fractional pore area between the two

cell sizes compared to a 100 kHz pulse.

V. DISCUSSION

It is evident from Figures 2 and 3 that, considering 0.015 %
fractional pore area (FPA) as the desired fractional pore area,

two-cycles of 1 MHz sinusoidal bipolar electric field reduces

the relative difference in fractional pore area (FPA) between

the two cell sizes compared to two-cycles of a 100 kHz

bipolar electric field. However, a significantly higher amplitude

is required to create the same level of average fractional

pore area (FPA). Lower values of extracellular conductivity

(σex) are warranted for better normalization of the degree

of electroporation (FPA), as higher values of extracellular

conductivity (σex) increase the relative difference in fractional

pore area (FPA) for cells of different radii/size.

VI. CONCLUSION

The fractional pore area tend to be more normalized when a

1 MHz bipolar sinusoidal field pulse is used as compared to a
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Fig. 3. Fractional pore area versus extracellular conductivity for 7.5 µm, and
15 µm cell radius exposed to a two-cycle sinusoidal bipolar applied electric
field pulse of 350 kV/m peak magnitude at 1 MHz

a 15.0 (µm) cell radius

Cm 10−2 (Fm−2) specific membrane capacitance [7]

h 5.0 (nm) membrane thickness [4], [23], [24]

gm 1.9 (Sm−2) specific membrane conductance [4]

Vrest –80 (mV) membrane rest potential [4]

σin 0.3 (S m−1) intracellular conductivity [23]

σex 1.2 (Sm−1) extracellular conductivity [24]

r∗ 0.51 (nm) minimum radius of hydrophilic pores [6]

rm 0.8 (nm) minimum energy radius at Vm=0 [6]

T 295 (K) absolute room temperature [4]

n 0.15 relative entrance length of pores [4]

b 2.46 pore creation constant [4]

Vep 258 (mV) characteristic voltage of electroporation [4]

N0 1.5 × 109 (m−2 ) initial pore density [4]

w0 2.65 energy barrier within pore [4]

ψ 1 × 109 (m−2 s−1) creation rate coefficient [4]

wst 1.4 × 10−19 (J) steric repulsion energy [6]

wed 1.8 × 10−11 (J m−1) edge energy [6]

ξ0 1 × 10−6 (J m−2) tension of the bilayer without pores [7]

ξ′ 2 × 10−2 (J m−2) tension of hydrocarbon-water interface [4]

Fmax 0.70 × 10−9 (N V−2) max electric force for Vm = 1 V [4]

rh 0.97 × 10−9 (m) constant [6]

rt 0.31 × 10−9 (m) constant [6]

D 5 × 10−14 (m2 s−1) diffusion coefficient for pore radius [7]

TABLE I
GEOMETRIC, ELECTRIC AND ELECTROPORATION PARAMETERS USED IN

SIMULATION.

100 kHz bipolar sinusoidal electric field for the same number

of cycles if the external medium conductivity is not too high.
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Abstract— As described in this paper, we propose a Web-based 
system to support group idea generation. Our prior study created 
a method of group idea generation to develop each group 
member’s idea through positive group communication. We 
introduce positive idea evaluation into the method to support its 
function. The system provides functions of a computerized paper 
and group communication that consists of idea evaluation and 
online chat. Using the computerized paper function, all members 
can input their ideas simultaneously: they can see the same paper. 
Furthermore, using the function of group communication, a 
member who evaluates an idea (i.e. evaluator) competes with 
others in finding good points of the evaluated member idea. 
Moreover, during a chat session, the evaluators then tell the 
evaluated member ways to improve it. While all members of a 
group concentrate on the screen, they can do group work for 
group idea generation. Results show that the proposed system is 
effective to support group idea generation: the group members 
were able to generate many ideas. 

Index Terms— Creative problem solving, Group idea 
generation, Idea evaluation, Online chat, Web-based system 

I. INTRODUCTION 

Recently, with respect to university education, students’ 
acquisition of the ability to apply their expertise to problem 
solving and the ability to produce designs satisfying social 
requirements is assigned great importance. Both involve 
creativity, as shown for accrediting Japanese Engineering 
Education programs using the Japan Accreditation Board for 
Engineering Education (JABEE) criteria [1]. Internationally, 
the Information Systems 2002 model curriculum (IS2002) 
includes the topic of creativity in several of its Body of 
Knowledge elements [2]. Furthermore, suggestions have been 
made as to how creativity might fit into an Information 
Technology (IT) curriculum [3]. 

As a practical method of such education, we created a 
method of group idea generation in our prior study to develop 
each group member’s idea, having positive group 
communication [4]. In this study, we realize a web-based 
system to support its work. The proposed system enables them 
to generate ideas more effectively than using a sheet of paper. 
We introduce positive idea evaluation into the method. 
Furthermore, the system provides functions of idea evaluation 
and online chat, in addition to computerization of a sheet of 
paper [5]. 

The process of creative thinking includes both divergent 

thinking, which is the ability to generate multiple solutions, 
and convergent thinking, which is the ability to find a single 
solution [9],[10]. Methods of idea generation are classifiable 
into divergent methods, convergent methods, integrated 
methods, etc. Although many studies have investigated the use 
of computer support for group idea generation using these 
methods, most have specifically examined generation of 
excellent ideas as a group. For example, computer-aided 
brainstorming and brainwriting [6], [7] are application systems 
of divergent methods. However, our system specifically 
examines developing ideas of each group member. Our goal is 
that each member of a group learns how to generate a feasible 
idea, applying their expertise to problem solving through group 
interaction. 

Connolly et al. [13] studied the effects of anonymity and an 
evaluative tone on computer-mediated groups using a group 
decision support system to perform an idea-generation task. 
Based on the results of that experiment, identified groups 
working with supportive confederates were most satisfied and 
had the highest levels of perceived effectiveness, but produced 
the fewest original solutions and overall comments. When a 
subject proposed an idea and received an approving comment, 
he or she tended to interpret this as a signal that the idea was 
adequate and complete, and that no more work on that idea, or 
subsequent idea, was required. To deal with such issues, we 
discuss a method of promoting group communication based on 
positive idea evaluation, whereby each member can understand 
other participants’ ideas and find their good points; then they 
can tell the other members ways to make it better, or ways to 
improve bad or insufficient points, etc. 

II. GROUP STUDY USING A METHOD OF GROUP IDEA GENERATION 

A. Creative Problem Solving 

For our prior study, we created a method of group idea 
generation. The method is useful in group study. This chapter 
presents a description of group study, tasks, and methods. 

We chose tasks for each student such as defining 
specifications and developing software programs based on 
given conditions. Undergraduate students perform these tasks 
during comprehensive practice of Software Practice Class. The 
method is used in group study to generate ideas prior to the 
stage of defining specifications. A feasible idea is generated by 
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developing each member’s initial idea in a group and having 
positive communication. Each member’s initial idea is 
generated through the focus technique [10], [11]. After group 
study using the method, each member begins to define a 
specification based on the final idea; they develop software 
individually. An example of task is shown as the following. 
Create a character-based game that progresses by choosing an 
action from a list after every scene (e.g., role-playing game, 
character diagnosis). 
Given conditions: (1) Create a game scenario comprising 
several scenes. When a player chooses an action, the player’s 
state changes and the next scene is displayed. The game has 
multiple endings (e.g., good endings, bad endings); (2) 
Program a code using C language. Define a player state with 
C-structure and a scene with C-function. A scene function 
deals with input /output data, changes a structure variable of 
player’s state, and calls the next scene function. 

B. Flow of Group Idea Generation 

In the method used in our prior study, a group includes three 
members or more. All members of a group sit in proximity. A 
sheet of paper is used by the group. Each member develops 
other members’ idea in turn through positive group 
communication: a member writes a developed idea for other 
members using positive communication; the member then 
passes the paper on to the next member in a group. Furthermore, 
the next member repeats it. The sheet of paper is presented in 
Fig. 1; the flow of the method is presented in Fig. 2. These 
figures are rules that apply to a group of three members. For a 
four-member group, the paper has five columns (I–V) and four 
rows (A–D). Although a four-member group can generate 
more ideas than a three-member group, it takes more time to 
finish the work. 

Having positive communication for each idea, each member 
can understand other member’s ideas and make it easy to 
develop them. We do not define a flow of positive 
communication and leave it to group’s discretion. The result of 
the experiment in our prior study was that all students enjoyed 
the group study and generated final ideas. Then they defined 

specifications and were able to program using C language. 

III. WEB-BASED SYSTEM TO SUPPORT GROUP IDEA GENERATION 

A. Issue of Support for Group Idea Generation 

Because of computerization of the sheet of paper presented 
in Fig. 1 and allocation of one computer to every member, 
members of the group did not need to pass the paper on to the 
next member; they were able to concentrate their attention on it. 
In fact, as depicted in Fig. 3, it is possible to create a flow by 
which all members were enabled to input ideas simultaneously. 
However, as a result of experiments using only a computerized 
paper of the web, groups using the computerized paper 
exchanged fewer words than groups using the sheet of paper. 
They came to concentrate too much on the computerized paper. 
However, it is important to have positive communication so 
that each member can understand ideas of other members, 
identify their good points, and then tell the other members 

 

 

(1)Each member of a group writes an initial idea in
   the first row (I) of the column (A, B, C) of the sheet
   of paper in turn.

(4)Each member writes a final idea that refers to
   the upper ideas from row I to row III.

(3)Similarly each member writes an idea in the
   third row (III), giving positive communication,
   in turn.

   At this time, all members have positive
   communication without criticism of each idea.

(2)Each member writes an idea in the second row (II)
   to develop the idea that was written in the upper
   cell by the other member, in turn.

Writing an Idea Positive Communication

Next

ձ

ղճ

 

Fig. 2. Flow of the method in a prior study. 

(1)Each member of a group inputs an initial idea in
   the first row (I) of the column (A, B, C) of the sheet
   of paper simultaneously.

(5)Each member inputs a final idea that refers to
   the upper ideas from row I to row III.

(4)Similarly each member inputs an idea in the
   third row (III) simultaneously, giving positive
   communication in turn.

(3)All members start positive communication without
   criticism of each idea.

(2)Each member inputs an idea in the second row (II)
   simultaneously, to develop the idea that was
   inputted in the upper cell by the previous member.

Inputting Ideas Positive Communication

Next

 

Fig. 3. Flow of the method using the computerized paper of the web. 

 

 

 

Fig. 1. Sheet of paper for the method in a prior study. 
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ways to make it better, or ways to improve a bad or insufficient 
point, etc. 

As described in this paper, we propose an approach to 
promote group communications that are helpful in generating 
and developing ideas. Therefore, we create the flow of positive 
communication based on idea evaluation and provide functions 
to support their performance. 

B. Flow of Group Idea Generation using the Web 

In addition to the computerization of a sheet of paper, we 
introduce positive idea evaluation into the method: we give 
members time to evaluate their idea to find their good points. 
Thereby, they share positive communication to tell each other 
ways to make it better, or ways to improve a bad or insufficient 
point, etc. The flow of positive communication is depicted in 
Fig. 3. In a group, each member has a role. An evaluated 
member and two evaluators form a three-member group. The 
evaluated member is the one who generated the developed idea. 
One evaluator is the person who inputted the original idea in 
the upper cell previously. Furthermore, the other evaluator is 
the remaining member: he or she is also a person charged with 
expediting the process. First, evaluators evaluate the developed 
idea positively; then all members participate in positive 
communication. 

 Because the flow of positive communication applies to each 
member’s idea, they are repeated three times for three ideas 
that are written in step II or III of the sheet of paper shown in 
Fig. 1. In successful cases, members were able to generate 
many ideas like brainstorming sessions. Therefore, each 
member receives many ideas from other members in addition 
to the ideas inputted in the paper. These ideas would be helpful 
to them when they generate the developed ideas and the final 
idea. 

C. Function of the Web-based System 

The proposed system provides two functions: a function of a 
sheet of paper and a function of communication. Using the 
sheet of paper function, which provides computerized writing 
paper, all members can input their ideas simultaneously; they 

can see the same paper. For that reason, each member can input 
an idea while viewing the others’ input ideas. When all 
members finish inputting their ideas, they click the Next button 
to proceed to the next step of the flow, as depicted in Fig. 3. 
The function is implemented in Perl, using CGI on the web 
server. In the computerized paper, only the part that each 
member can input as text is described by the html form. 

The function of communication consists of idea evaluation 
and online chat. At the first step of the flow portrayed in Fig. 4, 
members that evaluate a developed idea (namely, evaluators) 
vote on how interesting it is. Points are scored by pushing an 
evaluation button. A member can push the button up to a 
maximum of 10 times per idea. All members can see the 
evaluators’ points so that evaluators will push their evaluation 
button positively. Then, at the second and third step of the flow 
portrayed in Fig. 4, Members of a group communicate using 
the online chat. Although they have no strict time limit to the 
group communication for each developed idea, the tentative 
time limit is five minutes. If necessary, the group might use 
more than five minutes. 

The function was implemented as a Java Servlet, which runs 
in a web server, and as a Java Applet, which runs in a web 
browser. The applet window will appear on the screen 
automatically when the members start positive communication. 
Similarly, when they return to the computerized paper of the 
web, the window will disappear from the screen. At that time, 
the chat logs (including the evaluation scores) will be displayed 
automatically in the computerized paper. 

The network of the proposed system is presented in Fig. 5 
and the structure of computerized paper is depicted in Fig. 6. 
Students use their ID and passwords to access the system. 

 

Fig. 6. Structure of Computerized Paper. 

Positive Communication
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Positive
Evaluation
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Reply
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(1)Evaluators evaluate the developed idea positively.
   They can ask questions if necessary.

(3)In reply to the evaluations, the member tells evaluators
   about an impression of the evaluations, etc.

(2)Evaluators tell the evaluated member about good points
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Students are assigned randomly and automatically to 
three-member groups or four-member groups. The 
administrator has only to set up the ID and password for the 
students using the administrator page. When they finish the 
work, they can save the computerized paper as an html file. 
Screen shots are portrayed in Fig. 7 (Japanese version). The left 
panel presents an example of the screen of the computerized 
paper of the web; the right panel shows the applet window. In 
the left panel, the computerized paper structure corresponds to 
the structure depicted in Fig. 6. In the right panel, the function 
of idea evaluation is located in the upper part of the window (i.e. 
an evaluation button and score indications). However, the 
evaluation button is disabled in the window of the evaluated 
member. Furthermore, the online chat function is located in the 
lower part of the window. 

We expect that the function of idea evaluation using the 
applet window promotes group communication: the evaluator 
competes with others in finding good points of the evaluated 
member’s idea. Furthermore, they tell the evaluated member 
ways to improve the idea during the chat session. Therefore, 
while all members of a group concentrate on the screen, they 
can do group work for group idea generation. 

IV. EXPERIMENTS 

A. Methodology 

We clarify the effectiveness of the functions of the proposed 
system. An experiment is conducted to compare the proposed 
systems with a system that includes no idea evaluation function 
(i.e. no evaluation button or score indications in the applet 
window). We investigate group communication and the 

quantity and quality of ideas that members of all groups 
generated. From the viewpoint of divergent thinking, the 
quantity and quality of ideas are evaluated based on fluency 
(Number of ideas), flexibility (Diversity of idea classifications) 
and originality (Uniqueness of the ideas) [8],[10]. Additionally, 
we investigate the games that students of subjects created after 
this experiment, as creative products. From the viewpoint of 
convergent thinking, we investigate the game specifications in 
the students’ papers. The specifications are evaluated based on 
originality and sensibility, following Finke et al. [12]. 

In the experiment, 12 undergraduate students participated. 
The subjects were all first year students. They were assigned 
randomly to three-member groups. In all, four groups were 
formed. Half of all groups used the proposed system; the rest 
used another system. The subjects solved the task described in 
chapter II in the comprehensive practice of Software Practice 
Class at Faculty of Software and Information Science, Iwate 
Prefectural University: Create a character-based game that is 
progressed by choosing an action from a list after every scene. 

We did not conduct an experiment to investigate the effect of 
group communication used by members who are temporally 
and spatially dispersed. Each member of the groups used a 
computer simultaneously and in the same room. 

In this experiment assessing both systems, group members 
sat in proximity and used networked computers in our 
laboratory. All group members of both systems input a 
developed idea within five minutes to concentrate on it. 
Furthermore, they had a time limit of five minutes for group 
communication for each developed idea. However, in cases 
where some member was unable to generate an idea easily, 
they were allowed more time. 

Fig. 7. Examples of the Screen of the Computerized paper and Applet window (Japanese version). 
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B. Comparison system 

Another system, which was used for comparison, was the 
same as the proposed system except for its lack of the function 
of idea evaluation. The applet window had no evaluation 
button or score indications in the upper part of the applet 
window portrayed in Fig. 7. Within the group, the members 
were able to communicate using only the online chat function. 
The method flow shown in Figs. 3 and 4 were unchanged for 
both systems. 

The proposed system enables evaluators to express their 
impressions using the idea evaluation function. The system 
used for comparison had no such function. Therefore, members 
had to express their impression using online chat. We 
investigated the effects of the idea evaluation function through 
group idea generation. 

V. RESULTS 

A. Analysis and evaluation of group communication 

Members of all groups were able to understand the flow and 
were able to generate their final ideas to solve the task. A 
number is allotted to each group to identify the groups. Groups 
1 and 2 used the alternate system; groups 3 and 4 used the 
proposed system. Results of analyses of group communication 
are presented in Figs. 8, 9, 10, 11, and 12. These results are, 
respectively, the average times of chat sessions, the average 
numbers of chat messages, the average numbers of characters 
in chat messages, the average numbers of creative chat 
messages and the average scores of idea evaluations for cells in 
the computerized paper. The figures presented in Fig. 7 are 
screen shots of group 4’s activities in this experiment. 

As shown in the results presented in Fig. 8, the time in 
groups 3 and 4 is longer than the time in groups 1 and 2 (the 
average time in groups 1 and 2 is 2.8 min and the average time 
in groups 3 and 4 is 5.8 min). As shown in the result shown in 
Fig. 9, the number of messages in groups 3 and 4 is greater than 
the number of messages in groups 1 and 2 (the average number 
in groups 1 and 2 is 3.3 times; the average number in group 3,4 
is 7.4 times). Results presented in Fig. 10 show that the 
characters used by groups 3 and 4 were more numerous than 
the characters in groups 1 and 2 (11.6 characters, average, in 
groups 1 and 2; 21.4 characters, average, in groups 3 and 4). As 
shown in Fig. 11, the creative messages in groups 3 and 4 were 
more numerous than the creative messages in groups 1 and 2 
(0.7 times, average, in groups 1 and 2; 4.1 times, average, in 
groups 3 and 4). Furthermore, from the result presented in Fig. 
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Fig. 8. Average time of chat session. 
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Fig. 9. Average number of chat messages. 
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Fig. 10. Average number of characters in a chat message. 
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Fig. 11. Average number of creative chat messages. 

0

2

4

6

8

10

A-II B-II C-II A-III B-III C-III

A
v
e
ra

g
e
 S

c
o
re

 o
f 

Id
e
a
 E

v
a
lu

a
ti
o
n

Cell in the Sheet

group 3
group 4

 

Fig. 12. Average score of idea evaluation. 
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12, members of groups 3 and 4 scored the developed ideas 
freely. 

Members of groups 3 and 4 concentrated more on group idea 
generation than members of groups 1 and 2. The proposed 
system is more effective in supporting group communication 
than the system used for comparison. The proposed system 
provides the function of idea evaluation, which enables 
evaluators to express their impressions. 

 In addition, although group members proposed ideas and 
received approving comments, they did not interpret this as a 
signal that the idea was adequate and complete and that no 
more work on that idea was necessary. We were able to induce 
participants to find many good points related to the idea using 
an idea evaluation button; we also compelled them to tell each 
other ways to improve the idea during the chat session. 

B. Analysis and evaluation of ideas’ quantity and quality  

From the viewpoint of the divergent thinking, we evaluated 
quantity and quality of ideas that members were able to 
generate using the two systems, based on fluency (number of 
ideas, except duplicate ideas, unfeasible ideas, and ideas 
irrelevant to the task), flexibility (number of classifications of 
ideas) and originality (number of unique ideas). In the 
evaluation of flexibility, ideas are classified into the following 
five classifications: (1) scenario composition, (2) data structure, 
(3) input (e.g. idea about the kind of action), (4) output (e.g. 
idea about the representation of scene), and (5) algorithm. 

The results of quantity and quality of ideas are shown in 
Table I. The initial ideas and the final ideas in the paper are 
excluded from these analyses from the viewpoint of the 
divergent thinking. However, the creative chat message 
presented in Fig. 11 is included as an idea. From the result 
presented in Table I, in fluency, flexibility, and originality, the 
values of groups 3 and 4 are greater than the values of groups 1 
and 2. The proposed system is more effective for supporting 
group communication than the system used for comparison. 

C. Evaluating Creative Products 

From the viewpoint of convergent thinking, the game 
specifications are rated on originality and sensibility using a 
five point scale (from 1 ‘very poor’ to 5 ‘very good’). Both 
originality and sensibility were used to exclude specifications 
that were original but meaningless. Then, 15 undergraduate 
students, all second year students who had solved the same task 
the prior year, rated the specifications. They rated the 
specifications from their own experience. 

The result of evaluating the creative products is presented in 
Table II, which shows specifications rated at greater than or 
equal to 3.0 on average, for both originality and sensibility. 
From the result described in Table II, the specifications in 
groups 3 and 4 are more numerous than the specifications in 
groups 1 and 2. Members of groups 3 and 4 created 
specifications based on final ideas that were generated using 
the proposed system. Groups 3 and 4 generated final ideas 
more effectively than groups 1 and 2. 

VI. CONCLUSION 

Using the proposed system, each member must do the 
following to develop each member’s idea in a group: (1) Apply 
knowledge acquired during the Software Practice Class to 
develop other members’ ideas; (2) Generate an idea from new 
viewpoints, while referring to other members’ ideas and 
messages. The proposed approach demonstrably supported 
group idea generation: because it provides the idea evaluation 
function, the proposed system promotes idea generation and 
group communication. 

Future research should be undertaken to study group idea 
generation, taking advantage of both the proposed system 
based on synchronous communication and a multi-agent 
system [14] based on asynchronous communication. 
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Abstract- We propose a novel approach to investigate and 

implement unsupervised image content understanding and 

segmentation of color industrial images like medical 

imaging, forensic imaging, security and surveillance 

imaging, biotechnical imaging, biometrics, mineral and 

mining imaging, material science imaging, and many 

more. In this particular work, our focus will be on medical 

images only. The aim is to develop a computer aided 

diagnosis (CAD) system based on a newly developed 

Multidimensional Spatially Variant Finite Mixture Model 

(MSVFMM) using Markov Random Fields (MRF) Model. 

Unsupervised means automatic discovery of classes or 

clusters in images rather than generating the class or 

cluster descriptions from training image sets. The aim of 

this work is to produce precise segmentation of color 

medical images on the basis of subtle color and texture 

variation. Finer segmentation of images has tremendous 

potential in medical imaging where subtle information 

related to color and texture is required to analyze the 

image accurately. In this particular work, we have used 

CIE-Luv and Daubechies wavelet transforms as color and 

texture descriptors respectively. Using the combined effect 

of a CIE-Luv color model and Daubechies transforms, we 

can segment color medical images precisely in a 

meaningful manner. The evaluation of the results is done 

through comparison of the segmentation quality with 

another similar alternative approach and it is found that 

the proposed approach is capable of producing more 

faithful segmentation. 
 

I. INTRODUCTION 

 

Segmentation is the process that separates objects in an 

image. In medical images, the aim is to separate different parts 

of the anatomy. Segmentation plays a crucial role in automatic 

processing for analysis and evaluation of medical images. A 

reliable and faithful segmentation can bring enormous benefits 

in many medical imaging problems including image guided 

surgery, radiation therapy for cancer patients and 

identification of anatomical objects that are extremely difficult 

to visualize when no special contrast fluid is added to the 

blood. In addition, recognition of anatomical objects like joint 

surfaces, cysts and different brain parts would benefit 

enormously from reliable segmentation. Image segmentation 
involves separating objects from the background by 

partitioning the image into units that are identical in respect of 

one or more features. Image segmentation is obviously a 

crucial task in medical imaging. However, manual 
segmentation is not only a tedious job but time consuming as 

well. Further, most of the time it is inaccurate as manual 

segmentation by experts has been shown to be variable. So, 

there is a need for algorithms that are accurate and require 

human interaction as little as possible. 

Using a finite mixture model in color image 

segmentation is a popular approach as in statistical model-

based methods, computationally intensive algorithms are a 

common drawback. As a result, finite mixture models have 

received significant attention from researchers in the last 

decade. Finite mixture model has been further modified by 

Sanjay-Gopal and Herbert [1] to Spatially Variant Finite 
Mixture Model (SVFMM) by introducing a process based on 

Markov Random Fields (MRF) model, which is able to 

capture the spatial relationship among neighboring pixels. In 

doing so, it can efficiently handle specific situations like 

recognition of anatomical objects from the endoscopic, 

colonoscopic, and echo color dopler as these images are 

usually associated with numerous artifacts such as noise, 

partial volume effects, and intensity inhomogeneity.  

From an image segmentation point of view, approaches 

based on the SVFMM as proposed in other works [1], [4] have 

a common limitation that it can handle single feature only. The 
reason is, the SVFMM is a single dimensional model. As a 

result, its application is limited to gray level images only. In 

our proposed approach, we have improved and modified the 

model to make it efficient for longer set of features, which 

makes it enable to handle multiple feature set. Therefore, our 

proposed Multidimensional Spatially Variant Finite Mixture 

Model (MSVFMM) is capable to handle multiple cues 

including color and texture features simultaneously. 

The remainder of this paper proceeds as follows: In 

Section II, we describe the proposed Multidimensional 

Spatially Variant Finite Mixture Model (MSVFMM) that we 

will use in our proposed approach for image segmentation. In 
Section III, we present our novel approach followed by 

Section IV, where we present previous work. In Section V, we 

present some of the significant features of our proposed 

approach. Experimental results demonstrating the accuracy 

and effectiveness of the proposed approach are discussed in 

Section VI and finally in Section VII, we present our 

conclusion and future work. 
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II. MULTIDIMENSIONAL SPATIALLY VARIANT FINITE 

MIXTURE MODEL (MSVFMM) 

 

From an image segmentation point of view, approaches 

based on the SVFMM as proposed in other works [1], [4] have 

a common limitation that it can handle single feature only. The 

reason is, the SVFMM is a single dimensional model. As a 

result, its application is limited to gray level images only. In 

our proposed approach, we have improved and modified the 

SVFMM into a full functional MSVFFM to make it efficient 

for longer set of features, which makes it enable to handle 

multiple feature set. Therefore, our proposed multidimensional 

SVFMM is capable to handle multiple cues including color 

and texture features simultaneously and efficiently. Further, 
we have integrated the number of components finding tool and 

features extraction tools into the model to make it as a robust 

color image segmentation approach that eventually can handle 

a wide variety of natural and/or industrial color images.   

Basically, SVFM model is a classical finite mixture 

model that employs MRF model to capture the neighborhood 

relationships among the neighboring pixels. We have pro- 

posed a multidimensional spatially variant finite mixture 

model (MSVFMM) which is able to handle a large feature 

vector rather than a single feature as proposed by Sanjay- 

Gopal & Herbert and Blekas et al., which are in fact, single 
dimensional [1], [4]. In statistical model-based methods, 

computationally intensive algorithms are a common drawback. 

So, finite mixture model in image segmentation is a popular 

approach. As a result, classical finite mixture models have 

received significant attention from researchers in the last 

decade. Finite mixture model has been further modified by 

Sanjay-Gopal and Herbert [1] and Blekas et al [4] to spatially 

variant finite mixture models (SVFMM) by introducing a 

process based on Markov Random Fields (MRF), which is 

able to capture the spatial relationship among neighboring 

pixels. So, SVFMM has some advantageous features, 

especially in the case of contextually dependent physical 
phenomena like images as it incorporates the outstanding 

features of the MRF model without additional computational 

burden. In the proposed MSVFMM method, MRF introduces 

a prior distribution that takes into account the neighborhood 

dependency or relationship among the neighboring pixels. We 

elaborate a stochastic model based segmentation framework 

based on Gaussian Mixture Models, which constitute a well-

known probabilistic Neural Network Model. 

In fact, the SVFMM model is a modification of the 

classical mixture model or Gaussian mixture model with the 

introduction of MRF model. We assume a mixture model with 
an unknown number of components K each one having its 

own vector of density parameter j  for each feature. 

In our multidimensional model, each ith pixel of the 
image is represented as a vector of values as 

),....,,( 21

i

n

iii xxx= where 
i

nx  denotes pixel values in the 

nth dimensional plane. So, the probabilities of the ith pixel 
belonging to the jth class label are given as; 

  )|( ii

j xjP=             (1) 

where, 
ix = observation at the ith pixel. Here, model 

parameters should strictly satisfy several constraints at the 

end of this section. 

 

Similar to the SVFMM, we assume that the density 

function ),|( ixf  at any observation ix  is given by: 
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where, )|( j

ix  is a Gaussian distribution with 

parameters ),( jjj  = , and K is the number of 

components in the mixture. 

 

Maximum a posteriori (MAP) introduces a prior 

distribution for the parameter set   that takes into account 
spatial information based on the Gibbs function. According to 

the Hammersley-Clifford theorem, Gibbs distribution takes 

the following form; 

  ))(exp()( 1 −= UP
Z

                       (3) 

where, ∑ = )()(
iNVU  . 

   is a vector of features. The function )(−U is an energy 

term.   is called the regularization parameter, the 

normalizing constant Z is called a partition function and 

)(
iNV  denotes clique potential of the label configuration 

mp  within the neighborhood iN of the ith pixel which can be 

calculated as; 

  )()( ,∑∈=
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miN ugV                            (4) 

Where the miu ,  denotes the distance between the two 

label vectors 
ip and 

mp . The function g(u) must be 

gradually increasing and nonnegative. 

 

A posterior log density function can be derived from  (3) 

as; 

∑=
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The Expectation-Maximization (EM) algorithm requires 

that the computation of the conditional expectation value 
i

jz of the hidden variables must be at the Expectation step due 

to MAP estimation of the parameters }{ i

jp and }{ j ; 
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Then, maximization of the following log-likelihood 

corresponding to the complete data set is performed in the 

Maximization step; 

  )|,( )()( tt

MAPQ                            (7) 

 where,  t = iteration step. 

 

For each parameter, MAPQ  can be maximized 

independently, which yields the update equations for 

parameter of the component densities 
)1( +t

j  and 
)1(2 ][ +t

j . 

However, maximization of the function MAPQ  with respect to 

the label parameter 
i

jp  does not provide a closed form of 

update equations. In addition, the maximization procedure 

must also take into the constraints 10  i

jp  and 

1
1

=∑=

K

j

i

jp . However, this difficulty has been encountered 

successfully by Sanjay-Gopal & Herbert [1] and subsequently 

by Blekas et al. [4]. Sanjay-Gopal and Herbert [1] has 

introduced a Gradient Projection (GP) algorithm to make the 

EM algorithm using closed form expressions while Blekas et 
al [4] implemented the M-step based on a closed form update 

equation followed by an efficient projection method. 

 

III. PROPOSED COLOR IMAGE SEGMENTATION 

APPROACH 

 

Conceptually, in most cases it is desired that the same 

cluster label be assigned to spatially adjacent pixels. In 

implementing these ideas, the Bayesian framework provides a 
natural approach. Pixel intensity information is captured by 

the likelihood term in Bayesian Networks, while a prior 

biasing term captures the spatial location information with the 

help of MRF. Due to the complexity of determining color 

distance in RGB spaces, we have used perceptually uniform 

CIE-Luv color space. Considering the advantages and 

disadvantages of different texture descriptors, we have chosen 

Daubechies transform, a Discrete Wavelet Transform (DWT), 

where wavelet analysis breaks up an original signal into 

shifted and scaled versions. Moments of wavelet coefficients 

in various frequency bands have been shown to be effective 

for representing subtle variation in texture [16]. We have 
implemented a completely unsupervised image segmentation 

technique for color textured images in our present work, 

which uses SVFMM and Markov Random Field Model. We 

can use the multivariate normal density for classification of 

pixels as it is typically an appropriate model for classification 

where the feature vectors are continuous valued mildly 

corrupted versions of a single mean vector [5].  Pixels from 

this type of distribution tend to cluster about the mean, and the 

variance will determine up to what extent they will spread out. 

A. Color Feature Extraction 

Choice of a suitable color space is a crucial aspect of 
color feature extraction. The most common color space in 

computer graphics is RGB, which is a three dimensional color 

space. Due to the lack of equal perception of color 

dissimilarity in RGB, there is a need to non-linear transform of 

the RGB color space in order to develop a perceptually 

uniform model of color space. Among the transformed color 

spaces, HSV, CIE-Lab and CIE-Luv are most common. We 
prefer CIE-Luv as it represents the three characteristics i.e., 

hue, lightness and saturation that characterize the perceptually 

uniform color efficiently. 

 

B. Texture Feature Extraction 

Texture characterizes local variations of pixel’s color or 

intensity. There is no formal or unique definition of texture 

though texture based methods are commonly being used in 

computer vision and graphics. Each texture analysis method 

defines texture from its own perspective. Texture can be 

defined as a local statistical pattern of texture primitives in 

observer's domain of interest.  Texture is often describe as 
consisting of primitives that are arranged according to 

placement rule which gives rise to structural methods of 

texture analysis that explicitly attempts to recover the 

primitives and the replacement rules. On the other hand, 

statistical methods consider texture as random phenomena 

with identifiable local statistics. The neighborhood property is 

a common similarity among all the texture descriptions. So, 

we can define texture as an image feature which is 

characterized by the gray value or color pattern in a 

neighborhood surrounding the pixel. 

We can use many texture extraction tools or descriptors to 
extract texture feature. Using Wavelet transform is a recent 

trend in image processing. Although other texture descriptors 

like Gabor and MRSAR filters [10], [15] are popular but from 

the computational burden point of view, wavelet transform 

performs better than other texture descriptors. Gabor filters are 

found efficient in capturing the strong ordered or coarser 

texture information while MRSAR filters works well in 

capturing weak ordered or finer texture details. Wavelet 

transform, on the other hand, is found to be efficient in 

capturing both the coarser and finer texture information 

simultaneously with lesser computational burden. 

Having been inspired by Islam et al’s [8] work, where 
they used Haar wavelet transform and found promising results 

in capturing texture information, we have decided to utilize 

another member of wavelet family i.e., Daubechies wavelet 

transform, which is more accurate in discriminating texture. 

The Daubechies wavelet transform is named after its inventor, 

the mathematician Ingrid Daubechies. The Daubechies D4 

transform has four wavelet and scaling function coefficients. 

 

C. Finding The Number of Components 

We have tried several data clustering approaches to 

identify the number of components automatically but most of 
them have been found inappropriate for handling image data 

properly. A few of them are found incapable to handle data 

having corrupted values as many pixels may not have true 

values for some attributes while few of them are not 

performing well in handling discrete data like image data. 
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SNOB [2], [3], a Minimum Message Length (MML) based 

unsupervised data clustering approach is free from this sort of 

difficulties and has been found more effective in handling 

noisy color image data that have a diverse varieties of faults 

and imperfections.  

In general SNOB has been found more or less effective in 
identifying the number of components in an image but 

sometimes it produces spurious results due to its limitations to 

handle some imaging artifacts like noise, shadow, and 

intensity inhomogeneity. In order to remove this difficulty of 

SNOB, we utilize the technique Ensembles of Clusterings. We 

use SNOB as a starting point for getting multiple clusterings 

based on which Ensembles of Clusterings produce a 

consolidated clustering. The procedure we have followed for 

determining the number of components is as follows: produce 

multiple clusterings for different parameter values and select 

the stable solution found in the plot of the number of clusters. 

The convergence criteria or number of iteration of MRF model 
is the only parameter that we have varied to get multiple 

clusterings. 

 

E: Segmentation of Image Using Our Proposed MSVFMM 

Model 

Now, we put these color and texture features into our 

newly developed MSVFMM, where in the beginning, color 

and texture features are extracted from the input image using 

the CIE-Luv color space and Daubechies wavelet transform. 

Now, the data are fed into MRF model to capture the 

neighborhood influence among the neighboring data or pixels 
on the basis of these six features.    

After incorporating the neighborhood relationship among 

the neighboring data, the K-means algorithm determines the 

centers of the clusters for each component of the image. Then 

the Expectation Maximization (EM) algorithm is used for 

estimating the model parameters. In fact, model parameter 

estimation and segmentation of pixels will run simultaneously 

within MAP estimation under Markovian framework. Finally, 

MAP will classify the pixels of the input images into different 

pixel classes on the basis of color and texture features. As a 

result, regions are obtained where there is a discontinuity in 

either color or texture. Here, the function MAPQ  plays a 

crucial role in determining the actual membership of a class. 

In fact, the color and texture features of pixel directly 

influence the maximization of the MAPQ  function. That means 

every individual feature has some influence on the 

maximization process of the MAPQ  function. Some features 

have greater influences while others have minimum effect. If 

the influences of some particular features are greater than that 

of others in the maximization process of the MAPQ  function 

for a particular pixel then the clustering of that pixel is greatly 

influenced by those particular features. 

 

 

 

 
 

IV. PREVIOUS WORK 

 

As grayscale images dominated the medical imaging 

domain for last three decades, segmentation approaches for 

color medical images are hard to find. Currently, grayscale   

medical imaging are gradually replacing with color medical   
imaging. As a result, present focus of researchers is on 

segmentation of color medical imaging. No significant 

development has been made to address this issue yet. So, we 

have to rely on few available grayscale medical image 

segmentation approaches and other color image segmentation 

approaches as predecessor approaches. 

Several approaches have been explored by researchers for 

segmentation and classification of color textured patterns. 

Sanjay-Gopal and Herbert [1] proposed a novel approach for 

pixel labeling and image segmentation based on a Bayesian 

framework using a spatially variant finite mixture model 

where an EM algorithm is used for maximum likelihood 
estimation of the pixel labels and the parameters of the 

mixture densities. Dokur & Olmez [11] proposed an algorithm 

where feature vectors were extracted using 2D-DCT (Discrete 

Cosine Transform) of 4x4 pixel blocks for segmentation of 

ultrasonogram images by using a hybrid neural network. In 

addition, several similar algorithms based on DCT coefficients 

have been proposed by the researchers. Kato and Pong [6], 

proposed a segmentation technique for color textured images 

based on Markov Random Fields model. The proposed 

approach is supervised in nature. As such, no model parameter 

estimation technique has been used and the number of 
components was selected manually. In 2003, Kato, Pong, and 

Song [7] proposed an algorithm using a multi-layer MRF 

model for unsupervised segmentation that automatically 

estimates the number of components in the Gaussian mixture 

and the associated model parameters by introducing a 

mathematical term to the energy function of each layer. Four-

paged paper does not provide enough description about how it 

estimates the number of components. Further, Kato and Pong 

[5] proposed another similar algorithm where they used color 

and texture feature. They utilized the EM algorithm for 

estimation of the model parameter but they set the number of 

components (pixel classes) manually. In another unsupervised 
segmentation approach by Panjwani & Healy [9], an 

Agglomerative Hierarchical Clustering for pixel segmentation 

has been proposed where they utilized a maximum 

pseudolikelihood scheme for model parameter estimation only. 

Number of components has been set manually. 

Ray & Turi [12] proposed an unsupervised color image 

segmentation approach using K-means where they employed 

Inter-Class and Intra-Class distance measures for pixel 

classification. This is a color feature based approach where 

they did not consider texture features and neighborhood 

relationships among pixels. Yiming et al. [13] suggested 
another unsupervised color image segmentation approach on 

finite mixture model where they employed Minimum Message 

Length (MML) principle for finding the number of 

components in images and Maximum Likelihood Estimate 

(MLE) for pixel classification. This is also a color feature 
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based approach where neither texture feature nor has 

neighborhood relationship been considered.  

Deng & Manjunath [14] proposed another unsupervised 

color image segmentation approach that is mainly focused on 

color image segmentation using both edges and region-based 

approach. This approach is commonly known as JSEG 
approach, which has been applied on both natural color 

images and color medical images. 

Very recently, Islam et al. [8] proposed an unsupervised 

image segmentation approach where they used a Spatially 

Variant Finite Mixture Model (SVFMM) under a multiplanner 

framework for color image segmentation purpose. SVFMM 

utilizes Maximum a Posteriori to segment an image into 

different classes or segments. Here, CIE-Luv color space and 

Haar wavelet transform are used to extract color and texture 

features respectively from an image.  SNOB and Ensembles of 

Clusterings are combined to get a robust automatic tool for 

finding the number of components in an image. 
 

V. ADVANTAGES OF OUR PROPOSED APPROACH 

OVER THE EXISTING APPROACHES 

 

Our approach differs with other previous work in a few major 

ways. Approaches based on the SVFMM as proposed in other 

works [1], [4] have been applied on gray level images only, 

whereas we have developed a new multidimensional model to 

make it applicable for color and textured images. Further, 

those approaches are based on color features only. The 

algorithms as proposed in other previous work [5], [6], [7] are 

based exclusively on MRF model that uses Gabor and 
MRSAR texture descriptors to extract texture features. Here, 

the authors did not use any Finite Mixture Model in their 

approach rather they directly applied the MRF model in their 

algorithms, which makes their algorithm computationally 

more expensive. Further, these existing approaches are greatly 

influenced by similarity in color only. The proposed 

approaches in [9] & [11] are altogether different type of 

approaches in terms of clustering technique, texture feature 

extraction and model parameter estimation. 
We have seen few unsupervised color image 

segmentation approaches. Among them, Kato, Pong, and   
Song, [7] has introduced the unsupervised technique for 

determining the number of pixel classes. So far, the authors 

have applied this approach on 3 images only out of which 2 

are synthetic color images. The only natural color image they 

used is a very simple image that has only one object on a 

background. Further, we have not seen any continuation work 

so far on this particular approach.  So, we can not consider this 

approach as a general approach for a wide variety of color 

images. Yiming et al. [13] approach is good for small 

applications and simple images. Deng & Manjunath’s [14] 

JSEG approach has been found to be more effective and 
robust in small applications and simple natural and medical 

images.  

In this particular work, we utilize the robust technique as 

used in Islam et al’s work [8] to identify the number of 

components in an image. We also use the CIE-Luv color space 

for color feature extraction. They used Haar wavelet transform 

for texture feature extraction. We use Daubechies wavelet 

transform instead of Haar wavelaet transform in a bid to make 

the proposed approach more sensitive to texture. Further, 

Daubechies transforms are yet to employ as a texture 

descriptor under Markovian framework. The other significant 

difference between Islam et al’s [8] approach and our 
proposed approach is, they utilized the SVFMM under a 

multiplanner framework so that it can act as a 

multidimensional model. Further, SVFMM was not a 

complete model for image segmentation. The SVFMM has 

been utilized for pixel classification purpose only. Other tools 

for preprocessing of data like color and texture descriptors and 

the tool for identifying the number of components were kept 

outside the segmentation model. In order to get more accuracy 

in segmentation in our proposed approach, we combine all of 

them in a nutshell, and name it Multidimensional Spatially 

Variant Finite Mixture Model (MSVFMM) that can act as a 

complete and independent color image segmentation tool. 
 

VI. DISCUSSSION ON EXPERIMENTAL RESULTS 

 

In our experiment, we have composed our images from 
the web site of Atlanta South Gastroenteroloy, P.C. The 

proposed algorithm has been tested with a variety of 

endoscopic images especially on stomach cancer. We have 

simply compared the performance of the proposed approach 

with a similar existing approach as proposed by Islam et al. [8]   

and the results are evaluated by a gastroenterologist. 

 
Fig. 1 Comparison of Segmentation Results. 

 
In Fig. 1, we present 6 segmented images, 3 by using the 

proposed approach and the rest 3 by using similar existing 

approach. Our goal is to segment the ulcerated mass and 

adenocarcinoma lesion from the images with a greater 

accuracy. In image 1, there is an ulcerated mass in the middle 

surrounded with prominent folds of adenocarcinoma lesion. 
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Our proposed approach is able to differentiate the central 

ulcerated mass and adenocarcinoma lesion efficiently while 

the existing approach results in poor differentiation of 

ulcerated mass and adenocarcinoma. Segregated white spots 

are due to the usual artifacts of endoscopy system, where light 

reflection of the internal camera creates such white spots on 
the images. Similarly, into image 2, our proposed approach 

shows accuracy in identifying the ulcerated mass and the 

signet-ring type adenocarcinoma. Red region is representing 

the opening of esophagus in the stomach. Segregated red spots 

on green region at the bottom part of the image are less 

significant as it represents the white spot. On the other hand, 

the existing approach produces spurious results. It failed to 

identify the adenocarcinoma lesion properly as it merges lower 

right portion of the adenocarcinoma lesion (adjacent to the 

esophagus opening) into the background (green) of the image. 

Same things happened to image 3 as well. The existing 

approach segments the low intensity areas due to folds on the 
lesion as a separate region while the proposed approach 

produces an accurate segmentation where the problem of low 

intensity areas are successfully minimized up to an acceptable 

level. Better results as obtained with the proposed approach 

are due to its better texture discriminating   ability that is what 

expected with the daubechies wavelet transform. Haar 

wavelet, on the other hand, miserably failed to discriminate 

textures in few areas in the images, where textures are 

relatively complex. Above comparison reveals that the 

proposed algorithm is capable to capture the finer details of 

the medical image in terms of color and texture using MRF 
model and thus able to produce accurate and faithful 

segmentation. 
 

VIII. CONCLUSION 

 
Our aim was to propose and implement a faithful tool for 

unsupervised segmentation of color medical images that can 

provide quantitative information such as size of the tumor or 

lesion, size of the ulceration, tissue classification, and other 

anatomical abnormalities. We have compared our approach 

with a similar alternative approach and have got better results 

in terms of reliability and accuracy. Future work will focus on 

comparison of this approach in terms of computing efficiency, 

robustness and segmentation accuracy with other unsupervised 

segmentation approaches for color textured images that can be 

used in medical image segmentation. 
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Abstract- We investigate and propose a novel approach to 

implement an unsupervised color image segmentation model that 

segments a color image meaningfully and partitions into its 

constituent parts automatically. The aim is to devise a robust 

unsupervised segmentation approach that can segment a color 

textured image more accurately.  Here, color and texture 

information of each individual pixel along with the spatial 

relationship within its neighborhood have been considered for 

producing more accuracy in segmentation.  In this particular 

work, the problem we want to investigate is to implement a 

robust unsupervised Multidimensional Spatially Variant Finite 

Mixture Model (MSVFMM) based color  image segmentation 

approach using Cluster Ensembles and MRF model along with 

Daubechies wavelet transforms for increasing the content 

sensitivity of the segmentation model in order to get a better 

accuracy in segmentation. Here, Cluster Ensemble has been 

utilized as a robust automatic tool for finding the number of 

components in an image.  The main idea behind this work is 

introducing a Bayesian inference based approach to estimate the 

Maximum a Posteriori (MAP) to identify the different 

objects/components in a color image. Markov Random Field 

(MRF) plays a crucial role in capturing the relationships among 

the neighboring pixels. An Expectation Maximization (EM) 

model fitting MAP algorithm segments the image utilizing the 

pixel’s color and texture features and the captured neighborhood 

relationships among them. The algorithm simultaneously 

calculates the model parameters and segments the pixels 

iteratively in an interleaved manner. Finally, it converges to a 

solution where the model parameters and pixel labels are 

stabilized within a specified criterion.  Finally, we have compared 

our results with another recent segmentation approach [10], 

which is similar in nature.  The experimental results reveal that 

the proposed approach is capable of producing more accurate 

and faithful segmentation and can be employed in different 

practical image content understanding applications. 

 
I. INTRODUCTION 

 

Image Segmentation is a process that isolates 

homogenous regions of images in a meaningful manner. Using 
a finite mixture model in color image segmentation is a 

popular approach as in statistical model-based methods, 

computationally intensive algorithms are a common drawback. 

As a result, finite mixture model has received significant 

attention from researchers in last decade. Finite mixture 

models have been further modified by Sanjay-Gopal and 

Herbert [1] to Spatially Variant Finite Mixture Model 

(SVFMM) by introducing a process based on Markov Random 

Fields (MRF) model, which is able to capture the spatial 

relationship among the neighboring pixels. So, SVFMM has 

some advantageous features, especially in the case of 

contextual-dependent physical phenomena like images as it 

incorporates the outstanding features of MRF model without 

additional computational burden. In the SVFMM method, 
MRF introduces a prior distribution that takes into account the 

neighborhood dependency or relationship among the 

neighboring pixels. Recently, approaches using MRF models 

and Bayesian methods have provided answers to various 

contemporary problems in image segmentation [1], [4], [5], 

[6], [7], [8], [9], [10] and [11]. The theoretical framework 

relies on Bayesian estimation via combinatorial optimization. 

Different pixels represent different segmented regions in the 

input image. These classes are represented by multivariate 

Gaussian distribution. We elaborate a stochastic model based 

segmentation framework based on Gaussian Mixture Models. 
In this paper, we use CIE-Luv color space as color features 

and a set of texture features extracted through Daubechies 

wavelet transform. 

We propose a Gaussian parameter estimation method 

using the EM-algorithm. The application of a clustering 

method to image segmentation has the particular 

characteristics that spatial information should be taken into 

account for segmentation accuracy. Here in addition to 

intensity-values of pixels, the pixel location must also be used 

to determine the cluster to which each pixel is assigned. 

Conceptually, in most cases it is desired that the same cluster 

label be assigned to spatially adjacent pixels. In implementing 
these ideas, the Bayesian framework provides a natural 

approach. Pixel intensity information is captured by the 

likelihood term in Bayesian Networks, while a prior biasing 

term captures the spatial location information with the help of 

MRF model. 

Due to the complexity of determining color distance in 

RGB spaces, several simple formulas have been proposed, 

which approximate the Reimannian space by a Euclidean 

color space yielding perceptually uniform color spacing. One 

of them is the CIE-Luv color model that we use in our present 

work. 
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Considering the advantages and disadvantages of 

different texture descriptors, we have chosen transform 

domain features which refers to a mathematical representation 

of an image. The main transform domain features used in the 

past are: Discrete Fourier Transform (DFT) and Discrete 

wavelet Transform (DWT). Fourier analysis consists of 
breaking up a signal into sine waves of various frequencies, 

whereas wavelet analysis breaks up a signal into shifted and 

scaled versions of an original wavelet that refers to 

decomposition of a signal with a family of basis functions 

obtained through translation and dilation of a special function 

[15]. Moments of wavelet coefficients in various frequency 

bands have been shown to be effective for representing subtle 

variation in texture [16]. Thus we prefer to use wavelet 

transform to extract texture features in our work. 

Recently, researchers have found that segmentation 

based purely on texture gives fuzzy boundaries, but usually 

homogenous regions. On the other hand, segmentation based 
on color is more sensitive to local variations, but provides 

sharp boundaries. Thus by taking into account combined 

features (color and texture), the advantage of both color and 

texture has been preserved, as a result of which sharp 

boundaries and homogenous regions are obtained [5]. 

The remainder of this paper proceeds as follows: In 

Section II we describe the proposed Multidimensional 

Spatially Variant Finite Mixture Model (MSVFMM) that we 

will use in our proposed approach for image segmentation.  

Section III presents a novel MSVFMM based approach for 

color image segmentation. In Section IV, we present previous 
work in this specific field followed by Section V, where new 

features of the proposed approach are discussed. Experimental 

results demonstrating the accuracy and efficiency of the 

proposed approach are discussed in Section VI and finally in 

Section VII, we present our conclusion and future work. 

 
II. MULTIDIMENSIONAL SPATIALLY VARIANT FINITE 

MIXTURE MODEL (MSVFMM) 

 

From an image segmentation point of view, approaches 
based on the SVFMM as proposed in other works [1], [4] have 

a common limitation that it can handle single feature only. The 

reason is, the SVFMM is a single dimensional model. As a 

result, its application is limited to gray level images only. In 

our proposed approach, we have improved and modified the 

SVFMM into a full functional MSVFFM to make it efficient 

for longer set of features, which makes it enable to handle 

multiple feature set. Therefore, our proposed multidimensional 

SVFMM is capable to handle multiple cues including color 

and texture features simultaneously and efficiently. Further, 

we have integrated the number of components finding tool and 
features extraction tools into the model to make it as a robust 

color image segmentation approach that eventually can handle 

a wide variety of natural and/or industrial color images.   

Basically, SVFM model is a classical finite mixture 

model that employs MRF model to capture the neighborhood 

relationships among the neighboring pixels. We have pro- 

posed a multidimensional spatially variant finite mixture 

model (MSVFMM) which is able to handle a large feature 

vector rather than a single feature as proposed by Sanjay- 

Gopal & Herbert and Blekas et al., which are in fact, single 

dimensional [1], [4]. In statistical model-based methods, 

computationally intensive algorithms are a common drawback. 

So, finite mixture model in image segmentation is a popular 

approach. As a result, classical finite mixture models have 
received significant attention from researchers in the last 

decade. Finite mixture model has been further modified by 

Sanjay-Gopal and Herbert [1] and Blekas et al. [4] to spatially 

variant finite mixture models (SVFMM) by introducing a 

process based on Markov Random Fields (MRF), which is 

able to capture the spatial relationship among neighboring 

pixels. In the proposed MSVFMM method, MRF introduces a 

prior distribution that takes into account the neighborhood 

dependency or relationship among the neighboring pixels. We 

elaborate a stochastic model based segmentation framework 

based on Gaussian Mixture Models, which constitute a well-

known probabilistic Neural Network Model. 
In fact, the SVFMM model is a modification of the 

classical mixture model or Gaussian mixture model with the 

introduction of MRF model. We assume a mixture model with 

an unknown number of components K each one having its 

own vector of density parameter j  for each feature. 

In our multidimensional model, each ith pixel of the 

image is represented as a vector of values as 

),....,,( 21

i

n

iii xxx= where 
i

nx  denotes pixel values in the 

nth dimensional plane. So, the probabilities of the ith pixel 

belonging to the jth class label are given as; 

  )|( ii

j xjP=             (1) 

where, 
ix = observation at the ith pixel. Here, model 

parameters should strictly satisfy several constraints at the 

end of this section. 

 

Similar to the SVFMM, we assume that the density 

function ),|( ixf  at any observation ix  is given by: 
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where, )|( j

ix  is a Gaussian distribution with 

parameters ),( jjj  = , and K is the number of 

components in the mixture. 

 

Maximum a posteriori (MAP) introduces a prior 

distribution for the parameter set   that takes into account 
spatial information based on the Gibbs function. According to 

the Hammersley-Clifford theorem, Gibbs distribution takes 

the following form; 

  ))(exp()( 1 −= UP
Z

                       (3) 

where, ∑ = )()(
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  is a vector of features. The function )(−U is an energy 

term.   is called the regularization parameter, the 

normalizing constant Z is called a partition function and 

)(
iNV  denotes clique potential of the label configuration 

mp  within the neighborhood iN of the ith pixel which can be 

calculated as; 

  )()( ,∑∈=
i

i

Nm

miN ugV                            (4) 

Where the miu ,  denotes the distance between the two 

label vectors 
ip and 

mp . The function g(u) must be 

gradually increasing and nonnegative. 

 

A posterior log density function can be derived from  (3) 

as; 
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The Expectation-Maximization (EM) algorithm requires 

that the computation of the conditional expectation value 
i

jz of the hidden variables must be at the Expectation step due 

to MAP estimation of the parameters }{ i

jp and }{ j ; 

 ∑=
=

K

l

t
j

i
t

i
l

t
j

i
t

i
j

t

p

xpi

jz
1

)(
)(

)(
)(

)(

)|(

)|(




          (6) 

 

Then, maximization of the following log-likelihood 

corresponding to the complete data set is performed in the 

Maximization step; 

  )|,( )()( tt

MAPQ                            (7) 

 where,  t = iteration step. 

 

For each parameter, MAPQ  can be maximized 

independently, which yields the update equations for 

parameter of the component densities 
)1( +t

j  and 
)1(2 ][ +t

j . 

However, maximization of the function MAPQ  with respect to 

the label parameter 
i

jp  does not provide a closed form of 

update equations. In addition, the maximization procedure 

must also take into the constraints 10  i

jp  and 

1
1

=∑=

K

j

i

jp . However, this difficulty has been encountered 

successfully by Sanjay-Gopal & Herbert [1] and subsequently 

by Blekas et al [4]. Sanjay-Gopal and Herbert [1] has 

introduced a Gradient Projection (GP) algorithm to make the 

EM algorithm using closed form expressions while Blekas et 

al. [4] implemented the M-step based on a closed form update 

equation followed by an efficient projection method. 

 
III. PROPOSED COLOR IMAGE SEGMENTATION 

APPROACH 

 

In different imaging applications like medical imaging, 

biometrics, security and surveillance, mineral and mining, and 

material science where the primary goal is accuracy in 

segmentation, subtle information related to color and texture 

can play significant role in achieving this goal. In this 

particular work, we have used CIE-Luv and Daubechies 

wavelet transforms as color and texture descriptors   

respectively. We combine the CIE-Luv color space descriptor, 

Daubechies transforms wavelet descriptors, a robust number 

of components finding tool using SNOB and Cluster 
Ensembles, and SVFMM model into an integrated 

segmentation model (MSVFMM), which is able to segment a 

wide variety of color images meaningfully with a greater 

accuracy. 

The segmentation quality greatly depends on the choice of 

feature (intensity, color, texture, and co-ordinate) descriptor. 

So, feature extraction is the most significant aspect in image 

segmentation.  

Choosing of a suitable color space is very important as the 

quality or accuracy in segmentation largely depends on it.  

Most of the color spaces are three-dimensional where different 
dimensions represent the different color components. The 

most common color space in computer graphics is RGB. 

Unfortunately, this 3D color space does not correspond to 

equal perception of color dissimilarity thus not suitable for 

human perception. As a result, alternative color spaces like 

HSV, CIE-Lab and CIE-Luv are generated by nonlinear 

transformation of the RGB color space.  We prefer CIE-Luv as 

it represents the three characteristics i.e., hue, lightness and 

saturation that characterize the perceptually uniform color 

efficiently. 

The texture descriptor plays a significant role in the 

analysis of contextually dependent physical phenomena like 
image in addition to the color descriptor. This project aims to 

investigate and implement a more context sensitive image 

segmentation technique that can produce reliable and accurate 

segmentation of color images based on subtle color and 

texture variation. We use wavelet transform to extract texture 

features. Although, wavelet transform has made significant 

contribution in the several areas of image processing such as 

image enhancement, image compression, and image 

registration, its use in image segmentation is very limited. 

Using Wavelet transform is a recent trend in image 

processing. Very recently, Islam et al. [10] used Haar wavelet 
transform to extract texture features from natural color images 

in their image segmentation approach and found promising 

results. In this particular project, we use Daubechies wavelet 

transform, which is found to be more accurate and sensitive in 

capturing texture details of a color image. We have introduced 

Daubechies wavelet transforms for the first time as texture 

descriptor under Markovian framework for color image 

segmentation purpose. Image analysis in different imaging 
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application domains demands a more sensitive texture 

descriptor that can provide us an efficient way to capture the 

subtle variation in texture. The Daubechies wavelet transforms 

has got the ability to capture texture information more 

precisely and accurately while other texture descriptors are not 

ideal in those specific situations. 
Recently, approaches using MRF models and Bayesian 

methods have provided answers to many contemporary 

problems in image segmentation. The application of a 

clustering method to image segmentation has the particular 

characteristics that spatial information should be taken into 

consideration. In addition to intensity-values of pixels, the 

pixel location must also be used to determine the cluster to 

which each pixel is assigned. Conceptually, in most cases it is 

desired that the same cluster label be assigned to spatially 

adjacent pixels. In implementing these ideas, the Bayesian 

framework provides a natural approach. Pixel intensity 

information is captured by the likelihood term in Bayesian 
Networks, while a prior biasing term captures the spatial 

location information with the help of Markov Random Fields 

(MRF) model. 

 

A. Extraction of Color Feature  

Color is an important dimension of human visual 

perception that allows discrimination and recognition of visual 

information. Extracting and matching color features are 

relatively easy. In addition to that, color features have been 

found to be effective in color image segmentation [5], [6], [7]. 

In this particular work, we prefer CIE-Luv as it represents the 
three characteristics i.e., hue, lightness and saturation that 

characterize the perceptually uniform color efficiently. In 

addition, CIE-Luv is preferred by the computer vision and 

graphics industry.  

 

B. Extraction of Texture Feature  

Texture characterizes local variations of pixel’s color or 

intensity. There is no formal or unique definition of texture 

though texture based methods are commonly being used in 

computer vision and graphics. Each texture analysis method 

defines texture from its own perspective. Texture can be 

defined as a local statistical pattern of texture primitives in 
observer's domain of interest.  Texture is often describe as 

consisting of primitives that are arranged according to 

placement rule which gives rise to structural methods of 

texture analysis that explicitly attempts to recover the 

primitives and the replacement rules. On the other hand, 

statistical methods consider texture as random phenomena 

with identifiable local statistics. The neighborhood property is 

a common similarity among all the texture descriptions. So, 

we can define texture as an image feature which is 

characterized by the gray value or color pattern in a 

neighborhood surrounding the pixel. 
We can use many texture extraction tools or descriptors to 

extract texture feature. Using Wavelet transform is a recent 

trend in image processing. Although other texture descriptors 

like Gabor and MRSAR filters [9], [17] are popular but from 

the computational burden point of view, wavelet transform 

performs better than other texture descriptors. Gabor filters are 

found efficient in capturing the strong ordered or coarser 

texture information while MRSAR filters works well in 

capturing weak ordered or finer texture details. Wavelet 

transform, on the other hand, is found to be efficient in 

capturing both the coarser and finer texture information 
simultaneously with lesser computational burden. 

Having been inspired by Islam et al’s [10] work, where 

they used Haar wavelet transform and found promising results 

in capturing texture information, we have decided to utilize 

Daubechies wavelet transform, which is more accurate in 

discriminating texture. The Daubechies wavelet transform is 

named after its inventor, the mathematician Ingrid 

Daubechies. The Daubechies D4 transform has four wavelet 

and scaling function coefficients. 

 

C. Finding The Number of Components 

We have tried several data clustering approaches to 
identify the number of components automatically but most of 

them have been found inappropriate for handling image data 

properly. A few of them are found incapable to handle data 

having corrupted values as many pixels may not have true 

values for some attributes while few of them are not 

performing well in handling discrete data like image data. 

SNOB [2], [3], a Minimum Message Length (MML) based 

unsupervised data clustering approach is free from this sort of 

difficulties and has been found more effective in handling 

noisy color image data that have a diverse varieties of faults 

and imperfections.  
In general SNOB has been found more or less effective in 

identifying the number of components in an image but 

sometimes it produces spurious results due to its limitations to 

handle some imaging artifacts like noise, shadow, and 

intensity inhomogeneity. In order to remove this difficulty of 

SNOB, we utilize the technique Ensembles of Clusterings. We 

use SNOB as a starting point for getting multiple clusterings 

based on which Ensembles of Clusterings produce a 

consolidated clustering. The procedure we have followed for 

determining the number of components is as follows: produce 

multiple clusterings for different parameter values and select 

the stable solution found in the plot of the number of clusters. 
The convergence criteria or number of iteration of MRF model 

is the only parameter that we have varied to get multiple 

clusterings. 

 

E: Segmentation of Image Using the Newly Developed 

MSVFMM Model 

Now, we put these color and texture features into our 

newly developed MSVFMM, where in the beginning, color 

and texture features are extracted from the input image using 

the CIE-Luv color space and Dabechies wavelet transform. 

Now, the data are fed into MRF model to capture the 
neighborhood influence among the neighboring data or pixels 

on the basis of these six features.    

After incorporating the neighborhood relationship among 

the neighboring data, the K-means algorithm determines the 

centers of the clusters for each component of the image. Then 

ISLAM ET AL. 378



the Expectation Maximization (EM) algorithm is used for 

estimating the model parameters. In fact, model parameter 

estimation and segmentation of pixels will run simultaneously 

within MAP estimation under Markovian framework. Finally, 

MAP will classify the pixels of the input images into different 

pixel classes on the basis of color and texture features. As a 
result, regions are obtained where there is a discontinuity in 

either color or texture. Here, the function MAPQ  plays a 

crucial role in determining the actual membership of a class. 

In fact, the color and texture features of pixel directly 

influence the maximization of the MAPQ  function. That means 

every individual feature has some influence on the 

maximization process of the MAPQ  function. Some features 

have greater influences while others have minimum effect. If 

the influences of some particular features are greater than that 

of others in the maximization process of the MAPQ  function 

for a particular pixel then the clustering of that pixel is greatly 

influenced by those particular features. 
 

IV. RELATED  PREVIOUS WORK 

 

Kato & Pong proposed a segmentation technique for color 

textured images based on Markov Random Fields using color 

and texture features [6]. The proposed approach is supervised 
in nature. As such, no model parameter estimation technique 

has been used and the number of components was selected 

manually. In 2003, Kato, Pong, and Song  proposed another 

color and texture feature based algorithm using a multi-layer 

MRF model for unsupervised segmentation that automatically 

estimates the number of components in the Gaussian mixture 

and the associated model parameters by introducing a 

mathematical term to the energy function of each layer [7]. 

Four-paged paper does not provide enough description about 

how it estimates the number of components.  Further, Kato & 

Pong proposed another similar algorithm where they used 
color and texture feature. They utilized the EM algorithm for 

estimation of the model parameter but they set the number of 

components (pixel classes) manually [5]. Panjwani & Healy 

proposed another unsupervised segmentation approach, where 

Agglomerative Hierarchical Clustering has been utilized for 

pixel segmentation and a maximum pseudolikelihood scheme 

for model parameter estimation [8]. No technique has been 

applied for determination of number of components. 

Ray & Turi [11] proposed an unsupervised color image 

segmentation approach using K-means where they employed 

Inter-Class and Intra-Class distance measures for pixel 
classification. This is a color feature based approach where 

they did not consider texture features and neighborhood 

relationships among pixels. Yiming et al. [12] suggested 

another unsupervised color image segmentation approach on 

finite mixture model where they employed Minimum Message 

Length (MML) principle for finding the number of 

components in images and Maximum Likelihood Estimate 

(MLE) for pixel classification. This is also a color feature 

based approach where neither texture feature nor has 

neighborhood relationship been considered.  

Deng & Manjunath [13] proposed another unsupervised 

color image segmentation approach that is mainly focused on 

color image segmentation using both edges and region-based 

approach. This approach is commonly known as JSEG 

approach.  

Very recently, Islam et al. [10] proposed an unsupervised 
image segmentation approach where they used a Spatially 

Variant Finite Mixture Model (SVFMM) under a multiplanner 

framework for color image segmentation purpose. SVFMM 

utilizes Maximum a Posteriori to segment an image into 

different classes or segments. Here, CIE-Luv color space and 

Haar wavelet transform are used to extract color and texture 

features respectively from an image.  SNOB and Ensembles of 

Clusterings are combined to get a robust automatic tool for 

finding the number of components in an image. 
 

V. WHAT’S NEW IN OUR PROPOSED APPROACH 

 
Our approach is different from previous work in a few 

major ways. Approaches based on the SVFMM as proposed in 

other works [1], [4] have been applied on gray level images 

only, whereas we have developed a new multidimensional 

model to make it applicable for color and textured images. 

Further, those approaches are based on color features only. 

The algorithms as proposed in other previous work [5], [6], [7] 

are based exclusively on MRF model that uses Gabor and 

MRSAR texture descriptors to extract texture features. Here, 

the authors did not use any Finite Mixture Model in their 

approach rather they directly applied the MRF model in their 

algorithms, which makes their algorithm computationally 
more expensive. Further, these existing approaches are greatly 

influenced by similarity in color only.  

We have seen few unsupervised color image 

segmentation approaches. Among them, Kato, Pong, and   

Song, [7] has introduced the unsupervised technique for 

determining the number of pixel classes. So far, the authors 

have applied this approach on 3 images only out of which 2 

are synthetic color images. The only natural color image they 

used is a very simple image that has only one object on a 

background. Further, we have not seen any continuation work 

so far on this particular approach.  So, we can not consider this 
approach as a general approach for a wide variety of color 

images. Yiming et al. [12] approach is good for small 

applications and simple images. Deng & Manjunath’s [13] 

JSEG approach has been found to be more effective and 

robust in small applications and simple images.  

In this particular work, we utilize the robust technique as 

used in Islam et al’s work [10] to identify the number of 

components in an image. We also use the CIE-Luv color space 

for color feature extraction. They used Haar wavelet transform 

for texture feature extraction. We use Daubechies wavelet 

transform instead of Haar wavelaet transform in a bid to make 
the proposed approach more sensitive to texture. Further, 

Daubechies transforms are yet to employ as a texture 

descriptor under Markovian framework. The other significant 

difference between Islam et al’s [10] approach and our 

proposed approach is, they utilized the SVFMM under a 

multiplanner framework so that it can act as a 
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multidimensional model. Further, SVFMM was not a 

complete model for image segmentation. The SVFMM has 

been utilized for pixel classification purpose only. Other tools 

for preprocessing of data like color and texture descriptors and 

the tool for identifying the number of components were kept 

outside the segmentation model. In our proposed approach, we 
combine all of them in a nutshell, and name it 

Multidimensional Spatially Variant Finite Mixture Model 

(MSVFMM) that can act as a complete and independent color 

image segmentation tool. 
 

VI. DISCUSSSION ON EXPERIMENTAL RESULTS 

 

In our experiment, we have sourced our images from the 

Barkeley Segmentation dataset [14]. We have compared our 

proposed approach with another similar color image 
segmentation approach proposed by Islam et al. [10].  Our 

approach has been tested on a wide variety of natural images 

and found promising results but we could not present these 

results here due to space constraint. 

In Fig. 1, a comparison has been shown. In the top image, 

it is clearly evident that there are some sorts of over 

segmentation in the result as obtained from the existing 

approach while on the other hand, the proposed approach has 

done the job perfectly.  In the middle image, again we have 

experienced over segmentation with the existing approach. It 

failed to segment properly the surrounding portion in the 
background.  

 
            

Fig. 1. Comparison of Segmentation Results. 

In the third image, results show that the proposed 

approach clearly outperformed the existing approach in terms 

of segmentation accuracy. Better results as obtained with the 

proposed approach are due to its better texture discriminating   

ability that is what expected with the daubechies wavelet 

transform. Haar wavelet, on the other hand, miserably failed to 

discriminate textures in few areas in the images, where 
textures are relatively complex. It is clearly evident from the 

comparison of results that our proposed approach is able to 

segment an image into its constituent objects in a more 

meaningful manner than the existing approach.  
 

VII. CONCLUSION 

 

We have proposed a novel MSVFMM based approach 

that employs Daubechies wavelet transform for texture feature 

extraction, which eventually makes the approach more 

sensitive to the texture and thus able to perform better than the 

existing approach that employs Haar wavelet transform in 

SVFMM model. The proposed approach can successfully 

segment relatively complex color images with greater 

accuracy. Future work will focus on comparison of this 

approach with similar MRF based approaches,   where other 
color and texture descriptors (especially Gabor and MRSAR) 

have been used. 
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Abstract – Education in the recent years has received a lot of 
attention both from the academicians as well as the policy makers. 
Specifically in India a lot of new initiatives have been 
implemented but unfortunately the results have not been very 
encouraging. This has necessitated the presence of some sort of 
quality assessment system at the grass-root level. In this paper we 
have looked at one such recent initiative by the Karnataka State 
Government. We have further critically analyzed the working of 
this organization comparing it with the similar initiatives in the 
developed countries. Finally we have proposed a novel technology 
based assessment system which integrates different information 
flows into an overarching central information reservoir or 
information system. The ultimate motive is to mitigate the 
inefficiencies and deficiencies of the existing system and in the 
process create a system which ensures learning and development 
of students – the oft forgotten primary beneficiaries. 

 

I. INTRODUCTION 

As India transitions into a knowledge economy, education 
both at the primary and at the higher level is receiving 
increasing attention from academicians as well as the policy 
makers. Not only various new initiatives being designed and 
implemented but also a dedicated resource base is being 
allocated to the education sector. The planned spend on the 
education sector by the government has grown five folds in 
less than a decade. The ingenuity of the policy makers is not 
restricted to the new initiatives like Sarva Shiksha Abhiyan and 
Mid Day Meal Program but rather extends to the tax 
regulations which require the Indian citizens to pay an 
education cess used to fund various new educational schemes. 
But unfortunately these initiatives have not been very 
successful in terms of meeting the expectations of the policy 
makers or the common man in India. This has necessitated the 
presence of a quality assessment system which would not only 
provide a check for the quality of education being imparted to 
the students but also provide a measure for evaluating the 
success of the various new initiatives. 

    
In this paper we present the case of KSQAO (Karnataka 

School Quality Assessment Organization) a novel initiative by 
the Karnataka Government. We further refer to a few examples 
of how quality assessment in education is happening across the 
world and what are some of the best practices. Finally we 
develop and present a novel technology based solution that 
ensures removal of various inefficiencies in the existing system 

with the ultimate aim of providing efficient learning 
opportunities to the students – the eventual beneficiaries.  

 

II. KSQAO – CASE STUDY 

A. Karnataka School Quality Assessment Organization (KSQAO) 

 
Karnataka School Quality Assessment Organization was 

established by the government of Karnataka in May 2005. Set 
up under the purview of department of education, its primary 
aim was to assess the quality of education being imparted in 
the schools of Karnataka. The definition of quality is not 
restricted to the level of learning of the students and includes 
additional parameters like enrollment of eligible students, their 
attendance and long term retention etc., parameters that are 
considered crucial for a successful educational initiative. The 
objectives established for KSQAO although many, in essence 
require it to assess the learning outcome of the students and 
provide the various reports and analysis to the: 

 
1.) Parents and the common man at large to create awareness 

regarding importance of quality education for the society. 

2.) Planners and policy makers, to help them design the right 
initiatives to aid continuous enhancement of quality of 
education. 

3.) Schools and various functionaries in order to promote 
self analysis and transformation of the class room environment 
to aid enhanced learning for the students [4]. 

To achieve these objectives KSQAO has not only developed 
a comprehensive assessment process, it has also taken various 
initiatives to motivate the teachers and various nodal 
functionaries through training programs, awareness workshops, 
providing course material etc. The actual assessment process 
consists of the following phases: 

 
1.) Program Development: An assessment program is 

developed by the state core committee. This includes taking 
decisions like which schools, grades etc. would be included in 
the assessment and what modes of assessment would be 
employed etc. 

2.) Question Paper Development: Once the strategic 
decisions have been taken, a team of teachers and District 
Institute of Education and Training (DIET) scholars is put into 
place for creating questions for the assessment. A review 
committee then reviews and finalizes the question papers. Pilot 
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tests are conducted in a few schools to check the veracity of 
these papers which undergo another churn before being 
finalized for the state wide assessment. 

3.) Administration of the Assessment: Task forces 
constituting DIET scholars, teachers and principals along with 
volunteers from philanthropic organizations like Akshara 
Foundation and Azim Premji Foundation are created at the 
block and cluster level.  

4.) Evaluation of the Answers: A team of four evaluators is 
assigned to each school which is responsible for evaluating and 
grading the answer sheets. These evaluated sheets are then 
scanned to save the information in the digital form on the 
central servers. 

5.) Analysis and report generation: Compiled data is then 
analyzed in order to understand the performance at different 
levels e.g. state, district, cluster and school level. School and 
cluster level report cards are generated and sent to the schools 
while a state level report is sent to the policy makers and 
uploaded on the KSQAO website for general viewing [4]. 

 

TABLE I 
PERCENTAGE OF STUDENTS WHO CLEARED THE ASSESSMENT TESTS 

 
 

B. Areas of Concern 

 
Although the whole setup appears to be well thought out 

once we started looking at it in more detail we came across a 
few areas of concern:  

1.) Actions are not in-line with the Objectives: KSQAO 
has recently undertaken the task of distributing teachers with 
activity guide books to help them prepare their students for 
KSQAO. I feel that this defeats the very purpose of the 
assessment. The end objective is to provide the policy makers 
with a realistic picture of the outcomes of their past initiatives 
and if possible provide them with an insight into the problems 
at the grass-root levels to help them develop better initiatives. 
Even otherwise if the objective is to improve the quality of 
learning of a student, a better solution would be to help 

teachers improve the classroom activities and provide them 
with regular feedback on the learning outcomes of students 
rather than to coach them for just one specific exam like 
KSQAO.  

2.) Assessment is conducted by people affected by its 

outcome – Teachers: Although KSQAO has tried its best to 
make teachers aware of the fact that this assessment does not 
have any bearing on their job or career prospects, but the 
teachers remain skeptical. And their reasons are quite valid. 

Even though KSQAO does not take any action good or bad, 
against any teacher based its assessment, the assessment results 
are used by the officials of the education department to 
compare schools. Schools and sometimes teachers are asked to 
justify their poor performance. This creates a lot of pressure on 
the schools and motivates them to adopt malpractices (despite 
shuffling of teachers) to ensure that their students perform well 
in the KSQAO assessment. 

3.) Assessment process is vulnerable to malpractices: 

Although some thought has been given to build a robust 
assessment process, this objective is far from being achieved. 
There have been instances when students of a higher grade are 
made to write the test for the lower grade’s assessment or 
teachers helping the students during the test or easiest of all 
teachers allowing students to cheat during the assessment. 
Conducting the assessment on a pre announced date and using 
the same set of question papers across different phases (phases 
are inevitable given the sheer size of the state) rather add to the 
malpractices woes of KSQAO. Even the evaluation is manual 
leaving a lot of room for human error either intentional or 
unintentional. 

 

III. EXISTING BEST PRACTICES 

 
Given that KSQAO is still young we felt that a good starting 

point for our work and subsequent recommendations would be 
to look at the existing best practices across the world, 
especially the developed countries like US and UK were a lot 
work is happening in this field. Further our research showed 
that work in this area had been prominently in two areas, one 
pertaining to the definition and measurement of quality as 
applied to education and the other pertaining to the actual 
assessment and its relevance to learning - the end objective. In 
the subsequent paragraphs we discuss some examples and best 
practices which we felt might be useful to our discussion.  

 
1.) Bloom’s Taxonomy: Although the efficacy of Bloom’s 

taxonomy is much debated we found that it is still one of the 
most well established forms of assessment of learning. The 
taxonomy provides a hierarchically inclusive form of 
assessment where one level subsumes all the levels below it. 
These six levels in ascending order are Knowledge, 
Comprehension, Application, Analysis, Synthesis, and 
Evaluation. The implication for our work is to ensure that the 
assessment does not restrict itself to evaluating rote learning. 
Only when comprehension is complemented by application 
and thinking we can assume learning. This kind of evaluation 
also provides significant insight into the areas that require 
strengthening when it comes to student’s learning. 

2.) Alverno College – Case Study: Assessment in this 
college situated in Milwaukee is more a part of learning than 
actual evaluation. The term that experts associated with such 
assessment is horizontal integration. In this the assessment is 
strongly coupled with the other facets of education namely 

Years/Grades Class 2/3 Class 5 Class 7 

2005-06 67 49 48 

2006-07 73.6 59.6 62.7 

2007-08 - 70.8 71.28 

POPLI AND CHOUDHARY 382



curricula design and teaching. Assessment in this case forms an 
integral part of daily classroom activity. The implication for us 
is that maybe it is not a good idea to look at assessment in 
isolation. This is somewhat in line with the Total Quality 
Management (TQM) business philosophy often used in 
corporate settings. 

3.) Total Quality Management: A few researchers have 
tried to apply the TQM concepts widely used in the corporate 
world to schools. A specific case is the application of EFQM 
(European Foundation for Quality Management) framework to 
Pen y Dre school in US. This implied that quality was 
explicitly made a part of schools vision, its rules and 
regulations and in the teachers and staffs code of conduct [5,6]. 

4.) Educational Quality: Some researchers have 
concentrated on the very initial stuff like the definition of 
quality itself as it applies to education. Education is considered 
to meet the quality standards when it successfully provides the 
student with the skills that enable him/her to lead a better life 
both in monetary and values terms.  

 
There are various such examples which can be quoted but 

what we have tried to establish through the few above 
examples is simply that:  

 
Assessing quality of education through a single annual exam 

is probably not the best way of doing it. Quality assessment 
should be an overarching process which takes into account the 
different aspects of learning and classroom experience of a 
student. Hence assessment should be a continuous process 
much more closely tied with the overall learning process [1.2]. 

   

IV. RECOMMENDATIONS 

Our recommendations can be broadly classified into three 
categories, each pertaining to an important phase of the 
assessment program namely creation of the assessment 
program its implementation and finally the generation of 
outputs or reports.  

 
1.) Assessment development phase: As per our earlier 

discussion we feel that radical changes are required in this 
phase. It is important to create alternative means for integrating 
assessment with other learning activities. Further the activities 
that are used for assessment, the questions asked etc. each of 
these might significantly affect our outcomes, hence it is 
important that expert educationists’ services are employed for 
the development of better means of evaluation. Best practices 
like the ones described in the previous section can be yet 
another way of addressing this issue. 

2.) Assessment implementation phase: First and foremost 
it is important to segregate teachers from the assessment 
process. There are multiple ways in which this can be 
achieved. One alternative could be to outsource the on the 
ground assessment to a private player. This would ensure that 
the assessment would be free from dependency on teachers as 

well as the limitations of a government body like bureaucratic 
delays etc. But given the budget constraints of the government 
it may be required to develop means in which a Public Private 
Partnership can be set up in a mutually beneficial manner like 
cross subsidizing of one deal through another deal.  For 
example, a private player would not only get access to the 
various Government departments and hence would become a 
preferred partner for various highly profit making school 
upgrade initiatives being taken by the Government. At the 
same time he would also get an understanding of the grassroots 
level problems and hence would be able to propose much 
better solutions again ensuring highly profit making contracts 
for remedial solutions. 
Another alternative is to leverage the large graduate student 
bodies like NSS and NCC students for the assessment as well 
as the evaluation of papers. This again would ensure an 
unbiased assessment process while maintaining cost 
effectiveness. This alternative would require a new set of 
students to be trained every year (5-10 days of training/year). 
One might argue on two issues that might arise, one is the extra 
cost of training and the other is the credibility of these students. 
The first problem can be countered easily as conducting a test 
does not require much training and since evaluation is key-
based, these extra costs would be marginal. This makes the 
system more reliable because teachers would not be involved 
in the process. The second issue is also countered in the way 
that the students would change every year hence no previous 
year biases would affect the results. Further if an OMR based 
assessment system is put into place then it would automatically 
take care of the evaluation part as the OMR sheets can be read 
directly by a reader attached to the computer which in turn 
would evaluate the responses. This would also take care of any 
human errors which may occur due to manual evaluation. 
 

The third alternative is to leverage technology. We propose 
the use of a handheld device for the assessment process. This 
device which looks similar to the Leapster handheld gaming 
device popular in US would contain a large pool of questions 
and each student would be presented with a unique question 
paper randomly generated every time. The device would record 
the student’s responses and communicate the same to the 
central server. Further this device would also contain the 
biometric information for the identification of students. This 
device would mitigate the possibilities of human error as well 
as malpractices while at the same time prove cost efficient in 
the long run. 

Another important concern is the announced nature of the 
assessment which allows the teachers to coach their students 
for the assessment. The tests dates should be made 
unpredictable in order to ensure the students are not coached 
and the results represent the true picture. 

3.) Results and reports phase: It is of utmost importance 
that the analysis conducted and reports generated by KSQAO 
are in-line with the expectations of the target audience. 
Presently KSQAO publishes an exhaustive annual report which 
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might be too much of an information for some (like the policy 
makers and planners) and too less for some (like researchers). 
Hence KSQAO should adopt a multi level reporting format by 
leveraging upon organizations like National University of 
Educational Planning and Administration (NUEPA), which are 
pioneers in information management methodologies. 
Subsequently the analysis would also differ in order to feed 
relevant data to each kind of report. Further I feel that reports 
should be more proactive in the sense that instead of providing 
mere facts and figures they should provide recommendations 
as well a preliminary analysis indicating expecting outcomes of 
these recommendations. 

 
 

V. CONCLUSION 

 
KSQAO is a unique initiative started by the Karnataka State 

and the success it has achieved in the past 3 years is highly 
commendable. But there still remain some areas of concern 
which are stopping KSQAO from meeting its objectives. The 
various alternatives that this paper presented, like PPP based 
outsourcing model, handheld based technology solution and 
using NCC and NSS students for the assessment etc. are aimed 
at reducing the malpractices in a cost effective manner and 
hence ensure that KSQAO is able to produce results closer to 
reality.  

A positive step being introduced in response to providing 
quality learning is KSQE (Quality Education). In the long run 
it hopes to see development beyond work towards an 
integrated learning and assessment system by adopting 
participatory processes involving different officers at all levels 
- members from teaching community, school department and 
monitoring committee members and members from civil 
society organizations. One needs to only put consistent effort 
towards achieving meaningful school reform to make schools 
work so that they churn out future citizens of our nation. 
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Abstract-At present, most of marine engine room simulators 
(MERS) in the world are based on networking technology. But 
such MERS needs much money and large space to install and use. 
So it can not meet the demand of the training individually in 
spare time for the crew. So a simulation system of a PC-Based 
marine propulsion plant has been developed for training. In this 
paper, a transient simulation model for large marine propulsion 
system was proposed. At the same time, the marine propulsion 
plant control, fuel system, cooling water and etc are also 
developed in the simulation system. The model is a modularized 
structure and the modules describing system’s components can be 
added to it easily. And related subsystems of marine propulsion 
plant are also established in this simulation system. The 
simulation experiments demonstrate the steady and dynamic 
results matching properly the voyage trial ones. The model can be 
used for marine propulsion plant performance analyzing and 
prediction.  

I. INTRODUCTION 

For marine engine room simulator(MERS) has been listed in 
the Convention of STCW 78/95 as one of the essential 
conditions of crew training by International Maritime 
Organization (IMO), MERS has been a necessary equipment 
for modern navigation education and crew training.  

The research of MERS was initiated in 1960s. In recent 
thirty years, MERS was developed very fast and it has become 
a mature technology. At present most of MERS in the world 
are based on networking technology, which is composed of 
many computers that realize different functions of different 
systems. But the simulation system based on networking 
technology not only need vast resources such as large space 
and much money, but also is inconvenient to install and use. So 
it is unfit for crew to understand the related knowledge of the 
diesel engine and to make a practice individually in spare time. 

 The simulation system of a PC-based diesel engine could be 
used as a necessary complement of MERS based on 
networking technology. And it is suitable for the crew to be 
familiar with the operation of system, to comprehend all the 
systems of the diesel engine, to complete the related 
knowledge training. Its has advantages of lower investment, 
less occupied space, lower requirement of system 
configuration, more clear system structure, easier to install and 
use. The simulation system, which can meet the need of 
practice individually in spare time, is one of the most important 
parts of marine engine operation training.   

II. DIESEL ENGINE PROPULSION SYSTEM MODEL 

A. Marine Propulsion Plant Model 

Fig.1. shows the block diagram of the marine propulsion 
system mathematical model.  

The dynamic characteristics of diesel engine speed are in the 
left of Fig.1. And the diesel engine speed can be calculated by 
the following differential equation. 

 

propshaft MM
dt

dn
I −=

30

π
                           (1) 

 
Where I is the equivalent inertia moment of power plant 

(considering the effect of incidental water), n is the speed of 

diesel engine, shaftM is the output torque, propM is the loading 

torque of the propeller.  
The dynamic characteristics of hull are in the right of Fig.1. 

Ship hull motion equation should be 3-d motion equation. To 
simplify model, only consider the motion of x direction and 
rudder angle is zero, so the equation of ship motion is as 
follows: 
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Where shipm and wm are the ship mass and additional water 

mass; 
propT is the effective thrust of the propeller; shipR is the 

hull resistance. 
A regression algorithm is used to calculate the propeller 

thrust and torque in order to avoid complex calculation of the 
propeller’s characteristics.  

Define β  is 

 

a rc ta n ( )

1

V
a

k n D
β

π
=

                                           (3) 

 

Where aV is the propeller’s advance; D  is the diameter of 

the propeller; 1k is coefficient. 
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Fig.1.   Block diagram of the marine propulsion system mathematical model 

 

So the propeller thrust coefficient TC ∗ and torque 

coefficient QC ∗  in open-water could be calculated by using 

equations as follows: 
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And the calculation equations of the propeller’s effective 

thrust 
propT and loading torque propM  are given as following: 
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Where ρ is seawater density; t  is thrust deduction fraction 

coefficient; 1K  and 2K  are correction coefficients which are 

influenced on by navigation condition; 2k  is coefficient; 

While the propeller’s effective thrust, loading torque and 
hull resistance are calculated, the influence of various 
disturbances (e.g. wind, wave, shallow waterway, narrow 

waterway and etc.) also need to be considered; 1k in (3) 

and 2k , 1K  and 2K  in (6), (7) are the coefficients that are 

influenced on by navigation condition. Thus, the dynamic 
characteristic of propulsion power plant under rough sea 
condition could be realized to meet the need of simulation 
system. 

B. Main diesel engine model  

Fig.2. shows block diagram of a low-speed two-stroke diesel 

engine quasi-steady model [1-3]. Based on the modeling 
method of quasi-steady, diesel engine could be decomposed to 
turbocharger (including air compressor and exhaust turbine), 
air cooler, scavenge box, cylinder, exhaust pipe and etc. And 
the models of those modules are established [4]. 

 

 
Fig. 2  Block diagram of the diesel engine model 

 

C. Marine Propulsion Control System Model 

Auto Chief 4(AC4) is diesel engine fixed-pitch propeller 
propulsion control system, which has features of strong 
currency, stability, reliability, convenient operation, developed 
by Company Norcontrol Automation AS in Norway. And it is 
widely used on merchant ship in the world.  

DGS 8800eType digital governor system is the key of AC4 
propulsion control system. The model of digital governor 
system includes a regulation of main engine speed by PID 
regulating algorithms and a load controller (scavenges pressure 
limiter, torque limiter and manual limiter). And Fig.3 is 
simulation model diagram of DGS 8800e digital governor.  

 

 
Fig. 3 Simulation Model Diagram of DGS8800e Digital Governor 

 

From the diagram, the model of DGS 8800eType digital 
governor mainly includes the module of setting speed 
restriction, the module of acceleration and deceleration 
restriction, the module of critical speed restriction, the module 
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of starting setting, the module of PID controller, the module of 
manual fuel setting, the module of load restriction, the module 
of compensation, the regulator servomechanism and etc. 

D. Subsystem Model 

A variety of subsystem models have been updated /extended 
or numerically configured. The models included: 

a) Fuel oil system model 
b) Lubrication Oil system model 
c) Cooling water system model 
d) Compression air system model 
e) Boiler and Steam system model 
f)  Bilge Oil and bilge water system model 
g) Purifier system model 

III. REALIZATION OF SIMULATION SYSTEM 

Based on the modularized modeling method, the whole of 
simulation system is decomposed into different function 
modules. And the models of the main diesel engine and marine 
propulsion system , main engine control system, compressed 
air system, fuel and lubrication oil purification system , fuel oil 
system, lubrication oil system, cooling water system, patrolling 
and alarm system, steam system and etc. are established; And 
the corresponding simulation interfaces are also realized. Fig.4 
shows block diagram of simulation system.  

 

 
Fig.4.  Block diagram of the simulation system 

 
While designing the program, in order to reduce overhead of 

memory, to lighten the tasks of CPU and to realize real time 
simulation, the simulation interfaces all use the frame structure 
with single document and single view. Every operation 
interface has its own view, which is switched through the 
function of switching view in main frame. When a view is 
switched, the view is not just hidden (if being hidden, the view 
will occupy the resource of memory), it is destroyed. So there 
is only one view in memory, thus is more effective in saving 
memory, improving processing speed and reducing the 
requirement of the configuration of a PC. So it meets the 
requirement of the designing based on a PC.  

The interfaces of DGS8800e digital governor operation 
panel and engine control room are shown in Fig.5 and Fig.6. 

 
Fig.5.  DGS8800e digital governor operation panel 

 
 

 
Fig.6  Engine control room unit 

 

Fig.7 shows dynamic simulation interface of the Pneumatic 
maneuvering system of main diesel engine. Operator can fulfill 
stand-by, opening or closing the valves as well as watching 
dynamic processes of the starting, reversing and stopping the 
main diesel engine. 

 

 
Fig.7. Pneumatic maneuvering system of main diesel engine 
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IV. RESULTS OF SIMULATION  

MAN B&W 10L90MC diesel engine, which is the main 
propulsion power plant of the fifth 5446ETU large container 
ship “Cosco Rotterdan”, is chosen as the object for the 
simulation. Principal specifications of the diesel engine are 
given in table I. and the propeller particular is presented in 
table ɉ. 

 
TABLE I 

PARTICULARS OF DIESEL ENGINE 

Type MAN B&W 10L90MC 

Number of cylinders 10 
Cylinder diameter 0.9 m 

Stroke 2.916 m 
Connecting rod length 3.510 m 

Compression ratio 17.8 
MCR speed 82 r/min 
MCR power 43100 kW 

Max. combustion pressure 13.5-14 MPa 
BMEP 1.74 MPa 

Fire order (for Ahead) 1-8-7-3-5-9-4-2-10-6 
Turbochargers 3 NA 70/T9018 

 
TABLE ɉ 

PARAMETER OF THE PROPELLER 

Number of blades 5 
Diameter 9.200 m 

Pitch(at 0.7R) 9.657 m 
Exp. Area 44.4  m2 

 
A regression algorithm is used to calculate the propeller 

thrust and torque in order to avoid complex calculation of the 
propeller’s characteristics. Fig 8 shows the results of the torque 
coefficient QC  and thrust coefficient TC . 

 

 

Fig.8 Relation between torque coefficient QC , thrust coefficient TC  and β  

Steady-state simulation runs at 100.8%, 90.8%, 75.4%, 

70.6% and 50.5% loads were performed. The results derived 

from the steady-state simulation were that the engine steady-

state performance is predicted with enough accuracy to allow 

the simulation of transient phenomena with confidence (fig.9). 

 

 

Fig. 9  Comparison of experimental results to simualtion: steady-state several 
loads 

 

As an example, the case the engine ahead running initially 

at 84 rpm with ship speed 27 knots suddenly reverse to crash 

astern will was chosen and calculated. The results of the crash 

astern prediction are given in Fig.10. These include the ship 

speed, the ship sailing distance and the engine speed. The 

simulation results show the simulation results are well accord 

with the trail voyage data. 

 
Fig.10 Results of the transient simulation at crash astern operation condition 
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Transient simulation runs were performed. In the first run, 

changes in the engine speed setpoint from 84 to 40 rpm and 

from 40 to 84 rpm were applied at the 10th and 60th second of 

the run, respectively. The results of transient simulation runs 

are given in Fig.11.  

 

 
Fig.11 The transient simulation-change in engine speed setpoint from 84 to 40 

rpm and from 40 to 84 rpm 

 

V. CONCLUSIONS 

1) A real-time simulation model of a large low-speed two-
stroke marine diesel engine and the propeller is proposed. And 
the results of simulation under different working conditions are 
given in the paper. The simulation experiment shows that the 
model reflects the dynamic and steady-state characteristics 
accurately. 

2)A simulation software of marine propulsion plant based on 
a personal computer is developed, which includes main engine 
system, marine propulsion control system, compression air 
system, Purifier system, fuel oil system, lubrication oil system, 
cooling water system, patrolling and alarm system, steam 
system and etc. 

The simulation system of a PC-based marine propulsion 
plant could be used as the reinforcement of MERS based on 
networking technology. It has advantages of lower investment, 
less occupied space, lower requirement of system 
configuration, easier to install and use. The simulation system 
can meet the need of practice individually in spare time, and is 
suitable for the crew to complete the related knowledge 
training. 
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Abstract— This work deals with optimization of the control 
of chaos by means of evolutionary algorithms. The main aim of 
this paper is to show that powerful optimizing tools like 
evolutionary algorithms can be in reality used for the 
optimization of deterministic chaos control. This work is aimed 
on explanation of how to use evolutionary algorithms (EAs) 
and how to properly define the cost function (CF). It is also 
focused on selection of control method and the explanation of 
all possible problems with optimization which comes together 
in such a difficult task, which is chaos control. Five new 
approaches for constructing the cost functions leading to 
satisfactory results are presented here. These cost functions 
secure fast and precise stabilization of chaotic system. As a 
model of deterministic chaotic system, the one dimensional 
logistic equation was used. The evolutionary algorithm Self-
Organizing Migrating Algorithm (SOMA) was used in four 
versions. At the end, the brief overview of most important 
results is also presented. 

I. INTRODUCTION 

urrently, evolutionary algorithms (EA) are known as 
powerful tools for almost any difficult and complex 

optimization problem. But the quality of obtained through 
the optimizations mostly depends on proper design of the 
used cost function, especially when the EAs are used for 
optimization of chaos control. It is well known that 
deterministic chaos in general and also any technique to 
control of chaos are sensitive to parameter setting, initial 
conditions and in the case of optimization they are also 
extremely sensitive to the construction of used cost function. 
This research utilized the Pyragas’s delayed feedback 
control technique [1], [2]. Unlike the original OGY control 
method [3] it can be simply considered as a targeting and 
stabilizing algorithm together in one package [4]. Another 
big advantage of Pyragas method is the amount of accessible 
control parameters. This is very advantageous for successful 
use of optimization of parameters setting by means of EA, 
leading to improvement of system behavior and better and 
faster stabilization to the desired periodic orbits. Some 
research in this field has been recently done using the 
evolutionary algorithms for optimization of local control of 
chaos [5], [6]. Also the question of targeting (faster 
stabilization) with application to chaos control has attracted 
the researchers. The several first approaches for targeting 
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have used special versions of OGY control scheme [7], [8] 
or collecting of information about trajectories, which fall 
close to desired state [9]. Later, lots of methods were based 
on adaptive approach [10], center manifold targeting [11] or 
neural networks [12], [13]. 
The control law in this work is based on Pyragas method: 
Extended delay feedback control – ETDAS [14]. This 
research is a continuation of previous experiments with 
application of EA to chaos control [15 - 17].  

II. PROBLEM DESIGN 

The chosen example of chaotic systems was one-
dimensional Logistic equation in form (1). 
 

( )nnn xrxx −=+ 11  (1) 

 
The logistic equation (logistic map) is a one-dimensional 

discrete-time example of how complex chaotic behavior 

can arise from very simple non-linear dynamical equation. 

This chaotic system was introduced and popularized by the 

biologist Robert May [18]. It was originally introduced as 

a demographic model as a typical predator – prey 

relationship. The chaotic behavior can be observed by 

varying the parameter r. At r = 3.57 is the beginning of 

chaos, at the end of the period-doubling behavior. At r

 > 

3.57 the system exhibit chaotic behavior  

The example of this behavior can be clearly seen from 

bifurcation diagram – Fig. 1. 

 

 

 
 

Fig. 1. Bifurcation diagram of Logistic equation 
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Control 



This work is focused on explanation of application of EA 
for estimation of three accessible control parameters for 
EDTAS method to stabilize desired Unstable Periodic Orbits 
(UPO) and comparison of results for presented cost 
functions. Desired UPOs are following: p-1 (a fixed point) 
case and p-2 (higher periodic orbit – oscillations between 
two values). All simulations were 50 times repeated for each 
EA version to show and check robustness of used method. 
The control method – ETDAS in the discrete form suitable 
for one dimensional logistic equation has the form (2). 
 

( ) nnnn Fxrxx +−=+ 11  

( )[ ]nmnn xSRKF −−= −1  

mnnn RSxS −+=  (2) 

 
Where K and R are adjustable constants, F is the 
perturbation, S is given by a delay equation utilizing 
previous states of the system and m is the period of m-
periodic orbit to be stabilized. The perturbation nF  in 

equations (2) may have arbitrarily large value, which can 
cause diverging of the system outside the interval  
{0, 1.0}. Therefore, nF  should have a value between maxF− , 

maxF  and EA should find an appropriate value of this 

limitation to avoid diverging of system. 
 

III. THE COST FUNCTION 

Several unique designs of cost functions (CF) were 

developed and tested for stabilization of p-1 orbit (fixed 

point), and p-2 orbit. The CF has been calculated in 

general from the distance between desired state and actual 

system output. The minimal value of this cost function 

revealing the best solution is zero. The aim of all the 

simulations was to find the best solution that returns the 

cost function value as close as possible to zero. 

 

A. Basic CF 

This proposal of the basic cost function is in general 

based on the simplest CF, which could be used only for the 

stabilization of p-1 orbit. The idea was to minimize the 

area created by the difference between the required state 

and the real system output on the whole simulation interval 

– �i.  

But another cost function (CF) had to be used for 

stabilizing of higher periodic orbit. It was synthesized from 

the simple CF and other terms were added. In this case, it 

is not possible to use the simple rule of minimizing the area 

created by the difference between the required and actual 

state on the whole simulation interval – �i, due to the many 

serious reasons, for example: degrading of the possible 

best solution by phase shift of periodic orbit.  

This CF is in general based on searching for desired 

stabilized periodic orbit and thereafter calculation of the 

difference between desired and found actual periodic orbit 

on the short time interval - �s (approx. 20 - 50 iterations) 

from the point, where the first min. value of difference 

between desired and actual system output is found. Such a 

design of CF should secure the successful stabilization of 

higher periodic orbit anywise phase shifted.  

Furthermore, because of CF values being very close to 

zero, this CF also allows using of decision rule avoiding 

very time demanding simulations. This rule stops EA 

immediately, when the first individual with good parameter 

structure is reached, thus the value of CF is lower then the 

acceptable (CFacc) one. Typically CFacc = 0.001 at time 

interval �s = 20 iterations, thus difference between desired 

and actual output has value 0.0005 per iteration – i.e. 

successful stabilization for used control technique. This CF 

was also used for p-1 orbit. The CFBasic has the form (3). 

 

∑
=

−+=
2

1

1

τ

τt

ttBasic ASTSonpenalizatiCF  (3) 

 
where:  TS - target state, AS - actual state 

Ĳ1 - the first min. value of difference between TS 
and AS 

    Ĳ2 – the end of optimalizing interval (Ĳ1+ Ĳs) 
    penalization1= 0 if Ĳi - Ĳ2 ≥ Ĳs;  
    penalization1= 10*( Ĳi - Ĳ2) if Ĳi - Ĳ2 < Ĳs (i.e. late 

stabilization) 
 

B. Targeting CF Simple 

In this case study the simplest CF proposal outlined 

above was used. It is based on minimizing the area created 

by the difference between the required state (stabilized 

fixed point) and the real system output on the whole 

simulation interval – �i, thus this proposal of CF should 

secure fast targeting into the close neighborhood of p-1 

orbit and its stabilization. The CFSimple is given by (4). 

 

∑
=

−=

i

t

ttsimple ASTSCF

τ

0

 (4) 

 
where:  TS - target state, AS - actual state 
 

This CF was used only for optimization in the task of 

improvement of stabilization of p-1 orbit. Following 

proposal of CF NA was used for both p-1 and p-2 orbit. 

 

C. Targeting CF NA 

 
It was necessary to modify the definition of CF in order 

to decrease the average number of iteration required for 

successful stabilization and avoidance of any associated 

problem. The CFSimple is not suitable for adding any term of 

penalization for slowly stabilizing solutions, thus the CFBasic 
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was modified to use for all required UPOs. The CF value 

is multiplied by the number of iterations (NI) of the first 

found minimal value of difference between desired and 

actual system output (i.e. the beginning of fully stabilized 

UPO). To avoid problems associated with CF returning 

value 0 and to put the penalization to similar level as the 

non-penalized CF value, the small constant (SC) is added 

to CF value before penalization (multiplying by NI). The 

modified CFNA has the form (5). 

 

⎟⎟⎠
⎞

⎜⎜⎝
⎛

−++= ∑
=

2

1

1
τ

τt

ttNA ASTSonpenalizatiSCNICF  (5) 

 
where:  SC = 10-16 for p-1 orbit,  

SC = 10-8 for p-2 orbit 
 

D. Targeting CF Targ1 

The next proposal of CF design is based on the previous 

one with small change, which should avoid any problems 

with defining the value of small constant SC in advance 

(especially for stabilization of higher periodic orbit). The 

SC value (7) here is computed with the aid of power of 

non-penalized basic part of CF.  

In general, there exists two possible ways for applying 

the multiplication by number of iterations required for 

stabilization (NI). The first version of final design of 

targeting CF (CFTARG1) has the form (6). Here the sum of 

basic part of CF and automatically computed SC is 

multiplied by NI. Consequently, the EA should find the 

solutions securing the fast targeting into desired behavior 

of system.  
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SC = 10Expcf , Expcf = ⎟⎟⎠
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E. Targeting CF Targ2 

In the second version of targeting CF (CFTARG2), there is 

only slight change in comparison with the previous 

proposal. Here the number of steps for stabilization (NI) 

multiplies only the small constant (SC) which is counted in 

the same way as in the previous case (7) This version of 

targeting CF (CFTARG2) has the form (8) 

 

( ) ∑
=

−++⋅=
2

1

2 1
τ

τt

ttTARG ASTSonpenalizatiSCNICF  (8) 

 

F. CF Overview 

 
The results given by these five CFs (3) – (8) are outlined 

later. The difference between them can be clearly seen in 

Figs. 2 - 4, which show the dependence of CF values on 

the adjustable parameters K and maxF . From these figures, 

it is obvious that together with growing complexity of used 

CF, grows also the nonlinearity and unpredictability of CF 

surface. Thus this is the answer for the question why the 

EA were used. 

The illustrative examples related to CFTARG1 and CFTARG2 

are not presented here due to the close graphical similarity 

with CFNA (Fig. 4)  

 

 
 

Fig. 2. Dependence of CF value on parameters K and maxF for p-1 orbit, 

xinitial = 0.8, R = 0, CF Basic 

 
 

 
 

Fig. 3. Dependence of CF value on parameters K and maxF for p-1 orbit, 

xinitial = 0.8, R = 0.0180, CF Simple 
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Fig. 4. Dependence of CF value on parameters K and maxF for p-1 orbit, 

xinitial = 0.8, R = 0.4977, CF NA 
 

IV. OPTIMIZING ALGORITHM 

For the experiments described here, stochastic 

optimization algorithm SOMA [19] has been used. It was 

chosen because it has been proven that this algorithm has 

the ability to converge towards the global optimum. SOMA 

works with groups of individuals (population) whose 

behavior can be described as a competitive – cooperative 

strategy. The construction of a new population of 

individuals is not based on evolutionary principles (two 

parents produce offspring) but on the behavior of social 

group, e.g. a herd of animals looking for food. This 

algorithm can be classified as an algorithm of a social 

environment. To the same group of algorithms, particle 

swarm algorithm can also be put in, sometimes called 

swarm intelligence. In the case of SOMA, no velocity 

vector works as in particle swarm algorithm, only the 

position of individuals in the search space is changed 

during one generation, here called ‘Migration loop’. 

The rules are as follows: In every migration loop, the 

best individual is chosen, i.e. individual with the minimum 

cost value, which is called “Leader”. An active individual 

from the population moves in the direction towards Leader 

in the search space. At the end of the movement, the 

position of the individual with minimum cost value is 

chosen. If the cost value of the new position is better than 

the cost value of an individual from the old population, the 

new individual appears in new population. Otherwise the 

old one remains for the next migration loop. 

 

V. EXPERIMENTAL RESULTS 

Four versions of SOMA were used for all simulations 

(See Table 1). Parameters for the optimizing algorithm 

were set up in such a way in order to reach the same value 

of maximal CF evaluations for all used versions (See Table 

2). Each version of SOMA has been applied 50 times in 

order to find the actual optimum. 

The primary aim here is not to show which version is 

better or worse but to show that the EA can in reality be 

used for deterministic chaos control when the cost 

functions are properly defined and to show the brief 

overview of results for the presented five CF designs. Here 

is the list of desired UPOs:. 

 

Logistic Equation with r = 3.8: 

p-1 (fixed point): xF = 0.73842 

p-2 orbit: x1 = 0.3737, x2 = 0.8894 

 

The optimization interval for p-1 orbit was �i = 100 

iterations, for higher periodic orbits it was mostly �i = 150 

iterations. 

The ranges of all estimated parameters were these: 

 

-2 ≤ K ≤ 2 , 0 ≤ maxF  ≤ 0.5 and 0 ≤ R ≤ 0.5 

 

 
TABLE I  

USED VERSIONS OF SOMA 
Index Algorithm / Version 

1 SOMA AllToOne  
2 SOMA AllToRandom 
3 SOMA AllToAll 
4 SOMA AllToAllAdaptive 

 
 

TABLE II 
 PARAMETER SETTINGS FOR SOMA 

Parameter ATO / ATR ATA / ATAA 
PathLength 3 3 
Step 0.33 0.33 
PRT 0.1 0.1 
PopSize 25 10 
Migrations 25 7 
Max. CF Evaluations (CFE) 5400 5670 

 

For the comparison of average number of iterations 

required for successful stabilization (Istab value) (all 50 

repeated simulations), please refer to Table 3. Here it can 

be clearly seen the gradual decreasing of average Istab 

value together with development and testing of complex 

targeting cost functions. 

 

 
TABLE III 

 RESULTS FOR P-1 AND P-2 ORBIT 
UPO p-1 p-2 

CF Basic 77 124 
CF Simple 65 - 

CF NA 49 114 
CF Targ1 49 113 
CF Targ1 39 108 

 

This section also contains graphics representation of the 

results given by optimizations by means of CF Targ2 (8) 

developed on the basis of successful CF NA design. 

The figures shows the simulation of the best individual 

solutions given by SOMA under identical initial conditions 
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used in optimization and the complex simulation for the 

uniformly distributed initial conditions in the range  

0 < xinitial < 1, 100 samples were used in this kind of 

simulation. 

The presented Figs. 5 – 8 lend weight to the argument, 

that this CF design is a serious consideration in the robust 

stabilization of chaotic systems and seem to be the best 

choice for the task of finding of “universal and robust 

solution”. The disadvantage of this proposal is relatively 

big computational-time demands. 

Another tiny disadvantage of this chaos control approach 

is the occurrence of the phenomenon, that in case of higher 

periodic orbits some best individual solutions are not 

suitable for complex simulation with wide range of initial 

conditions, whereas remaining best solutions give excellent 

results.   

As can be seen from the depicted simulation results, the 

CF Targ2 design gives excellent performance from the 

point of view of quickness and quality of stabilization. This 

CF secures very fast targeting to the desired state. 

 

 

 
Fig. 5. Best ind. solution: p-1 orbit, CF Targ2, SOMA ATO 

 
 

 
 

Fig. 6. Best solution: p-1 orbit, CF Targ2, SOMA ATO complex simulation 
with 0 < xinitial  < 1. 

 

 
Fig. 7. Best ind. solution: p-2 orbit, CF Targ2, SOMA ATO 

 

 
Fig. 8. Best solution: p-2 orbit, CF Targ2, SOMA ATAA, complex 
simulation with 0 < xinitial  < 1. 
 

VI. CONCLUSIONS 

The optimization of chaos control described here is 

relatively simple and easy to implement. Based on obtained 

results, it may be claimed that all simulations give 

satisfactory results and thus EAs are capable of solving this 

class of difficult problems and the quality of results does 

not depend only on the problem being solved but also on 

the proper definition of the CF.  

From the optimization results follows, that they are 

extremely sensitive to the construction of used CF and any 

small change in the design of CF can cause radical 

improvement of system behavior (as in case of CF Targ2), 

but of course on the other hand can cause worsening of 

observed parameters and behavior of chaotic system as 

well. 

All achieved results give the following piece of 

knowledge. 

The first proposed CF Basic gives satisfactory results 

and can be used wherever the good quality of stabilization 

is expected and the speed of stabilization and “universality 

of this solution” for wider range of initial conditions are 

not decisive. This CF does not require any special 

experiences and knowledge about the system. 

The second CF simple represents the simplest example 

of targeting CF suitable only for stabilization of fixed 

point. In comparison with CF Basic it gives similar results. 

 

EVOLUTIONARY TECHNIQUES FOR DETERMINISTIC CHAOS CONTROL 395



 

The next proposal of CF NA represents the progressive 

targeting CF suitable for p-1 and p-2 orbit, which gives 

very good results in the task of shortening of the initial 

chaotic stage. The results for p-1 orbit are significantly 

better than in the previous two CFs, on the other hand the 

slightly better results for p-2 orbit were achieved at the 

cost of arising of problem with worse performance of EAs 

and obtaining of solutions with only temporary stabilization 

or none at all. Moreover this CF requires some knowledge 

about results achieved in the case of CF Basic due to 

proper setting of SC value. 

The fourth CF Targ1 brings the advantage of 

automatically computed SC value, thus it is suitable for any 

desired UPO. The obtained results were similar as in case 

of CF NA. 

In the last proposal of CF Targ2 there were only slight 

changes in CF design, but from the presented results it can 

be seen, how such a small change can influence the 

performance of a controlled system, especially when it is 

an extremely sensitive chaotic system. Here, another 

improvement from the point of view of quickness of 

stabilization was achieved and furthermore the 

performance of EAs was increased. This seems to be the 

best choice, when very good solution from the close 

neighborhood of initial conditions is expected. 

Finally, it is hard task to propose a CF, which gives 

excellent results, especially “universal results” suitable for 

simulation with wide range of initial conditions. As 

repeatedly mentioned the chaotic systems are extremely 

sensitive to proper settings of control algorithm and of 

course they are very sensitive to even very tiny change in 

any parameter. This extreme sensitivity is transferred into 

complexity of CF surface thus it is also hard task for EAs 

to find good solution. It is also difficult to determine the 

conditions for optimizations and subsequent simulations.  

As a consequence of these facts it is possible to say that 

all presented CFs gives good results and each one is more 

or less suitable depending on concrete demands for 

quickness or quality of stabilization, computational-time 

demands, order of UPO, whether it should be the solution 

only for limited circle of initial conditions or for wider 

range etc. 

There is no problem for the future research in defining 

much more complex CF comprising as subcriteria control 

of stability, costs, time-optimality, controllability, or any 

of their arbitrary combinations. Furthermore parameter 

settings for EA were based on heuristic approach; 

therefore there is also possibility for the future research. 

According to all results showed here it is planned that the 

main activities will be focused on testing of evolutionary 

deterministic chaos control in continuous-time and high-

order systems and finally testing of evolutionary real-time 

chaos control. 
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Abstract – This paper presents a real-world 
implementation of a multi-camera active vision system for 
form/action recognition of time-varying geometry objects 
(specifically, the human form).  The proposed method uses 
a novel sensing-system reconfiguration methodology to 
improve recognition performance. Near-optimal view-
points are selected by the algorithm, along a prediction 
time horizon. to maximize target visibility in the presence 
of multiple, potentially moving obstacles. The proposed 
reconfiguration method has been tested using controlled 
experiments. 

 

I. INTRODUCTION AND LITERATURE REVIEW 

Vision-based human form and action recognition typically has 
been attempted under ideal conditions, i.e., with clear, un-
occluded views of the subject [1]. Mobile (active) sensors can 
significantly improve recognition performance by reducing 
uncertainty – views from optimal viewpoints ease the 
requirements on the recognition algorithm [2], [3]. Herein, an 
agent-based sensing-system reconfiguration methodology is 
proposed to improve system performance in recognizing a 
human walking motion in the presence of obstacles and a 
cluttered environment.  

A. Sensing-System Reconfiguration 

One can define sensing-system reconfiguration as the use of a 
formal method to select the number, types, locations, and 
internal parameters of sensors employed in the surveillance of 
a target [4]. Most papers classify reconfiguration methods as 
either generate-and-test or synthesis [1]. The former methods 
discretize the sensor-pose domain, for example, by using a 
tessellated sphere or geodesic dome [5]. Synthesis methods 
determine sensor parameters by finding an analytical solution 
to task constraints in a high-dimension space ([6]).  

Dynamic environments, with moving targets, obstacles, 
and sensors have also been considered [7], [11]. Many are 
simply extensions of static-environment methodologies [9]. 
For example, [8] presents a system that discretizes the 
workspace into sectors and assigns sensors once an object 
enters a given sector (without a priori knowledge of its 
trajectory). In [10], attention-based behavior is used to reduce 
a multi-target sensing problem to a single-target one. More 
recent approaches often use agent-based strategies (e.g., [12]). 
One must note, however, that these works consider only fixed-
geometry objects, and do not address effects specific to time-
varying-geometry objects. 

B. Form and Action Recognition 

Recognition of an articulated form is a difficult task for an 
automated system, often requiring active sensing [13]. The 
earliest efforts in form recognition focused on reconstructing a 
model for an a priori unknown object [14]. Human gait 
recognition emerged as a central topic, which advocated that it 
is possible to uniquely identify an individual based on their 
gait. As such, algorithms using key-point markers to 
distinguish the current form of a human, given a single image, 
were developed [15].  Hierarchical approaches showed that 
decision-level data fusion could facilitate human identification 
(e.g., [16]).  

Recent pertinent research has been reported in papers that 
classify approaches into three general categories:  template 

matching, semantic approaches, and statistical approaches [7], 
[17], [18], [19]. These action-recognition methods, however, 
do not consider sensor-pose choice as part of the methodology, 
nor viewing angle [13]. Viewpoints exhibit non-uniform 
importance – when recognizing the actions of articulated 
objects, they are differentiated by both pose and time [20]. If 
the system has input data on certain parts of the overall model, 
views containing images of the other, missing parts become 
relatively more important. Furthermore, subject self-occlusion 
increases viewpoint differentiation due to sensor pose – it 
increases error only for some viewpoints [3]. Any articulated 
object may self-occlude, but all occlusions will change over 
time. As such, there is a need for continuous surveillance [2]. 

Recent vision-based methodologies targeting time-
varying-geometry objects have been mostly adapted versions 
of reconfiguration algorithms developed for fixed-geometry 
objects (e.g., [21]). This paper presents a novel, multi-camera 
active-vision system, proposed to improve form-recognition 
performance by selecting near-optimal viewpoints. The 
proposed method seeks to maximize the visibility of the time-
varying-geometry target, hereafter referred to as Object of 
Interest (OoIs), moving in a cluttered, dynamic environment.  

II. PROBLEM FORMULATION 

The problem at hand is recognition of the actions of one or 
more OoIs that may move on a priori unknown paths. 
Furthermore, the workspace may be cluttered with multiple, 
dynamic obstacles, also moving on a priori unknown paths. 
This necessitates path prediction for both the OoI and 
obstacles, which inherently introduces a margin of error. 
Complex articulated objects may also self-occlude, and they 
are subject to non-uniform importance of external viewpoints. 
Thus, the chosen methodology must be robust and operate in 
real-time. 
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This paper proposes using ‘the success rate in 

recognizing current target form and action’ as a metric of 
performance. It, thus, depends on the quantity and quality of 
sensor data collected. This in turn depends on visibility of the 
OoI to a given sensor (i.e., camera), which is captured herein 
by a visibility metric, V. The visibility metric for the ith camera 
at the jth demand instant, tj, expressed as ( )j

S

j

i

j

i i
fV p= , is taken 

as a function of j

S i
p , the pose of the ith sensor, Si, at the jth 

instant. Pose is defined as a 6D vector [ ]șψφzyx  

representing position, ( )z,y,x , and orientation, ( )φ,ψ,ș . This 

metric actually depends on the current form and pose of the 
OoI, and the current poses of the obstacles and sensors. Only 
the camera poses can be directly controlled by the system and, 
thus, considered variables. For a system sensing a time-
varying-geometry object, this paper proposes a global 
formulation of the reconfiguration problem with nsens sensors, 
nobs obstacles, and with prediction over the time horizon 
ending at the mth demand instant: 

For each demand instant, tj, j=1 to m: 

For each sensor, Si, i=1 to nsens, solve: 

Given:  0000

ki obsOoIS p,u,p,p ; k = 1, to nobs ,  

Maximize:      ( )l

iVgPr = ; l = 1 to j, 

Subject to:      
i

l

S P
i
∈p , 

                       l

i

l

S A
i
∈p , 

                       
minVV l

i ≥ ; l = 1 to j, 

(1) 

(2) 

(3) 

(4) 

End of loop. 

Continue while: tproc < tmax, 

Above, j

OoIp  is the pose of the OoI at the jth demand instant, 
j

obsk
p  is the pose of the kth obstacle at the jth demand instant, j

u  

is the feature vector of the OoI at the jth demand instant, 
iP  is 

the discretized set of feasible camera poses for the ith camera, 
j

iA  is the discretized set of achievable camera poses for the ith 

camera at the jth demand instant, Vmin refers to a user-defined 
threshold of minimum visibility, tproc is the time spent 
processing data, and tmax is the maximum time limit for the 
selection of a final pose set. The two sets of feasible and 
achievable poses, 

iP  and j

iA  respectively, are defined, where a 

pose is feasible if it is within the physical motion limits of the 
sensor. The achievable poses are, thus, a strict subset of the 
feasible poses, representing those that can be reached in the 
time remaining before the deadline.  

This problem formulation uses a performance objective 
function, Pr, which in turn depends on the visibility metric of 
each camera at all demand instants on the horizon. An 
implementation capturing this problem formulation seeks to 
maximize performance by first maximizing the visibility of 
the OoI at the immediate future demand instant, [t1], for all 
cameras. If sufficient time remains, the system seeks to 
maximize expected visibility at [t1 and t2], then, [t1, t2, and t3], 
and so on. As such, a higher overall metric value may be 
achieved at later demand instants, possibly at the expense of 

near-future visibility – this trade-off can be controlled by 
adjusting the minimum desired visibility.  

System Calibration 

In keeping with the qualitative goal of robustness, a formal 
camera calibration method is necessary to manage this key 
source of error [22]. One can define an optimization problem 
that captures the goal of a generic camera calibration method 
used to track the 2D projection of a 3D point as: 

For each sensor, Si, i=1 to nsens, solve: 

Minimize:      
SiSi pixelprojectedE xx −=  (5) 

End of loop. 

The vector 
Siprojectedx  is the projection of the true 3D point 

through the camera model (not yet specified) into 2D pixel 
coordinates. Similarly, 

Sipixelx  contains the actual pixel 

coordinates of point in question, and E is simply the straight-
line distance between the two. In a real-world system, 

Sipixelx  

will be given by a 2D feature recognition or tracking 
algorithm and, thus, will be subject to additional noise.  

The recovered parameters in this minimization come from 

Siprojectedx , which depends on the chosen camera model. For 

most vision systems, these are intrinsic parameters, for 
example focal lengths or principal point coordinates, and 
possibly distortion coefficients to account for various lens 
distortions [23]. However, this neglects camera motion – a 
second, critical source of error in a system with reconfigurable 
sensors. As such, the proposed methodology includes a 
complete system calibration method that solves the 
minimization problem (5) while controlling constant and 
scaled parameters of error in rotation/translation of the camera.  

III. PROPOSED GENERALIZED METHODOLOGY 

The proposed sensing-system reconfiguration methodology 
consists of multiple agents: sensor agents (one per physical 
sensor), a referee agent, a central planner agent, a prediction 

agent, and a form/action recognition agent.  

A. Sensor Agents 

The exact configuration of the physical sensors (in terms of 
number and composition of the sensor set) can be determined 
through any number of established methods (e.g., [6]). A 
sensor agent encapsulates all movement capabilities of the 
physical sensor, managing its current 6-dof pose over time: 
 

01 tttd −=  , (6) 

maxmin LxL << 1  , (7) 

+− << LL xxx 1  , (8) 

( ) ( )dLdL t,f,t,f 00   xxxx == +−  , (9) 
 

Above, for a given sensor agent in motion, x0 is the initial 
position, x1 is the final position, t0 is the initial time, t1 is the 
final time, td is the total time between the demand instants, and 
Lmin/max are the outer limits of the motion axis. Similarly, xL- 
and xL+ are the minimum and maximum poses achievable, 
respectively, given the capabilities of the sensor, the current 
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pose, and the time remaining. Together, these equations 
capture the limited physical motion of the sensor. Equation (9) 
defines an arbitrary function for determining the achievable 
limits. A similar set of equations can be used to determine the 
rotational limits in terms of angular velocity and acceleration.  

Each sensor agent is also responsible for evaluating its 
visibility metric, at current and future poses. One can model 
all objects in the environment as elliptical cylinders, bounding 
the maximum space the object can occupy. A clipped 
projection plane can be established, allowing the agent to 
project all objects onto this plane. The metric is, thus, given by: 

( ) ( ) ( )φfWcffWTTfWV angleobjdistaarea ++= ,...1
  

 

(10) 

In Equation (10), Warea, Wdist, and Wangle are the weighting 
constants for the metrics of visible OoI area, zoom factor (size 
of OoI in the camera view), and angular distance from a view 
with the OoI centered in the image, respectively. The vectors 
T1 to Ta define a polygon bounding the 2D projected area of 
the OoI, taken at the sensor pose being evaluated. The vector f 
is the focal point of the camera, and cobj is the center of the 
OoI, such that the second term function is proportional to the 
distance between the camera and subject (size of the subject in 
the captured image). Finally, φ  is the angle between the 

camera focal center and the subject center.  
A sensor agent is also responsible for maintaining 

calibration parameters for its associated camera and 
movement stages. In previous sensing-system methodologies, 
a traditional camera calibration technique, such as Tsai’s 
camera calibration method, was used with a de-rotation and 
de-translation matrix to return the rotated camera reference 
frame to the original frame the sensor was calibrated in. Such 
methods are still adaptations of methods developed for static 
cameras, and as such can be a significant source of error. Our 
methodology includes a novel system calibration method. 

The implemented methodology used in the experiments is 
based on the ‘Plumb Bob’ distortion model (which is the basis 
for some modern techniques, such as [23]) given in [24], and 
Tsai’s calibration method [22]. The core projection from 
world coordinates, XW, is taken from [22]: 

TXWC += RX  
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(12) 

Here, [ ]T

cccC zyx=X  are the coordinates of the point in 

camera-frame coordinates, the matrix R contains the rotation 
model used (as a function of the current stage rotations), and T 
is a constant translation vector. The values xtarget, ytarget, and 

ztarget (the target point) and xstage , ystage , and zstage (camera 
center point given by translation stage) are given in world 
coordinates. The key improvement from the proposed 
methodology is a calibrated, flexible mapping from known 
stage coordinates to world coordinates, by replacing (12) with: 
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Here, kx1,1..3,I ky1,1..3,J kz1,1..3,K are translation function 
coefficients for the mapping function for xw, yw, and zw 
respectively. The values xcon, ycon, zcon are constant offsets. 
This mapping accounts for non-linearity within the motion 
stage itself, and for errors in absolute positioning (including 
off-angle stage positioning and other subtle errors). A similar 
model can be used for the stage rotations (although it can be 
difficult to calibrate for, depending on the model R used). 

Lastly, a method of tracking the key articulation points 
must be implemented within the sensor agent. For simplicity, 
the experiments presented herein will use an established 
tracking methodology to produce 2D pixel estimates of each 
joint visible to a given sensor agent. Local PCA (Principal 
Component Analysis) will be used to initially identify 
articulation points, which will be tracked by an optical flow 
algorithm. If the sensor agent detects that a point has lost 
tracking, the PCA step will be repeated to re-establish a lock. 
Each point will also use a corresponding Kalman Filter (KF).  

B. Central Planning Agent 

The use of a central planning agent  is proposed to accept the 
sorted visibility evaluations from each sensor agent, as well as 
a list of the discretized achievable poses, in order to generate 
camera assignments and select their final poses for the 
demand instant at hand. A simple set of rules can be used: 

• Only the M highest visibility cameras are assigned. 

• Cameras with a visibility metric less than a minimum, 
Vmin, at all poses, are not assigned: they await assignment 
in anticipation of potentially optimal future viewpoints. 

• For assigned cameras, a weighted sum of metrics is 
evaluated, which includes feedback from the form-
prediction agent on which sub-parts of the OoI are not 
currently well represented in the dataset. 

 Assuming that each articulation point is actively tracked 
by each sensor agent, one can identify if each is visible in the 
associated camera field-of-view. Sensor agents will capture 
new frames, and track points, as quickly as possible. The 
planner, on the other hand, will operate to select new poses 
only at a specific rate, given by the choice of demand instants. 
Each sensor agent attempts to maintain an open 
communication link with every other sensor agent and the 
central planner. The system operates under the following rules: 

• Each sensor agent broadcasts (to all connected agents) 
the detected locations of any visible points with each 
new frame, along with a timestamp. 

• If an agent receives newer estimated pixel coordinates, 
as seen by another camera, it rebroadcasts this 
information to each connected agent that does not 
already have a copy. 

In order to facilitate the above transactions, the clocks of 
each agent are assumed to be already synchronized. In this 
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manner, each agent retains the latest detected pixel 
coordinates of every point from the perspective of every 
sensor agent. The central planner maintains the Kalman filter 
associated with each articulation point (see Section A). This 
scheme maximizes the likelihood that the central planner will 
have the most current position estimates possible available to 
it. More importantly, the method is robust to communication 
link failures (a temporary latency increase constitutes a link 
failure when demand instant spacing is close). The time 
overhead for guaranteed delivery methods cannot be afforded. 
 Finally, when a feature vector request is made, 
reconstruction begins. The goal is to reconstruct the feature 
vector at the exact time the request was made, treq: 

For each articulation point, n = 1..npoints: 

 For each sensor, s = 1..nsens: 
  If 

reqobs tt
sSensor

≥
_

, use the equivalent observation 

with 
reqobs tt

sSensor
=

_

 for xp, or an interpolation if 

none are equal. 
  Otherwise, do one of the following: 

1. Predict xp using the Kalman track, 
only if 

max_
ttt reqobs sSensor

≤− . 

2. Wait for t
wait

 until new data 
arrives 

  End Choice. 
 End For. 
End For. 

Here, 
sSensorobst

_
 is the timestamp of the latest observation of 

the point by Sensor s, maxt  is the maximum time difference to 

allow prediction over, and twait is a minimum amount of time 
to wait for. World coordinates are recovered through a robust 
line intersection method, such as the iteratively re-weighted 
least-squares method (robust m-estimator) used in the 
experiments. The intersection must respect the inverse of the 
camera model. 

C. Pose-Prediction Agent 

This agent predicts the future poses of the OoI, and all 
obstacles, from historical data. A number of established 
options exist, such as the Kalman Filter and its variants.  

D. Referee Agent 

The goal of this agent is to ensure globally desirable behavior, 
by defining a set of global rules for the system to follow. 
Typically, such rules are highly application specific. For 
example, a rule could be defined to guarantee the assignment 
of a minimum number of cameras at each instant to the 
surveillance of the OoI.  

E. Form/Action Recognition Agent 

The form/action recognition agent is not directly responsible 
for maintaining estimates of the feature vector of the OoI. 
Instead, it requests a current feature vector from the central 
planner agent. A model-based method is used to recognize the 
current OoI form and action.  

 

IV. EXPERIMENTS 

The goal of this paper is to demonstrate that the proposed 
methodology is capable of sensing a single moving target in a 
dynamic environment with multiple, potentially moving 
obstacles.  

A. Experimental Set-up  

The experimental set-up consists of a single-target, dynamic 
environment, with four active cameras. Each camera is 
mounted on a rotational stage, while two cameras have an 
additional linear stage. The OoI is mounted on an X-Y stage in 
the center of the workspace. Two cylindrical obstacles are also 
present. This layout and paths for all objects are shown in 
Figure 1. A simple, articulated human model is used – the 
model contains 14 dof, and is at a 1:6 scale to an average 
human subject. Model poses are duplicated manually, and as 
such all experiments are quasi-static. Form recognition was 
achieved by a model-based algorithm [3], using an optical-
flow/robust-intersection method to track articulation points. 

In all experiments, the OoI maintained a constant velocity 
of 0.1 m/s on a straight-line path through the workspace center. 
For the ‘slow’ reconfigurable system, the maximum camera 
velocity was 0.045 m/s, with a maximum acceleration of 0.9 
m/s2. For the ‘fast’ system, maximum camera velocity is 0.45 
m/s, with a maximum acceleration of 9 m/s2. All initial camera 
poses are identical, and were selected assuming the subject is 
uniformly likely to be at any location within the workspace. 
Static obstacles were placed roughly at the center-point of the 
OoI motion, one on each side of its path. For the dynamic 
obstacle trials, the obstacles move alongside the OoI.  

For the reconfiguration problem, a fixed assignment of 
three cameras to the nearest demand instant, t1, and one 
camera to the next instant, t2, is used. Demand instant spacing 
is 1 s. Furthermore, each sensor agent uses a weighted 
combination of three sub-metrics to rank poses: the area of the 
target bounding cylinder that is visible, the angle to the target, 
and the distance to the target. An upper limit of 0.125 was 
selected for the overall error metric. Any trial/instant with an 
error value above this limit is considered not to yield a 
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Figure 1 – Annotated experimental set-up overview, including motion paths. 
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positive match. This value was determined through statistical 
analysis of multiple previous runs, resulting in at least 95% 
true positive matches for un-rejected frames, and at most 2% 
false negatives [2]. The error metric itself is a weighted sum of 
the mean error in the recovered feature vector to the true OoI 
library form, and two additional terms proportional to the 
number of un-recovered, and unusable key-points, 
respectively [2]. From past feasibility studies, the error metric 
should be considered as having an additive noise component 
(mostly caused by the manual pose duplication process), 
resulting in a ±0.01 bound (approximately) on any given error 
metric value. Error bars have been excluded from the graphs 
for visibility. 

B.  Experimental Results 

A total of 9 trials were carried out, for all combinations of [no 

obstacles, static obstacles, dynamic obstacles] and [no 

reconfiguration, slow reconfiguration, fast reconfiguration].  

Case A: No Obstacles 

The first set of trials, presented in Figure 2, is designed to 
show a baseline comparison with no obstacles present.  
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Figure 2 – Experimental results for no obstacles.  

From the initial trial with no system reconfiguration, one 
can note that at Instants 2-4, the subject form is recognized 
with relatively low error. Here, most sensors have at least a 
partial view of the subject. For Instants 1 and 5, the target is 
out of the FOV of at least one camera (Cameras 2 and 3 for 
Instant 1, and 1 and 4 for Instant 5), and recognition quality 
degrades. The addition of system reconfiguration in the slow 
and fast reconfiguration trials significantly reduces the error 
metric for these two demand instants, by keeping the subject 
in view of all cameras.  

As expected, the system selects nearly identical sensor 
poses, in the absence of any obstacles, for slow and fast 
reconfiguration. The primary source of error is the manual 
subject-form reproduction, which accounts for most of the 
(minimal) differences in error metric. Due to global optimality 
issues, the slow and fast reconfiguration trials have the system 
select a near-optimal pose for instant 1. However, this choice 
results in a set of achievable poses for instant 2 that does not 
include the original static camera poses (which happen to 
result in a lower error metric). Note that by instant 3, the fast 
system is able to correct this problem, and selects poses 

almost identical to the static case. The slow system takes until 
instant 4 – this is the price of reconfiguration: in some cases 
global performance is improved, but at the cost of short-term 
performance. Note that the slow and fast systems select 
basically identical sensor poses in instant 5, but the additive 
noise in the recognition process obscures this fact. 

Case B: Static Obstacles 

In the case of static obstacles, Figure 3, trials with no system 
reconfiguration correctly recognize the subject form for 
Instants 2 and 3, but not 1 and 5. Now, the error metric for 
Instant 4 has also significantly increased – the obstacles 
occlude several key views (primarily for Cameras 1 and 4). 
When system reconfiguration is used, slow or fast, the 
negative effect of the static obstacles is neutralized. The 
system selects near-optimal viewpoints that are not occluded 
by the static obstacles. As such, these trials clearly show that 
reconfiguration can improve recognition performance by 
removing the effect of one or more static obstacles. 
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Figure 3 – Experimental results for static obstacles. 

Case C: Dynamic Obstacles 

The final set of trials, Figure 4, presents the most challenging 
reconfiguration problem – dynamic obstacles, with a high 
proportion of partial and complete occlusions. 

 
Figure 4 – Experimental results for dynamic obstacles.   
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From Figure 4, the subject form is considered not 
recovered at any instant when the cameras are static. However, 
the use of sensing-system reconfiguration has clearly 
improved performance – all instants are now recognized. 

V. CONCLUSIONS 

In this paper, a novel sensing-system reconfiguration method, 
designed for sensing the actions of articulated human subjects, 
was presented. The method uses an agent-based approach, 
selecting near-optimal viewpoints along a prediction horizon, 
to remove the effects of environment and OoI-specific factors. 
Controlled system-reconfiguration experiments demonstrated 
a tangible improvement in real-world form-recognition 
performance over static sensors. In particular, the system was 
able to significantly reduce the error metric of a recovered 
form, even in the presence of multiple, dynamic obstacles. 
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Abstract-Getting students to understand the concepts of a 

technically sound subject – Business Data Communication and 
Networks, done by non-technical (i.e. business) students was the 
challenge. A set of Multiple Choice Questions (MCQ), around 40 
to 50 of them per chapter were posted on the subject Blackboard 
as online MCQ tests that the students could take at their own pace, 
after a chapter is finished. They were encouraged to do it as a part 
of their learning exercise though no marks were given for it. Once 
they complete the test, they could see the answers and the 
mistakes they made, through immediate feedbacks.  There were 
eight students who participated. The MCQ sets were posted online 
in two sessions. In session 1, MCQs for the first four chapters 
were posted. Later, their understanding of concepts was checked 
through a mid-semester test, covering these four chapters. In the 
second session, MCQs for the next seven chapters were posted 
and their understanding was tested through a final examination, 
covering these seven chapters. The output graphs of the 
assessment scores show generally, that the students who did the 
MCQ tests well, performed well in mid-semester test and final 
exam too. Those who did badly comparatively in MCQs, fared 
poorly in mid-semester test and final exam as well. Some 
exceptions were there, where some student(s) who did a bit of 
hard work through MCQs, did not perform that well (but not 
very badly too) in the test or exam. A regression analysis is done 
between MCQ test results and the mid-semester test and final 
exam. Quantitative and qualitative analyses done on a brief 
survey conducted with the students confirmed the effects of the 
observed learning process, through the use of online MCQs. This 
could very well be extended to large classes. 

I. INTRODUCTION 

 Educationists are becoming more aware of the need for 
assessment tools which could be used as tools for learning 
rather than merely for assessment or grading [1]. The authors 
believe that when teaching students, making students 
understand the concepts behind the topic is more important 
than the act of teaching itself. This has formed the main 
objective of this paper as we use the online learning 
management system to implement chapter-wise multiple 
choice questions to enhance learning. A traditional multiple 
choice question (MCQs) is one in which a student chooses one 
answer from the choices or alternatives supplied (normally five 
choices like A, B, C, D and E). Basically, MCQs consists of [2] 
the question (that can be called – stem), the choices provided 
after the stem (that can be called – options or alternatives), the 
correct answer in the list of options (that can be called – key) 
and distractors which are the incorrect answers in the list of 
options as shown in figure 1. 
 The three key features of a test are its content validity, 
clarity and reliability. A test's content validity is determined by 
how well it covers and tackles the range of knowledge, skills, 

and abilities that students should have gained in the time 
duration (weeks or months) covered by the test. Test clarity 
points to the measure of the standard of questions in terms of 
quality that covers the subject details. Test reliability relies on 
the consistency of grading and the steps to ensure non-
discrimination among students of different performance levels 
[3]. All these issues have been considered, in the design and 
implementation of the online MCQ tests that forms the paper. 

 

 
 

Figure 1. Structure of MCQ question and alternatives 

 
 The authors are investigating both quantitatively and 
qualitatively the merits of using Multiple Choice Questions in 
an online environment as a tool for learning, rather than just for 
assessment sake. This paper is organized as follows. The 
section 2 covers the related studies and works, section 3 
depicts in detail the analysis of assessment marks, section 4 
explains on the quantitative results of the online survey, section 
5 deals with a short discussion on the qualitative comments for 
the online survey and section 6 is the final discussion and 
conclusion. 
 

II. RELATED STUDIES AND WORK 

 Atkinson and O’Connor [4], in their paper investigate the 
effectiveness of Multiple Choice Questions (MCQs) in a 
computer environment as a means of absorbing information. It 
compares two computerized methods having different degrees 
of interactivity to a more traditional paper-based method. The 
increase in learning is quantified using pre-tests and post-tests. 
The study involved pupils in two second level schools in the 
Dublin area and also investigated their attitudes towards such 
use of computers for this purpose. Kwen and Cheng [5] in their 
paper discuss on the usage of two tier reflective multiple 
choice questions to cater to creative thinking. The creative test 
taker has no avenue to explain his/her reason for choosing a 
particular option as his/her choice of the answer key. The study 
involves the use of a modified test instrument (a “reflective” or 
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“two-tier” MCQ) which comprises items from the traditional 
MCQ with an added second tier which is essentially an open-
ended segment which requires pupils to explain the thinking 
behind their choice of the answer key. The study sample 
comprises two primary level classes, primary four and six in 
Singapore schooling system.  Ramesh, Sidhu and Watugala [6] 
in their paper discusses the development of an unconventional, 
yet an effective method for administering short and simple 
MCQs as a means of assessing student learning in a focus area 
of the subject matter. A MCQs test was designed, wherein the 
five choices (n = 5) of answer to a question is tagged with 
different numerical numbers based on the multiplication of 
numeral (n + 1) and not by the alphabets A, B, C, D and E as 
per normal practice. At the end of the test, the candidate will 
total the selected choices for questions and the test result can 
then be obtained by inputting the total choice value in a simple 
spreadsheet programme. The spreadsheet programme was 
written specifically to decode that number and indicate the 
number of correct answers. Nicol [1] in his paper does an 
analysis that shows the different ways in which MCQs can be 
used to support the development of learner self-regulation. The 
framework and principles are offered as a way of helping 
teachers design the use of MCQs in their courses and of 
evaluating their effectiveness in supporting the development of 
learner autonomy. A key message from this analysis is that the 
power of MCQs (to enhance learning) is not increased merely 
by better test construction. Power is also achieved by 
manipulating the context within which these tests are used. 
Williams [7] in his paper reflects on the ongoing debate 
surrounding the usefulness (or otherwise) of multiple choice 
questions (MCQ) as an assessment instrument. The context is a 
graduate school of business in Australia where an experiment 
was conducted to investigate the use of assertion-reason 
questions (ARQ), a sophisticated form of MCQ that aims to 
encourage higher-order thinking on the part of the student. It 
builds on the work of Connelly [8] which produced a 
quantitative analysis of the use of ARQ testing in two 
economics course units in a flexibly-delivered Master of 
Business Administration (MBA) program. Harper [9] discusses 
that the Multiple-choice tests should be implemented with 
rigorous attention to quality by following ‘good practice’ to 
avoid the pitfalls in their design. He asserts contrary to some 
suggestions, such MCQ tests can be used to assess a variety of 
outcomes including all of the competences in Bloom’s 
taxonomy and the desire to assess the use of knowledge does 
not require more complex question structures such as Extended 
Matching Sets Questions (EMSQ)’s. MCQ tests are a useful 
assessment tool, with a simple design, easy implementation 
(with appropriate staff development) and with clarity of focus. 
 

III. ANALYSIS OF ASSESSMENT MARKS 

 The primary objective of this research study is to see how 
online MCQ tests can augment student learning. This was 
checked quantitatively through (1) the comparative descriptive 

statistics of the scores of the course assessments – mid-
semester test and final exam and the MCQ test scores; (2) the 
multiple linear regression model tested, taking the final exam 
score as the dependent variable, and the mid semester marks, 
average MCQ (session 1) marks, average MCQ (session 2) 
marks as the independent variables.. The authors planned to 
make learning more interactive digitally and to get the students 
to read their text books well in order to find the answers. The 
study was based on 8 students of a 14-week long course in 
Computer Science (namely, Business Data Communication 
and Networks), within a university in Malaysia.  The 
assessments of the course included a mid-semester test (in 
week 8) and a final exam (in week 15). A series of eleven 
MCQ tests were enabled on the Blackboard Learning System 
by the course instructor for the different chapters of the course 
as in figure 2. The set of MCQ tests, around 40 of them per 
chapter, covering all nooks and corners of a chapter, could be 
taken by the students at their own pace, once a chapter is 
finished during the lecture. The marks of these tests did not 
contribute to the internal assessment so as to reduce their stress 
of ‘doing a test every week’. But the students were highly 
encouraged to do it as a part of their learning exercise. They 
need not do it in one go, but could save their answers and 
continue later. Once they complete the test, they could see the 
answers and the mistakes they made, through immediate 
feedbacks as in figure 3. The first five of the eleven MCQ tests 
happened before the mid-semester test, and the last six of the 
MCQ tests were done by the students after the mid semester 
test.  
 

 
 

Figure 2. Blackboard links of the online MCQ Tests 

 
 Figure 4 shows the results of mid-semester tests to be 
following the MCQ performance (in MCQ 1-4) approximately. 
This is indicative of student learning happening as they engage 
in online MCQ exercises. Figure 5 does a student-by-student 
comparison of the mid-semester test results and the average 
MCQ scores. As shown in Figure 4, the mid semester test 
marks vary from 50-90 and is proportionate to the range of the 
MCQ test marks which varied from 30-90. The means and 
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standard deviations of the mid semester test marks and the 
average MCQ (average of MCQ1 to MCQ4) test marks, in 
table 1, show the proximity in the values between the two. But 
the sample is neither varied nor big enough to confirm a clear 
correlation between the two sets of scores.  
 

 
 

Figure 3. MCQ feedbacks after the test, on Blackboard 

 
TABLE I. DESCRIPTIVE STATISTICS FOR THE MID SEMESTER AND 

AVERAGE MCQ (1-4) TEST MARKS 
 

Marks Mean SD N 

Mid Semester  74.00 15.91 8 

Average MCQ (session 1) 70.53 19.23 8 

 
 Looking at the individual student scores from figure 4, 
student 1, 2, 3, 6 and 7 generally performed well in the MCQ 
tests (there are some cases where the student did badly for one 
MCQ test only) and the mid semester test. Figure 5 shows the 
comparative trend of the progress of the two sets of marks. 
There’s a general progress across both sets of marks, though 
there are clear exceptions like student 2 (who did MCQ 4 only 
badly).  
 

 
 

Figure 4. The scores for mid-semester test and individual MCQ tests (for 1-4) 
in session 1 

 
 

Figure 5. The scores for mid-semester test and the average of MCQ test marks 
(for 1-4) in session 1 

 
 A similar set of graphs have been done for MCQ tests 5-11 
and the final exam score in figures 6 and 7. As observed 
previously, the final exam scores are consistently higher than 
the MCQ test scores for each student, or have a close 
relationship to MCQ performance, when a student has taken 
the MCQ tests well. Exception to this would be students 5 and 
6. Table 2 confirms the superiority of Final Exam marks over 
the average MCQ (session 2) marks, with mean of final exam 
clearly greater than the corresponding mean of the average 
MCQ (session 2) marks. There is noticed a moderate 
correlation between the two sets of marks (Pearson correlation, 
r = 0.5, r2 =0.25), which points to the fact that final exam 
scores and average MCQ (session 2) marks were positively 
influencing each other.  
 
 
TABLE II. DESCRIPTIVE STATISTICS FOR THE MID SEMESTER AND 

AVERAGE MCQ (6-11) TEST MARKS 

 

Marks Mean SD N 

Final Exam  76.4 8.9 8 

Average MCQ (session 2) 51.9 24.0 8 

 

 

 
 

Figure 6. The scores for final exam and individual MCQ tests (for 5-11) in 
session 2 
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Figure 7. The scores for final exam and the average of MCQ tests (for 5-11) in 
session 2 

 

 A multiple linear regression model was tested using SPSS 
software, taking the final exam score as the dependent variable, 
and the mid semester test marks, average MCQ (session 1) 
marks, i.e. avg_MCQ1 and average MCQ (session 2) marks, i.e. 
avg_MCQ2 as the predictor variables. The regression model 
showed a strong positive correlation among the dependent and 
predictor variables (Pearson correlation, r = 0.908, r2 =0.824). 
The ANOVA Table 3 shows the progression of introducing the 
three predictor variables, as model 1 to 3. Model 3 is the one 
that has been quoted here. A significant relationship is 
observed between the three predictor variables and the 
dependent variable in the model (F = 6.232, p ≈ 0.05) at 10% 
significance level. 

 
TABLE III. ANOVA TABLE OF THE REGRESSION MODEL 

 

ANOVAd 

Model   
Sum of 
Squares 

Degrees of 
freedom 

Mean 
Square 

F Sig. 

Regression 134.977 1 134.977 1.952 0.212a 

Residual 414.898 6 69.150   1 

Total 549.875 7     

Regression 157.020 2 78.510 0.999 0.431b 

Residual 392.855 5 78.571   2 

Total 549.875 7     

Regression 452.963 3 150.988 6.232 0.055c 

Residual 96.912 4 24.228   3 

Total 549.875 7      

a. Predictors: (Constant), avg_MCQ2 
b. Predictors: (Constant), 
avg_MCQ2, avg_MCQ1 

c. Predictors: (Constant), avg_MCQ2, 
avg_MCQ1, mid-sem test 

d. Dependent Variable: final exam 

 

 Table 4 shows the contribution of the different predictor 
variables (using the regression coefficients) to the model, 
separately for model 1-3. The average MCQ (session 1) marks 
is not contributing significantly to the model ( t = 0.076, p= 
0.942) compared to the mid semester marks ( t = 3.495, p = 
0.025), average MCQ (session 2) (t = 0.928, p = 0.406) marks. 
But on the overall, the multiple regression model explains the 
total contribution of the three coursework marks- average 

MCQ (session 1), average MCQ (session 2) and the mid 
semester marks, to the final exam. This indirectly points to the 
complimentary role of the MCQs to the building up of the 
students’ final exam results.  

 
TABLE IV. TABLE OF THE REGRESSION COEFFICIENTS 

 

Coefficientsa 

Unstandardized 
Coefficients 

Standardized 
CoefficientsModel   

B Std. Error Beta 

t Sig. 

(Constant) 66.867 7.413  9.020 0.000 
1 

avg_MCQ2 0.183 0.131 0.495 1.397 0.212 

(Constant) 60.687 14.092  4.307 0.008 

avg_MCQ2 0.176 0.140 0.477 1.256 0.265 2 

avg_MCQ1 0.093 0.175 0.201 0.530
0.619 
 

(Constant) 38.527 10.072  3.825 0.019 

avg_MCQ2 0.077 0.083 0.208 0.928 0.406 

avg_MCQ1 0.007 0.100 0.016 0.074 0.945 
3 

mid-sem test 0.450 0.129 0.809 3.495 0.025 

a. Dependent Variable: final exam 
 

IV. QUANTITATIVE ANALYSIS OF THE SURVEY 

 An online survey was done at the end of the 14-week 
course, to get feedbacks from the students who participated in 
the learning through MCQ tests, so that the authors would 
know the impact of the adopted approach. The quantitative 
results of that survey are given below, along with the posted 
questions. 
 
1. Do you agree with the statement – “The MCQ Test (non-
assessed) experience was a great learning style, where we 
could read through chapters and understand the concepts well”. 
 The opinion on the learning through MCQ online tests as in 
figure 8 were greatly positive (around 85%, though 15% was 
neutral), as the authors noted that dynamic and interactive 
applications stimulates the younger generation compared to the 
static data on books without any interactivity. 
 

 
 

Figure 8. Feedbacks on online MCQ as a great learning style 
 

2.  MCQ experience for this subject, enhanced/increased my 
reading habits.  
 The response for MCQ tests enhancing the reading habits 
as in figure 9 was positive (greater than 65%, though over 30% 
or more were neutral).  One of the objectives of the MCQ tests 
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was to make the students search for answer from the textbook 
by reading it. 
 

 
 

Figure 9. Feedbacks on online MCQ enhancing the reading habits 
 

3. As the subject is quite technical, MCQ approach is very 
good to make learning a fun (as we can do it in our own pace. 
 The general picture that the authors observed was that the 
students were quite eager to do the online tests, as there was no 
compulsion and that they could do it at their own pace. They 
were told that, if they could do the MCQ tests well, they could 
do the written tests also well. The response as seen in figure 10 
was 100% positive. 
 

 
 

Figure 10. Feedbacks on fun learning through online MCQ 
 

4. The major benefit from MCQ approach is the immediate 
feedback that I could get after completion, so as to correct my 
errors.  

 
 

Figure 11. Feedbacks on the immediate feedbacks in online MCQ 
 
 

 For paper based exam, one of the disadvantages is the time 
to manually mark it and to give the feedbacks to the students. 
There can be thus a delay of few days to a week or more 
depending on the number of students doing that subject. With a 
online MCQ test, the feedback time is shortened. Once they 
complete the test, they would get immediate feedbacks with 
corrections and page number of that question’s content in the 
text book. The response was over 80% positive and around 
15% neutral as in figure 11. 
 

5. As the MCQ approach is "digital" (i.e. done through a 
computer) and not on paper (hard copy), it makes it more 
attractive for student learners.  

 The students’ liking for digital technology and making it a 
learning medium was over 80% positive and 15% or more 
neutral, as in figure 12. This was quite expected, as young 
learners have a general fascination toward anything digital. 
 

 
 

Figure 12. Feedbacks on the digital nature of online MCQ 
 

6. Answer/Select all that apply. The most attractive aspect(s) 
about MCQ learning is – (1) It is good in giving immediate 
feedbacks, upon completion; (2) It can be done at my own pace 
(as I can save it and continue later); (3) It can be done in a 
relaxed environment (as it is non-assessed), but still helps in 
learning; (4) It makes me to search for answers (thus improve 
my reading) and compels me to learn.   
 All the stated advantages have a positive response of 50% 
to 70%, which reiterates the points discussed before on why 
online MCQ is advantageous. 
 

7.  Answer/Select all that apply. MCQ approach for learning is 
NOT advisable, because – (1) It is a boring approach and make 
me sick of learning; (2) It is time-waster and it never improves 
reading or learning!; (3) It is not very effective in 
understanding of concepts; (4) Not applicable, as I don't agree 
to this statement.  
 Only around 15% says that learning in not very effective 
through online MCQ tests and around 70% says that they 
disagree with the statement – “MCQ approach for learning is 
NOT advisable”. 

V. QUALITATIVE ANALYSIS OF THE SURVEY 

The students were asked for qualitative feedbacks on their 
learning experience through MCQ tests for one semester (14 
weeks) and they are listed as follows.  
• I support it, because it gives us specific grounds on where 

to concentrate our studies and with it being online we 
never loose it. The only thing is sometimes the Internet is 
down and we do not have access to it, but all in all it’s a 
good idea to improve learning. 

• It is indeed nice but we need to use a lot of time to 
complete it. If possible, don’t put too many MCQ 
questions.  

• It really could help me study through the chapter. I think it 
would be better to count this in for the assessment, to  add 
some mark for us. But do not use time limit for completion 
as I enjoy working on it at my own pace. 

• This MCQ test makes me read again the book and it can 
touch on the area that I miss out while doing the regular 
tutorial. I like MCQ more than the tutorial as it is really 
fun if I can get the answer exactly with no guessing. 
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VI. FINAL DISCUSSION AND CONCLUSION 

 Formation of good quality MCQ test is vital for the right 
kind of learning to happen in students. Some basic tips of 
forming good quality multiple choice questions [10] were 
found noteworthy by the authors. 
 
1. A vertical and logical ordering of alternatives is essential 

so that the answers can be located without problems. 
2. Avoid double negatives, tough English language 

constructions so that the students can easily understand 
want is being asked. Avoid long sentences and repetitive 
words in question stem and alternatives. 

3. Have only one response to be the correct answer and 
avoid ambiguity. 

4. The distracters should be effective so that it should 
confuse an incompetent student. 

5. Always give clear indications to choose the best answer, 
rather than the correct answer, to avoid any 
misunderstandings later. 

6. Use negatives in questions sparingly and if necessary 
emphasize words in question stem to help increase the 
clarity of what is being asked, while such emphasize in 
alternatives should be avoided. 

7. Use ‘none of the above’ alternatives with caution and 
avoid it, if possible. Also avoid alternatives that are 
indirect like ‘both C and D’, ‘all but B’ etc. 

8. Make the initial questions relatively easier, so that the 
student can be gradually led to questions of higher 
difficulty. 

9. Avoid testing multiple concepts in one question. If the 
information given to students is fairly large, then testing 
on multiple concepts through multiple questions looks 
good. 

10. Five alternatives (A) to (E) or (i) to (v) are always 
recommended. 

11.   Some of the strategies to counter students who try to make 
guess work are as follows: make all alternatives equally 
probable, make the longest alternative correct only one-
fifth of the time, lessen use (or do not use) of alternatives 
like ‘none of the above’ or ‘all of the above’ and if used, 
make appear about one-fifth of the time.  

12. Do not create the MCQ test in haste, as it would be wise 
to spend time on it to achieve the desired quality. Always 
check for ambiguities with a trusted colleague (wherever 
possible) before releasing the test. 

 
The authors paid considerable attention in ensuring that the 

online multiple choice questions were generally of a good 
quality in relation to the facts stated above. From our study, a 
moderate positive correlation was observed between the two 
sets of marks – final exam scores and average MCQ (session 2) 
marks, which points to the fact that final exam scores and 
average MCQ (session 2) marks were positively influencing 
each other. The multiple regression model tested between final 
exam score as the dependent variable, and the mid semester 
test marks, average MCQ (session 1) marks and average MCQ 

(session 2) marks as predictor variables showed a strong 
positive correlation among the dependent and predictor 
variables. Implementing the online MCQs for each chapter of  
a subject or course and asking students to participate in it, 
would definitely enhance student reading and learning, as they 
need to search for answers from book. On a personal note, we 
found that the student’s text book is full of markings done by 
highlighters, which at least shows that they are reading their 
book. Nevertheless, to get all the MCQs done for all chapters, 
can be a great challenge, if we are to do from the scratch. With 
the relevance of education in the world we are living in, with 
increasing student numbers in courses, alternative methods for 
effective assessment are all too welcome. Also there is a great 
demand from all quarters to release the results of the 
examination as soon as possible [11]. To tackle this demanding 
scenario, computers are increasingly utilized to mark test 
scripts that is implemented as multiple choice questions [12]. 
Once done, the MCQ tests could be reused and the marking 
along with feedbacks could all happen automatically and 
efficiently. 
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Abstract-Knowledge assessment is inseparable part of current 

e-learning technologies. It can be used for self-assessment of 
students to give them feedback about their progress in a study or 
for an intermediate or final grading for tutors. However, 
knowledge tests are not developed with the adequate care. 
Author’s experience in the area of knowledge assessment led to a 
confidence the “unstructured” testing is usually used in this 
process. It means, that many of knowledge tests are not designed 
to reveal the reached level of knowledge. Moreover, testing suites 
are reviewed very seldom regarding their validity and items 
correlation. This paper presents experiences gained during the 
design and implementation of a specific software focused on 
teaching several principles of the Unix.-like operating systems. 
The structure of the specific assignment follows the Bloom’s 
taxonomy of educational objectives.  

 

I. INTRODUCTION 

E-learning proves itself as a viable mode of study, which can 
support classical approach and in some cases can be the only 
mode for education. Knowledge assessment is an inseparable 
part of the pedagogy and the current e-learning technologies. It 
is usually used for self-assessment of students to give them 
feedback about their progress in a study or for the intermediate 
or final grading for tutors. However, knowledge tests are very 
often not developed with the adequate care. Author’s self-
experience in the area of knowledge assessment led to a 
confidence the “unstructured” testing is usually used in this 
process. It means that testing suites are not designed to reveal 
the reached level of knowledge according to some taxonomy of 
cognitive aims. Moreover, testing suites are very seldom 
reviewed regarding their validity and items correlation. 

Another problem is the increasing number of the enrolled 
students. Most of the Slovak universities accepted obligation 
stemmed from Bologna declaration and introduced three level 
study structure for university education (undergraduate, 
graduate and doctorate studies). This transformation requires 
restructuring of educational plans/programs. Due to the parallel 
courses the number of students significantly increases.  

That was the situation regarding the “Operating Systems” 
subject taught at our department during the winter term in 
academic year 2006/2007. Students were assigned two 
assignments – the first one regarding various aspects of FAT 
(File Allocation Table) file system and the second one 
regarding the usage of the Unix/Linux system calls. Both of the 
assignments did not require students to present overall 
knowledge of the materials taught in the course but only the 

small part of it. Moreover, the assignments were on various 
level of difficulty.  

During the past years, there was a necessity to interview 
every student at the end of the semester in order to classify the 
level of knowledge s/he reached (credit assignments and 
exams). However, assessment of knowledge based on 
interview results may be quite subjective. The situation may be 
even worse if the interview is based on different conditions (in 
the case of credits - assignments assigned to students during 
the semester). 

To solve the presented drawbacks of the assignments we 
decided to develop two complex assignments. The main goal 
was to verify deeply students’ knowledge regarding FAT file 
system and Unix/Linux system calls. 

This contribution describes the approach we chose for 
knowledge assessment in the area of the FAT file system. 
Presented approach allowed us to assess about 500 assignments 
during the semester in parallel for students in the second and 
third term. Nowadays we teach about 300 regular students and 
number of students has increasing tendency. 
 

II. TAXONOMY OF EDUCATIONAL OBJECTIVES 

Taxonomies of educational objectives are well known in the 
pedagogical theory. They try to specify path a learner has to 
pass in order to achieve a certain level of knowledge. The 
higher level of knowledge is always built on the lower level 
knowledge. It means, learner who reached a specific level of 
knowledge is expected to be able to demonstrate proficiency in 
any of the lower levels of taxonomy. 

The most known taxonomy is Bloom’s taxonomy [1] and its 
revisions [2]. In Slovakia, Niemierko’s taxonomy [3] is quite 
often cited and sometimes stated as more suitable for building 
cognitive (knowledge) tests. Fuller [10] refers to some other 
taxonomies (Tollingerova’s, Bespalko’s and SOLO), which are 
widely used in the design of courses and development of 
assessment tests. Specifics about computer science related 
courses and suitability of presented taxonomies are also 
discussed and presented in some examples. As a result, new 
taxonomy for computer science is presented in the work of 
Fuller[10] 

In the next analysis we will focus on the following “basic” 
taxonomies.  
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Bloom’s taxonomy 
According to this taxonomy, educational objectives are 

divided into three domains: 
� Cognitive; 
� Affective; 
� Psychomotor. 
Only cognitive domain of the Bloom’s taxonomy presents 

interest for the knowledge assessment in our approach. 
Cognitive domain according Bloom’s taxonomy specifies six 
levels [4]: 

� Knowledge: recognize or recall information; 
� Comprehension: demonstrate that the student has 

sufficient understanding to organize and arrange material 
mentally; 

� Application: a question that asks a student to apply 
previously learned information to reach an answer; 

� Analysis: higher order questions that require students to 
think critically and in depth; 

� Synthesis: higher order question that asks the student to 
perform original and creative thinking; 

� Evaluation: a higher level question that does not have a 
single correct answer. 

Niemierko’s taxonomy 
Niemierko’s taxonomy consists of four levels [5]: 
� Remembering – similar to knowledge in Bloom’s 

taxonomy; 
� Understanding – similar to comprehension in Bloom’s 

taxonomy; 
� Specific transfer – application of acquired information 

according presented patterns; 
� Non-specific transfer – creative application of acquired 

information. 
 
It was mentioned already that taxonomy of educational 

objectives is accepted and applied in pedagogy, but its 
application in the knowledge test design and implementation is 
not so straightforward. Moreover, positioning of testing item to 
particular level can be very specific in technology or computer 
science, as discussed in the work of Fuller [10]. 

 

III. KNOWLEDGE ASSESSMENT 

Term “didactic test” is often used in Slovak and Czech 
pedagogical community. It usually denotes process of 
examination designated for fair evaluation of level of 
mastering of a given topic. Term “achievement test” is more 
frequently used in the English speaking countries. 

Regardless of what term is used, this type of tests is 
considered as tool of systematic measure of results of learning. 

 
It is accepted, that didactic/achievement test has to be 

prepared according to specified rules by team of experts. We 
have to define what is measured by the test, target group, 
administration of the test, way of test evaluation and assumed 
conclusions according achieved results [6], [7], [11]. 

 
Test can contain closed and opened test items. Closed items 

are items for which several answers are prepared and 
participants have to decide what a right answer is (i.e. true 
false, one from many choice, many from-many choice, sorting, 
matching etc.). Opened items are items for which answers are 
not specified and participants are required to fill/submit right 
answer. 

 
Bloom and his team already in 1956 [1] observed that 95% 

of testing items requested students to recall information only. 
The situation is not change dramatically to present days. 
Problem lays, to our opinion, in current testing tools, which do 
not support testing items for higher levels of cognitive 
taxonomy. Such testing items require open answers and their 
evaluation can be extremely difficult. 

 

IV. FAT FILE SYSTEM KNOWLEDGE EVALUATION 

To assess knowledge regarding functionality of FAT file 
system we requested students to design and implement a 
computer program for transfer of files from hosting operating 
system to image of FAT file system (exact copy of file system 
stored in the regular file or emulated FAT file system). 

Required knowledge 
FAT file system comprises several data structures and 

several basic and advanced algorithms. Basic data structures: 
� Bios Parameter Block (BPB) – base data about file system; 
� File Allocation Table (FAT) – contains data about 

allocation of clusters to file; 
� Root Directory (RootDir) – root of hierarchical file 

system; 
� Area of clusters - data area, where raw data from files and 

directories are stored; 
� Directory Entry structure (DirEntry) – item , where data 

about certain file are stored (name, attributes, size of file, 
date etc); 

� Directory structure – array of DirEntries, which contains 
data about all files in the directory. 

Basic algorithms 
� Reading of BPB and calculation of basic information about file 

system (starting point of FAT, RootDir, area of clusters, 
number of DirEntries in RootDir); 

� FAT operations (read item corresponding to cluster, read next 
FAT item; find free FAT item) 

� Reading/writing one cluster of data; 
� Finding file in the directory by scanning all valid DirEntries; 

Complex algorithms 
� Finding relevant directory by recursive search of directory 

tree; 
� Finding chain of clusters (FAT items chain) comprising 

data area of the file; 
� Read file content; 
� Create DirEntry; 
� Write file content. 
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Mapping of specific knowledge to the Bloom’s taxonomy 

levels is as follows. 
Students are asked to pass all 6 levels within solving the 

assignment: 
� knowledge – students have to learn structure (BPB, FAT, 

RootDir, cluster organization, DirEntry etc) of all versions 
of FAT file systems (FAT12, FAT16, FAT32) and basic 
operational algorithms (reading of BPB, FAT item, cluster 
data based on its number etc); 

� comprehension – students have to demonstrate their 
understanding of the purpose of every part of the FAT file-
system, relationships between its parts, their mutual 
dependency; 

� application – students are required to apply acquired 
knowledge in the process of (re)design and 
(re)implementation of basic algorithms which operate on 
FAT file system structures; 

� analysis – copying file from host file system to image of 
FAT file system require detailed analysis of operation of 
FAT file system (reading BPB; extraction of file system 
parameters; localization of FAT table, root directory and 
first data block – cluster; processing of directory; recursive 
localization of cluster corresponding to relevant directory; 
etc ); 

� synthesis – based on performed analysis and basic 
building blocks prepared in the early phases students are 
required to “synthesize” computer program for specified 
purpose; 

� evaluation – as was stated above, this level of taxonomy 
requires questions that do not have a single correct answer. 
Implementation of complex computer program never has 
single solution. It can be carried out by many different 
ways (what is used for plagiarism detection).  

Some authors require for the evaluation level of Bloom’s 
taxonomy even higher knowledge – to be able to compare 
effectiveness of two or more programs performing the same 
task. In this case we should position our assignment to 
synthesis level. 

Similar specification of the required taxonomy level can be 
presented for the Niemierko’s taxonomy. Just to prove it – we 
require students to creatively apply acquired knowledge 
regarding FAT file systems what means the highest level of 
Niemierko’s taxonomy - Non-specific transfer. 

 
Evaluation of assignments 
Students submit their solution in the form of the C/C++ 

source code program to assignment tracking and evaluation 
system. Several requirements have to be fulfilled by students 
during coding and submitting of their work in order to 
successfully evaluate the solution by the system. Students are 
not limited in the number of submission attempts. 

Each student’s submission is compiled and carefully tested 
in the secured environment. Assignment submitted by student 
is executed several times. Any single execution is performed 

with different parameters – image of FAT file system and 
specification of files which have to be ‘read from’ or ‘write to’ 
emulated FAT file system. Detailed protocol from the 
assignment evaluation process is provided to student. 
Moreover, students are able to include their own outputs at any 
place in the source code. 

Source code submitted to the system can be considered as 
answer to open testing item (question). Such type of item must 
be thoroughly analyzed and evaluated. In the case of the FAT 
file system assignment evaluation is based on the parallel 
“inverse” execution of required operations with “baseline” 
program prepared by the test item developer. Inverse execution 
means different things for ‘read from’ or ‘write to’ 
assignments. 

In the case of ‘read from’ assignment, some files from the 
host file system are copied to emulated FAT file system 
(‘written to’ - that is a reason we call it “inverse” operation to 
‘read from’ assignment). Such emulated FAT file system is 
provided to evaluated program together with possible wildcard 
specification of files, which should be extracted by student’s 
program. After extraction, number of extracted files, their 
names and content are compared.  

In the case of ‘write to’ assignment, preliminary emulated 
FAT file system is provided to evaluated program together 
with possible wildcard specification of files, which reside in 
the host file system. Student’s program is required to place 
(write) relevant files to emulated FAT file system. After 
execution of student’s program, FAT file system image is 
analyzed by extraction of relevant file (‘read from’ – again, 
that is a reason we call it “inverse” operation to ‘write to’ 
assignment). Number of extracted files, their names and 
content are compared. 

 

V. CONCLUSION 

Student, who submitted assignment and her/his assignment 
was evaluated successfully, was considered having appropriate 
knowledge regarding FAT file system and its operation.  

However, anti-plagiarism feature, built in the assignment 
tracking and evaluation system discovered, that only 10% of 
students really designed and developed their assignments. The 
rest were plagiarism - source code was usually taken from 
colleagues, very often slightly modified. To be correct, it is 
necessary to say, that students were allowed to use “third party 
solutions”, but they were required to understand it. 
Understanding was checked by asking questions about data 
structures, algorithms and/or source code itself. However, the 
most of the students identified by plagiarism detection software 
were not able to answer the questions.  

Our experience show that presented approach requires very 
carefully prepared text of assignment. In the first version of 
assignment there were not exactly specified all necessary 
conditions. This problem was solved by forum, where students 
asked about ambiguities and where explanations were 
provided. 
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Based on the experience learned from running FAT 

knowledge evaluating assignment, we decided to split 
assignment to several simplified assignments in the future. We 
plan to assign basic algorithms tasks, corresponding to lower 
levels of Bloom’s taxonomy (levels 1-3) during the first half of 
the semester as a separate assignment(s). Later, during the 
second part of semester we plan to require students to solve 
more complex tasks, corresponding to upper levels of Bloom’s 
taxonomy (levels 4-6). 

Presented assignment was introduced in the Operating 
Systems subject in an academic year 2003/2004 together with 
implementation of Assignment tracking and evaluation system 
[9]. As mentioned above, in academic year 2006/2007 we were 
able to manage students in two parallel courses, because of 
transition to three level study. During that period we served 
more than 500 students. In summary, we served more than 
1000 students till the present time. 
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  Abstract- The present study focuses on using a new model to 
perform view-independent human face recognition. A model 
based on mixture of experts is proposed, which uses teacher-
directed learning method to force the experts to learn a 
predetermined partitioning of the input face space, using a 
Radial basis function neural network for Gating network. This 
way, each expert obtains expertise over faces of a same pose. 
Experimental results on the PIE dataset demonstrated the 
improved performance of our proposed model in comparison 
with ME in its conventional learning style in terms of higher 
recognition rate.  
 

I.    INTRODUCTION 
 

   Computer face recognition has received tremendous 
amounts of attention during last decades. A challenging 
task is to achieve face recognition under the constraint 
that the face has only been previously observed from 
different angles. Various models in view-independent 
face recognition can be categorized into three classes of 
Multiview, 3D Model and View-Invariant methods. 
Earlier methods focused on constructing invariant 
features [1] or synthesizing a prototypical view (frontal 
view) after a 3D model is extracted from the input 
image. A recent survey of approaches to 3D face 
recognition is provided in [2]. Such methods work well 
for small rotation angles, but they fail when the angle is 
large, say 60°, causing some important features to be 
invisible. 

Most proposed methods are based on using a number 
of multiview samples. It seems that, in these methods, 
the most direct way of recognition is by simply storing a 
sufficient number of different views associated with each 
face, and then comparing the unknown image with all 
these views. Some models of associative memories 
propose that the huge memory capacity of the brain may 
be used for such a direct approach to recognition [3, 4]. 

Although useful, especially for the recognition of highly 
familiar faces, this direct approach by itself is 
insufficient for recognition in general. The main reason 
is the problem of generalization, which is, recognizing a 
face under a novel viewing direction. An example of this 
multiview approach is the work of Beymer [5], which 
models faces with templates from 15 views, sampling 
different poses from the viewing sphere. The recognizer 
consists of two main stages, a geometrical alignment 
stage where the input is registered with the model views 
and a correlation stage for matching. The main 
limitations of these methods are the need for many 
different views per person in the database, dependence 
on lighting variations or facial expressions and the high 
computational cost, due to iterative searching involved. 

In this paper, we propose a neural computational 
model for view-independent face recognition which is 
based on the so-called mixture of experts (ME) 
architecture and falls under the category of multiview 
based approaches. However, in our model, we use 
modified of ME in which MLPs instead of linear 
networks for experts are used, and is hereafter referred to 
as mixture of multilayer perceptron experts, the problem 
space is divided into several subspaces for the MLP 
experts, and then the outputs of experts are combined by 
a gating network. In order to improve gating network 
performance and consequently the whole network 
performance, we using Radial basis function (RBF) in 
gating network. 

To evaluate the performance of our proposed model, 
we use PIE dataset in our experiments, and we use 
Principal Component Analysis, PCA, in the feature 
extraction phase. PCA is one of the most common 
methods of dimensionality reduction that is widely used 
in the literature of face recognition for feature extraction 
[13]. Our method differs in the classification part, which 
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is uses a TDL in the learning phase of Mixture of 
Experts. The performance of our method is compared to 
that of conventional ME and ME with MLP experts with 
Teacher-Directed learning.  

The remainder of this paper is organized as follows. 
Section II, briefly described ME. It is followed by the 
description of our proposed model by details in Section 
III. Section IV. Section V presents experimental results 
and comparisons with previously published approach to 
the same problem. Section VI, finally draws conclusion 
and summarizes. 
 

II.   MIXTURE OF EXPERTS 
 

From a computational point of view, according to the 
principle of divide and conquer, a complex 
computational task is solved by dividing it into a number 
of computationally simple tasks and then combining the 
solutions to those tasks. In supervised learning, 
computational simplicity is achieved by distributing the 
learning task among a number of experts, which in turn 
divides the input space into a set of subspaces. The 
combination of experts is said to constitute a 
combination of classifiers. 

 
Figure 1. Block diagram of Committee Machine based on 
Mixture of Experts (the scalar outputs of the experts are 
mediated by a gating network). 

 
Mixture of experts is one the most famous methods in 

the category of dynamic structures of combining 
classifiers, in which the input signal is directly involved 
in actuating the mechanism that integrates the outputs of 
the individual experts into an overall output [7]. 
Consider a modular neural network in which the learning 
process proceeds by fusing self–organized and 
supervised forms of learning as shown in Fig. 1. The 
experts are technically performing supervised learning in 
that their individual outputs are combined to model the 
desired response. There is, however, a sense in which the 
experts are also performing self–organized learning; that 

is they self–organize to find a good partitioning of the 
input space so that each expert does well at modeling its 
own subspace, and as a whole group they model the 
input space well. The learning algorithm of the mixture 
structure is described in [8]. 

For improve the performance of the expert networks 
devise a modified version of ME in which each expert is 
an MLP, instead of linear networks [9, 10]; In addition, 
we use a RBF network in gating network, which it is 
well-known that the RBF Networks overcome some of 
the MLP problems by relying on a rapid training phase, 
and presenting systematic low responses to input 
patterns that have fallen into regions of the input space 
where there are no training samples. Such characteristics 
and the intrinsic simplicity of these networks render 
RBF classifiers an interesting alternative to classifiers 
based on other neural models [11]. 

 
III.   MIXTURE OF MLP EXPERTS AND  

RBF GATING NETWORK 

 
We use MLPs instead of linear networks or experts in 

the informing the ME structure. In order to match the 
gating by RBF network and experts by MLP networks, 
the learning algorithm is corrected by using an 
estimation of the posterior probability of the generation 
of the desired output by each expert. Using this new 
learning method, the MLP expert networks’ weights are 
updated on the basis of those estimations and this 
procedure is repeated for the training data set. The 
learning procedure is described in [12], and is briefly 
described in the following paragraphs. 

Each expert is a one-hidden-layer MLP, that 
computes an output vector Oi as a function of the input 
stimuli vector x and a set of parameters such as weights 
of hidden and output layer and a sigmoid function as the 
activation function. It is assumed that each expert 
specializes in a different area of the face space. The 
gating by RBF network assigns a weight gi to each of the 
experts’ outputs, Oi. 

The gating network determines the gi as a function of 
the input vector x and a set of parameters such as 
weights of the hidden layer, the output layer and a 
sigmoid function as the activation function. The gi can 
be interpreted as estimates of the prior probability that 
expert i can generate the desired output y. The gating 
network is composed of two layers: the first layer is an 
RBF network, and the second layer is a softmax 
nonlinear operator as the gating network’s output. The 
gating network computes Og, which is the output of the 
RBF layer of the gating network, then applies softmax 
function to get: 
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So the gi is nonnegative and sum to 1. The final mixed 
output of the entire network is: 

1,2,...,5T i i

i

O O g i= =∑    (2) 

 
The “normalized” exponential transformation of Eq. 

(1) may be viewed as a multi-input generalization of the 
logistic function. It preserves the rank order of its input 
values, and is a differentiable generalization of the 
“winner-takes-all” operation of picking the maximum 
value, so referred to as softmax. 

The weights of MLPs are learned using the back-
propagation, BP, algorithm, in order to maximize the log 
likelihood of the training data given the parameters. 
Assuming that the probability density associated with 
each expert is Gaussian with identity covariance matrix; 
MLPs obtain the following online learning rules: 
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where eµ and gµ are learning rates for the experts and 

the gating network, respectively, iOh is the output of 

expert network’s hidden layer, and hi is an estimate of 
the posterior probability that expert i can generate the 
desired output y: 
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This can be thought of as a softmax function 
computed on the inverse of the sum squared error of 
each expert’s output, smoothed by the gating network’s 
current estimate of the prior probability that the input 
pattern was drawn from expert i's area of specialization. 

As the network’s learning process progresses, the expert 
networks “compete” for each input pattern, while the 
gating network rewards the winner of each competition 
with stronger error feedback signals. Thus, over time, 
the gate partitions the face space in response to the 
expert’s performance. 

 
IV. THE PROPOSED MODEL 

 
The present work introduces a method to use RBF 

network for gating network in ME-based model. Also 
for method of learning we use Teacher-Directed 
Learning. In this section, first describe RBG gating for 
mixture of experts explained in Section 3 then describe 
the method of learning. 

 
Figure 2. Sketch of the proposed model. Each input face 
image is first projected onto the global eigenspace and its 
output, which is a low dimensional representation of the input 
image, is presented to experts integrated in ME structure. In 
teacher-directed, experts are directed to specialize in 
predetermined views of faces. To recognize faces of novel 
views, in this model, the outputs of experts are combined to 
form the final output. The gating network shows by more 
details of RBF network. 
 
A.    RBF Gating Network 

Individual experts are MLPs with one hidden layer. 
The gating network in our model is a radial basis 
function neural network (shown in Fig.2), constructed 
using the built-in Matlab function "newrb" as RBF 
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network, in which network grows during training by 
adding neurons in hidden layer. 

[ ], ( , , , , , )net tr newrb P T gole spread MN DF=  (8) 

where P is input vectors, T is target class vectors, goal is 
Mean squared error goal, spread is Spread of radial basis 
functions, MN is Maximum number of neurons, DF is 
Number of neurons to add between displays. 

Training phase in gating network included two levels. 
First, neurons of output layer are trained to minimize the 
total output error then when a neuron inserted gating 
network is retrained and error is approximated. The 
addition of neuron is run on until error value or 
maximum number of node (Eq.(8)). Spread shows in 
"newrb" by δ and centers chose near to the training 
dataset [13]. 

 
B.    Teacher-Directed Learning in our Model 

In the teacher directed learning method, teacher 
information is included in the training process, and it 
directs experts to produce appropriate outputs for their 
corresponding pose class of training samples. Note that 
in the testing phase teacher information on the pose of 
input faces is not present, thus, the network must infer 
the final states without that information. The detail of the 
training process is as follows: in the first step the 
training samples are projected onto the global eigenspace 
and are then fed into experts. Up to this stage, the 
training process is similar to that of self-directed 
partitioner ME. 

To apply teacher-directed learning, we use the 
Teacher matrix, T, (Eq. (9)), in which Tj denotes the jth 

column of T matrix. 
1 0.5 0 0 0

0.5 1 0.5 0 0

0 0.5 1 0.5 0

0 0 0.5 1 0.5

0 0 0 0.5 1

T

⎡ ⎤⎢ ⎥⎢ ⎥⎢ ⎥= ⎢ ⎥⎢ ⎥⎢ ⎥⎣ ⎦

  (9) 

Multiplying Tji the ith element of column Tj on hi 
results in a new h which is nonzero for the jth expert and 
its neighboring experts and is zero for all other experts. 
For right profile, right half profile, frontal, left half 
profile and left profile training samples, j is assigned the 
value of 1, 2, 3, 4 and 5, respectively. So expert 1 of the 
ME network shown in Fig. 2 serves as a +90°expert 
which also learns a portion of its neighboring subspace 
(+45°) , and expert 2 serves as a +45° expert which also 
learns a portion of its neighboring subspaces (+90° and 
0°), and so on. 

This way, with respect to the pose of each training 
sample there is one expert and its neighboring experts 

which have nonzero values of h. Zero h for experts mean 
that they are not allowed to update their weights (note 
that, according to Eqs. (3) and (4), the value of h defines 
the extent to which an expert’s weights are updated, such 
that for h = 0 there is no weight updating and for h =1 
the maximum of calculated weight updates are applied). 
The weights of those experts with nonzero h are updated, 
proportional to their value of h, towards producing 
appropriate outputs for input training samples, in other 
words, they are directed to learn those input training 
samples which are of a same pose class. Now, some 
experts are directed towards a predetermined subspace 
by allowing just those experts to update their weights 
and keep others unchanged. 

One might ask the reason for updating the weights of 
the neighboring experts. As a matter of face, we expect 
the model to combine the outputs of two or more experts 
to recognize faces of intermediate unseen views. For 
instance, for a face of +68.5° rotation, the gating 
network is expected to combine the outputs of +90° and 
+45° experts to form the final output. To endow the 
model the ability to interpolate between views, the 
experts should be able to learn a portion of their 
neighboring subspaces, in addition to their own division 
of face space; so they will be able generalize in 
recognizing faces of novel views. Thus, for each pose 
class, weights of the corresponding expert and the 
neighboring experts are updated. 

 
V.   EXPRIMENTAL RESULTS 

 

In our experiments, the network’s task is to recognize 
the faces of intermediate unseen views as individuals. 
We use a subset of the PIE database which consists of 10 
identities with 9 different images of 9 different poses 
spaced evenly from -90° to +90° with 22.5° steps. Faces 
with ±45°, ±90° and 0° rotations are used to train and 
those with ±67.5° and ±22.5° rotations are used to test 
the networks Fig. 3. Fig. 4 shows examples of images 
used for training and testing the networks. To form the 
global eigenspace, face images in ±45°, ±90° and 0° 
rotations including the synthesized images are used. 
Therefore, we have 750 (10×5×15, 10 identities, each 
identity in 5 views and 15 images for each view) images, 
which by using the technique for PCA described in [14], 
we make a global eigenspace formed by the 50 
eigenvectors of the training images covariance matrix. 

 

 
Figure 3. Examples of face images, taken from the PIE database. 
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Figure 4. Synthesizing new images. The single image at the 
top is the original, the images in the middle row are generated 
by changing the contrast and brightness of the original image 
and the images in the lower row are generated by applying 
Gaussian blur. 
 

In all of the experiments learning algorithm is 
Teacher-Directed learning based on mixture of experts. 
As shown in Table I, our model based on ME with RBF 
gating network reveals better recognition rate than ME-
based model with MLP gating network. It should be 
mentioned that the best result of this experiment for ME 
with MLP experts and gating networks is 84.10%, and 
for ME with MLP experts and RBF gating networks is 
87.90%, with 20 hidden neurons in the former and 10 
hidden neurons in the latter model, for the gating, 
respectively. 

 
TABLE I 

Recognition rates of different topologies of proposed models. In each 
row, for fixed values of hidden neurons of gating network, 
recognition rate which is the average of twenty training runs with 
different random initial weights is listed. 

MLP Gating Network  RBF Gating Network 

Hidden layer 
Neuron 

Percentage  
Hidden layer 

Neuron 
Percentage 

5 69.03  5 68.89 

10 75.6  10 85.98 

15 80.85  15 83.05 

20 84.02  20 81.65 

25 81.75  25 82.81 

30 80.65  30 83.09 

         

We performed the experiment with Mixture of Linear 
Experts, Mixture of MLP Experts and gating networks, 
Mixture of MLP experts and RBF gating networks. The 
experiment was repeated for 20 times by randomly 
choosing different training and testing sets. Table 2 lists 
the details of the training parameters and the best 
structures, in terms of higher recognition rate, for the 
experts and gating network.  

 
 

TABLE II 

The details of the training parameters as well as the recognition rates 
of the ME, ME with MLP experts and gating network, ME with MLP 
experts and RBF gating networks on the test set. 

Network 
Model 

ME 
ME with 

MLP 
experts 

ME With  
RBF gating & 
MLP experts 

Topology 5 Linear 
Experts 

Experts: 
50:65:20 
Gating: 
50:20:5 

Experts: 
50:65:20 
Gating: 
50:10:5 

Learning 
rate 

Experts: 
0.01 

Gating: 
0.05 

Experts: 
0.01 

Gating: 
0.05 

Experts: 
0.01 
δ:2.8 

Max 
percentage

65.66 84.2 87.98 

 
Table II summarizes the division of labor performed 

by each expert in both models over 20 times running 
with Șe = 0.01 and Șg= 0.05. The rows denote the 
recognition rate in different number of epoch of the five 
experts, first train experts then by MLP and RBF gating 
network tested. Spread in RBF gating network is 
increased incrementally from 0.1 in steps of 0.1 to 8.0. 
The best value based on experience is 2.8. Clearly, 
considering table III, for the same experts, irrespective 
of its topology, the experts reveal the same recognition 
rate. In RBF gating network is applied, there is strong 
improve performance in gating network. 
 

VI.   CONCLUSION 
 

We proposed a model based on ME to achieve high 
performance view-independent face recognition. We 
compared two other ME-based models with our 
proposed one to demonstrate the superior performance. 
Experimental results supported our claim that there is 
better use RBF gating network in ME for view-
independent face recognition when we use The basic 
idea was to employ another network for more 
performance to pose estimate in gating network with 
respect to linear or MLP network. By applying our 
model, the average recognition rate was increased. 

ME appears to be a powerful tool to approach more 
robust view-independent face recognition models. In 
future work, we plan to explore more complicated 
methods of RBF network for use with experts or gating 
networks in ME structure. 
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TABLE III 

Recognition rates of different gating network in the same expert. each 
row is shown with different number of epoch.    

Number 
of epoch 

E
xpert 1 

E
xpert 2 

E
xpert 3 

E
xpert 4 

E
xpert 5 

MLP 
gating 

25 31.25 41.25 38.75 40 30 77.25 

40 33.25 41.25 42.5 42.5 30 80.25 

70 36.25 40 45 42.5 31.25 83.01 

100 36.25 45 45 42.5 35 84 

140 36.25 42.25 46.6 42.5 33 83.25 

   

Number 
of epoch 

E
xpert 1 

E
xpert 2 

E
xpert 3 

E
xpert 4 

E
xpert 5 

RBF 
gating 

25 32.5 40.25 39.75 41 31 79.51 

40 32.75 42.35 41.5 42.25 30.5 83.25 

70 36.25 45 46.35 42.5 35 86.48 

100 34.25 43.25 42.35 43.5 33.5 85.23 

140 35.25 42.25 45.5 41.5 33 84.25 
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Abstract- The paper presents the dependability comparison of 
software implementation of the explicit and numerical 
Generalized Predictive Control (GPC) Model Predictive Control 
(MPC) algorithms. The investigated GPC algorithms are 
implemented for a control system of a multivariable chemical 
reactor – a process with strong cross-couplings. The fault 
sensitivity of the proposed implementations is verified in 
experiments with a software implemented fault injector. 
Experimental methodology of disturbing the software 
implementation of control algorithms is presented. The influence 
of faults on the quality of the controller performance is analysed. 
Implementations of the considered control algorithms are also 
compared in terms of their profiles (e.g. resource usage, code size 
and efficiency).  

I. INTRODUCTION 

The fault influence on the control performance is thoroughly 
discussed in the literature, see [12] and references therein. 
Typically, considered fault models are related to some kinds of 
malfunctions within the controlled system (e.g. actuators and 
sensor failures, faults in the plant itself). The influence of faults 
affecting software implementations of control algorithms is not 
a frequent subject of research. Recent studies show that the 
probability of fault occurrence in the microprocessor devices 
increases in new technologies as the size of transistor gates 
shrinks [18]. These faults may result in logical errors at the 
application level and finally in application failures. Therefore, 
faults that appear during system operation may be critical [10], 
particularly in case of control systems where faults affecting 
the code with implementation of the control algorithm can 
negatively influence economic efficiency or even safety of the 
process [3, 4, 5]. Thus, it is extremely important to make the 
algorithms as robust to such faults as possible. 

Model Predictive Control (MPC) algorithms are widely used 
in the industry thanks to their numerous advantages [13-17, 
20]. More specifically, they can offer better performance than 
the one offered by classical control algorithms, especially for 
processes with multiple inputs and multiple outputs (MIMO) 
and with significant time delay. Furthermore, when necessary, 
MPC algorithms can take into account constraints imposed on 
manipulated and controlled variables. 

This paper compares the dependability of software 
implementation of the Generalized Predictive Control (GPC) 

algorithms [2] applied to a multidimensional chemical reactor 
[1]. Two versions of the GPC scheme are considered: the 
explicit and the numerical ones. In the first case the control 
policy is explicitly calculated. If necessary, the constraints can 
be taken into account by appropriate clipping of manipulated 
variable values. In the numerical GPC algorithm, constraints 
are taken into account in the algorithm. Such an approach 
needs solving on-line the quadratic programming problem. 

In the research carried out the software implemented fault 
injector adapted to reactive applications is used [6, 9, 10, 11, 
19]. This paper continues previous research of authors during 
which preliminary dependability studies of explicit MPC 
algorithms were conducted and fault hardening approaches 
proposed [3, 4, 5]. 

In the next section both the explicit and the numerical GPC 
control algorithms are described. Section 3 presents software 
fault injector and experiment set-up. Then, section 4 describes 
considered software implementations. Some software 
improvements towards fault hardening  are also presented. The 
dependability of the analysed implementations based on 
experimental results are presented in section 5. The paper is 
shortly summarized in the last section. 

II. THE GPC ALGORITHM 

In the GPC algorithm [14, 17, 20] a dynamic model of the 
process is used in order to predict its future behaviour and to 
calculate the optimal control policy. More specifically, at each 
consecutive sampling instant k a set of future control 
increments 
 [ ]Tu kNkukkukkuk )|1()|1()|()( −+∆+∆∆=∆ Ku  (1) 

is calculated assuming that 0)|( =+∆ kpku  for p≥Nu, where 
Nu is the control horizon. In the following part of the article it 
is assumed that the process has nu inputs and ny outputs 
( un
u ℜ∈ , yn

y ℜ∈ ). The future control policy )(ku∆  is 
calculated in such a way that future predicted control errors 
(i.e. differences between the desired trajectory and predicted 
values of the output) are minimised over the prediction horizon 
N. For optimisation the following quadratic cost function is 
usually used 
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where the reference trajectory 

[ ]
T

refrefref kNkykkyk )|()|1()( ++= Ky  and the 

prediction  [ ]TkNkykkyk )|(ˆ)|1(ˆ)(ˆ ++= Ky  are vectors 

of length nyN, M and Λ are weighting matrices of 
dimensionality nyN×nyN and nuNu×nuNu, respectively. Usually, 
the reference trajectory is assumed constant over the prediction 

horizon, i.e. [ ]Trefrefref kykyk )()()( K=y . 

Although in the GPC algorithm a number of future control 
increments (1) over the control horizon are calculated, only the 
first nu elements of the vector )(ku∆  are actually applied to the 
process, i.e. 
 )1()|()( −+∆= kukkuku  (3) 

At the next sampling instant, k+1, the prediction is shifted one 
step forward and the whole procedure aiming at optimising the 
future control policy is repeated. 

In the GPC algorithm, predictions )|(ˆ kpky +  over the 
prediction horizon (p=1,...,N) are calculated using a linear 
dynamic model of the process 

 )()()()( 11 kuzkyz −− = BA  (4) 
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are matrices which comprise parameters m

ia  (m=1,...,ny, 
i=1,...,nA) and nm

ib ,  (m=1,...,ny, n=1,...,nu, i=1,...,nB) of the 
model (integers nA and nB determine the order of the model). 

Thanks to using the linear model of the process, it is possible 
to express the output prediction as the sum of a forced 
trajectory (which depends only on future control increments 

)(ku∆ ) and a free trajectory (which depends only on the past) 

 )()()(ˆ 0 kkk yuGy +∆=  (7) 

where [ ]TkNkykkyk )|()|1()( 000 ++= Ky . The 

dynamic matrix G of dimensionality nyN×nuNu is comprised of 
step-response coefficients of the model. 

A. The Explicit GPC Algorithm 

When the cost function (2) is optimised without any 
constraints, the future vector of optimal control increments is 
calculated explicitly 

 ))()(()( 0 kkk ref yyKu −=∆  (8) 

where GGGK 1)( −+= ΛT  is a matrix of dimensionality 
nuNu×nyN which is calculated off-line. 
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where e
k , u

jk , y

jk  are matrices of appropriate dimensionality 
which are calculated off-line from the parameters of the model 
[20]. The obtained explicit control law is a linear feedback 
from the difference between the set-point trajectory and values 
of the manipulated variable increments calculated at previous 
sampling instants. 

Although in the explicit GPC algorithm constraints are not 
taken into account, it is possible to clip the unconstrained 
solution calculated by means of (9). 

B. The Numerical GPC Algorithm 

In contrast to the explicit unconstrained GPC algorithm, 
when the constraints are imposed on process variables, at each 
sampling instant the following quadratic programming problem 
must be solved in order to obtain optimal future control 
increments )(ku∆  
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Vectors max
u∆ , min

u , max
u , min

y , max
y  denote constraints 

imposed on manipulated and controlled variables, respectively. 

III. EXPERIMENT SET-UP 

The concept of the Software Implemented Fault Injector 
(SWIFI) is based on the software emulation of a fault during 
the run-time of the application under test. In this research FITS 
fault injector is used [6, 11, 19]. It uses standard Win32 
Debugging API to control the execution of the software 
application under tests. In the following the process controlled 
by the analysed control algorithms (GPC) is described, 
instrumentation (facilitating further analysis) of the tested 
application is introduced, then the fault insertion policy, and 
finally, applied result qualification are given. 

A. MIMO Process Description 

The process under consideration is a chemical reactor with 
two manipulated (inputs) and two controlled (outputs) 
variables shown in Fig. 1.  

 u1

feed

product

 u2

cooloing

 y1, y2

 

Fig. 1. The chemical reactor 
 

It is described by the continuous-time transfer function 
model [1], (time constants in minutes): 
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where dimensionless controlled variables are: Y1 – the 
concentration of the product, Y2 – the temperature in the 
reactor, the dimensionless manipulated variables are: U1 – the 
flow rate of the feed , U2 – the flow rate of the cooling 
substance. 

Using the sampling period T
p
=0.03 min, one obtains the 

discrete-time dynamic model (4) with the following parameters 
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  (12) 
For the considered chemical reactor the explicit and the 

numerical GPC algorithms are designed. In both cases the 
prediction horizon is N=3, the control horizon Nu=2, the 
weighting matrices are: M=I, Λ=λI, where λ=0,075. 
Magnitudes  of manipulated variables are constrained:  

5.2min
1 −=u , 5.2max

1 =u , 6.0min
2 −=u , 6.0max

2 =u , control 

increments are not constrained, values of manipulated variable 
are also not constrained. 

The simulation horizon is 250 discrete time-steps. The 
simulation scenario is as follows: 

• the process starts from a given set-point (y1=0, y2=0), 

• at the sampling instant k=10 refy1
 changes to 0.7  and  

refy2
 to -0.5, 

• at k=110 refy1
 changes to – 0.7, 

• at k=160 refy2
 changes to 0.5. 

Moreover, unmeasured disturbances are added to both 
outputs of the process. It is assumed that they change in a 
sinusoidal way (inverted on the second output variable) with 
the amplitude equal to 0.2 and the period of 50 discrete time 
instants, i.e. 

 )0.04sin(2.0)1()( iky i

i ⋅−= π  (13) 
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Fig. 2. The structure of the control system with the explicit GPC algorithm 
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Fig. 3. The structure of the control system with the numerical GPC algorithm 

B. Code Instrumentation 

FITS disturbs directly the tested application only within so-
called testing areas [6]. Testing areas limit the scope of 
disturbances only to the selected parts of the application. Here, 
the code of the controlled process model is added. Moreover, 
the controller code and data are moved to separate library 
module (DLL). In all experiments the same process modelling 
module is used together with different implementations of the 
controller module. The parts of the tested application disturbed 
during the experiments (dashed box) as well as process model 
(not disturbed) are marked in Fig. 2 and 3. The tested 
application is also instrumented to send some measures (e.g. 
related to internal variables, output signals) to the fault injector 
using user-defined messages (collected by FITS) [6]. 

C. Fault Injection Policy 

FITS simulates faults by disturbing the running application. 
In this study the single bit-flip faults within CPU and FPU 
registers, application’s data and machine instruction code are 
considered. In case of faults within instruction code the 
latching (fault is not recovered by the fault injector after 
activation) and non-latching (faulty instruction is recovered by 
fault injector after the first execution of disturbed instruction) 
strategies are used [9, 19]. Faults are injected pseudorandomly 
in time of program execution and in space (bit position within 
disturbed resource, distribution over application's memory) to 
mimic Single Event Upset (SEU) effects [9, 10, 19]. The time 
window for injecting faults is limited to the first half of 
simulation horizon (i.e. during first 125 sampling instants) to 
cover late error manifestation. 

D. Qualification of Experimental Results 

Control algorithms require more complex analysis of the 
controlled process behaviour than simple calculation-oriented 
ones [10, 19]. The standard factor ISE (Integrated Sum of 
Squared Errors) is used as a measure of result (y1, y2) 
correctness. The reference ISE value (obtained during non-
faulty execution) is 9.4322 for explicit GPC and 9.4174 for 
numerical GPC implementation. 

The whole experiment is conducted by FITS automatically. 
Analysis of fault effects requires detailed information upon the 
faults injected and the application behaviour. FITS provides 
details about every test (simulated fault injection). Hence, 
manual replay of the whole test execution can be done. 
Moreover, all the events and user messages occurring during 
the test are recorded. The tested application is instrumented to 
save its outputs (here simulation results, i.e. a set of control 
signals in subsequent sampling instants) into separate files for 
each test (file names are managed by FITS). This gives a 
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possibility for post-experiment analysis of fault effects in the 
correlation with the injected fault and observed behaviour for 
each test. At the end of the experiment synthetic (aggregated) 
results for each fault location are given. In general, 4 classes of 
test results are distinguished: 

• C: correct behaviour (ISE<15), 
• INC: incorrect (unacceptable) behaviour (ISE≥15), 
• S: test terminated by the system due to un-handled 

exception, 
• T: timed-out test. 
Additional U (user message signalisation) category denotes 

test results where some error detection mechanisms embedded 

into controller’s code signal erroneous operation of the 

controller (with proper user message) and interrupt execution. 

IV. CONSIDERED SOFTWARE IMPLEMENTATIONS 

A. Classical Implementations 

Classical software implementations of the explicit (further 
denoted as E) and numerical GPC (denoted as N) algorithms 
for considered chemical reactor process are made in the C 
language and compiled with Microsoft Visual C++ 2005 SP1 
with default optimization options (maximize speed - /O2). In 
particular, the /EHsc parameter is provided (enabling C++ 
exception handling without support for native Win32 
Structured Exception Handling - SEH) even though there is no 
exception handling statements in the source code. It is worth to 
note the significant difference in the profiles of the binaries of 
these two GPC implementations (discussed in the sec. IV.C). 

The explicit GPC algorithm is written as a static sequence of 
instructions (no loops are present). The matrices are not 
represented as tables – instead, sets of standalone variables 
(representing related elements of matrices) are introduced. 
Such implementation level optimization reduced the number of 
instructions needed to accomplish the analyzed task comparing 
to solution using tables representing matrices. The 
improvement is more than 20% in static code and 83% in the 
number of all executed instructions. Such optimization is very 
hard in case of numerical GPC algorithm, as constrained 
quadratic optimization procedure is usually written as universal 
one and uses vectors and matrices. 

The distribution of mnemonics in the static code as well as 
in the executed instruction stream (dynamic) differ for explicit 
and numerical implementation. Floating point instructions 
constitute 95% of the static code image of the explicit GPC 
implementation as well as in the dynamic profile. In case of the 
numerical implementation these instructions are only in 23% of 
the static code and 27% in the dynamic profile. The majority of 
executed instructions are related to the following machine 
instructions (static; dynamic): mov (28%; 26%), add (9%; 
11%), fld (7%; 8%), and cmp (7%; 8%).  

Moreover, profiles of the CPU registers usage differ. The 
explicit implementation is relying mostly on floating point unit 
– general purpose CPU registers are rarely used (only EAX and 
ECX registers with the activity ratios at 2.5% and 0.7%, 
respectively). Contrary, the numerical version uses all general 

purpose CPU registers at the activity ratios higher than 60% 
[19]. 

B. Fault Hardened Implementations 

Beside the classical software implementations some software 
improvements are introduced. The idea of the fault hardened 
versions (further denoted as HE and HN for explicit and 
numerical algorithms, respectively) is the same for explicit and 
numerical algorithms. It uses standard C++ exception handling 
statements (try/catch(…)) to capture exceptions occurring 
during the execution of the control algorithm code (the same as 
used in the classical implementation). In the exception-
handling block the FPU unit is reset (with _fpreset function) 
and the control variable value is left unchanged from the 
previous control iteration. Compilation is made with SEH 
enabled (/EHa option) as well as with the support for FPU 
exceptions (/fp:except option). 

Exception handling with such a forward recovery scheme 
significantly improves the probability of correct behavior but 
unfortunately the probability of the incorrect behavior rises as 
well [7–9, 11]. To mitigate this effect some error detection 
mechanisms might be included within the control algorithms 
(common for both implementations, explicit and numerical). 
As the considered fault model is limited to single faults, there 
is no reason to continue controller operation if the exception 
reoccurred. Thus, to prevent unrecoverable errors, the 
exception occurrence counter is introduced – only one recovery 
attempt is made otherwise controller signals failure (U-
category behavior) and terminates. 

In case of hardened explicit implementation (HE) additional 
error detectors are also introduced. Some infinite floating point 
values can be observed as a result of injected faults – they 
obviously are not signaled by the exception mechanisms. 
Hence, the _finite function is used to detect such value 
violations on the manipulated variables (programming 
exception is raised to engage previously described handling 
procedure). Moreover, the ISE value is collected within 
predefined time window (over 10 sampling instants) – if the 
ISE exceeds the threshold (here ISEth=10.0) the exception is 
raised. In case of HE implementation the exception handling 
procedure also reinitializes all of the controller parameters. 

In the case of numerical implementation the manipulated 
variables values should satisfy constraints (see sec. II and 
III.A) – in HN version, such violation rises an exception. 
Evaluating the dependability, it is found that in some cases the 
control algorithm may produce constant outputs – the 
controller obviously is locked and does not work (see Fig. 4). 
Hence, the control-locking detector is introduced. If there is no 
change on both controller outputs for more than 4 subsequent 
algorithm iterations and if at least one controller output is 
within the constrained area (not on boundaries), the difference 
between process outputs and given yref is checked. Exception is 
raised to signal erroneous controller behavior if this difference 
is higher then a predefined threshold. 
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Fig. 4. Typical case with locked controller - fault-free trajectory (dashed line), 

erroneous trajectory (solid line), and the reference output trajectories ( refy1
 

and refy2
) – fault injected at the sampling instant k=94 (ISE= 204.9). 

C. Fault Hardening Overheads 

Hardening code embedded into the classical implementation 

introduces some overheads in terms of time for computation 

(i.e. number of executed instructions within the controller) as 

well as in terms of larger static code size (in bytes and the 

number of instructions in the static code of the controller 

image). Nevertheless, there is also a significant difference of 

the code size and computation time between explicit and 

numerical GPC implementations. All these issues are covered 

in Table I. 

TABLE I 
STATIC AND DYNAMIC SODE SIZES AND CORRESPONDING OVERHEADS (IN BRACKETS). 

 E HE N HN 

Static [bytes] 1050 1634 (56%) 12736 15327 (20%) 

Static [instructions] 286 438 (53%) 3942 4531 (15%) 

Dynamic [Instructions] 34522 54295 (57%) 2360990 2735855 (16%) 

 

The relative overheads in the case of the explicit algorithm 

are much bigger than in the case of the numerical one. It is due 

to the fact that the code of numerical implementation is much 

more complicated comparing to the size of fault detection and 

tolerance routines. Whereas, the fault hardened implementation 

of the explicit algorithm is still 9, 10 and even 50 times more 

compact (in terms of the code size in bytes, the number of 

instructions and the number of dynamically executed 

instructions, respectively). 

V. EXPERIMENTS 

Faults in CPU and FPU registers, data area of the controllers, 

and the executed instruction stream (with latching and non-

latching policy) are considered. For each fault location 

approximately 1000 disturbed executions are investigated 

(single fault injected in each application execution). Such 

faults within explicit GPC can even destabilize the controlled 

process [3, 5]. Here, we focus on comparison of explicit and 

numerical implementations as well as on the possible 

effectiveness of the proposed fault-tolerance mechanisms. 

The summary of all 4 considered implementations is shown 

in fig. 5 and 6. It is clear that the explicit implementation is 

more fault robust than the numerical one. Nevertheless, the 

explicit one is less safe as the percentage of incorrect 

behaviour is slightly higher than observed in the numerical 

case. On the other hand, the explicit implementation is much 

more efficient if the code size is taken into account (see sec. 

IV.C). Thus, from the dependability perspective explicit GPC 

is better. However, hardened versions of both algorithms have 

similar level of fault robustness. 

Fault detection and tolerance mechanisms applied proved to 

be very efficient, especially if faults are located in the 

resources that keep temporary values (e.g. CPU registers) or 

can be easily recovered (e.g. explicit GPC parameters in the 

data memory, non-latching faults within instruction stream). 

Only single incorrect test cases were observed for hardened 

versions (hard to notice in figures): 0.4% in the case of CPU 

registers faults in HE, 0.5% in the case of faults within data 

area in HN, and 2.3% in the case of non-latching faults in HE 

instructions. 
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Fig. 5. Summary of experimental results (part 1). 
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Fig. 6. Summary of experimental results (part 2) – faults within executed 

instruction stream. 

 

The most fault sensitive resource is the controllers’ code. 

Latching faults remain in the memory as any code recovery 

schema were not considered. That explains the difference 

between fault tolerance level of both hardened 

implementations with latching and non-latching policy. It is 

worth noting, that even if the level of correct behaviour for HE 

and HN implementations in case of latching faults within 

instructions is lower than 30% the hardened versions are much 

safer than classical ones. As error detection takes place (U-

category), the reduction of incorrect behaviour (INC-category) 

is by the factor of 4.5 and 7 (in explicit and numerical 

implementations, respectively). 

VI. CONCLUSIONS 

The paper studies the dependability of software 

implementations of the explicit and numerical GPC algorithms 

applied to a chemical reactor. It is examined using software 

implemented fault injector. Results of the experiments clearly 

indicate that both formulations of the GPC algorithm are 

susceptible to hardware faults. It is particularly important in the 

case of industrial processes because faults may lead to 

undesirable behaviour of the process. 

To achieve high degree of fault robustness several error 

detection mechanisms within controller code are embedded, 

each covering different erroneous situations. Those detectors 

are integrated with very simple but efficient recovery schema 

based on exception handling. The way to systematically 

eliminate incorrect cases requires detailed insight into the 

controller structure and analysis of process responses to 

identify the most typical controller deviations. That can be 

easily achieved with FITS fault injection system. Presented 

research proves that the software implemented fault detection 

and handling techniques proposed for both GPC algorithms can 

significantly improve their dependability. 
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Abstract- The paper presents computationally efficient 
predictive control approaches to stabilization of the blood glucose 
concentration in patients suffering from diabetes type 1. 
Presented algorithms use neural and fuzzy models and quadratic 
programming. These algorithms offer much better control 
performance than the algorithms based on linear models. 
Moreover, their closed–loop accuracy is similar to that obtained 
in predictive control algorithms with full nonlinear optimisation 
repeated on-line. Though simple, such algorithms offer 
advantages resulting from its prediction capabilities. 

I. INTRODUCTION 

Model Predictive Control (MPC) algorithms are widely used 
in the industry thanks to their numerous advantages [13, 17, 
19]. More specifically, they can offer better performance than 
that offered by classical control algorithms, especially for 
processes with multiple inputs and multiple outputs (MIMO) 
and with significant time delay. Furthermore, when necessary, 
MPC algorithms can take into account constraints imposed on 
manipulated and controlled variables. 

When the considered process is nonlinear, it is justified to 
use its nonlinear model in MPC algorithm. In general, two 
approaches to nonlinear MPC can be distinguished. In the first 
one the full nonlinear model is used in MPC without any 
simplifications [13, 19]. Although in theory such an approach 
may seem to be likely to offer very good control accuracy, it 
needs solving on-line a nonlinear optimisation problem. From 
the practical point of view MPC algorithm with full nonlinear 
optimisation have a few important disadvantages. First of all, 
nonlinear optimisation is very computationally demanding. 
Moreover, nonlinear optimisation is likely to terminate in 
shallow local minimum, there is no guarantee the algorithm 
finds the global optimal solution at each sampling instant. 

In order to overcome drawbacks of the MPC with full 
nonlinear optimisation, various MPC schemes with on-line 
linearisation have been proposed. More specifically, these 
algorithms find on-line a local linearisation of the original 
nonlinear model [10, 12, 13, 19]. Thanks to it, it is possible to 
formulate the MPC optimisation problem as a quadratic 
programming one. Such a problem can be efficiently solved, its 
computational load is small. It is also very important that in 
case of quadratic programming problems the global optimum 
solution is always found, there is no risk of terminating in local 

minimum. Stabilisation of glucose concentration is an 
important challenge. The algorithms used must be reliable 
which is not the case for algorithms with nonlinear 
optimisation as presented, for example in [8, 21]. 

In the next section both the basic formulation of MPC 
algorithms is given. Sections 3 and 4 present descriptions of 
the neural MPC and fuzzy MPC, respectively. In section 4 
control plant (diabetic patient) is described and simulation 
results obtained in control systems of this plant are given. The 
paper is concluded by the last section. 

II. MPC ALGORITHMS 

In MPC algorithms at each sampling instant a set of future 

control increments  
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is found. It is done in such a way that a criterion should be 

minimised and constraints present in the control system 

fulfilled. These demands are expressed as the following 

optimisation  problem [3, 11, 13, 17, 19] 
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where N and N
u
 denote prediction and control horizons, 

respectively, M
p
≥0 and Λ

p
>0 are diagonal weighting matrices 

of dimension n
y
×n

y
 and n

u
×n

u
. The set-point trajectory is usually 

assumed to be constant over the prediction horizon, i.e. 
sssp ykpky ˆ)|( =+ , p=1,...,N, ( )|( kpky +  denotes the output 

prediction for the future sampling instant k+p, derived at 

current sampling instant k, etc.). If for the prediction a linear 

dynamic process model is used, the problem (2) is a standard 

quadratic optimisation problem. Its solution at each iteration 

yields the new control increment vector )(kuΔ . 
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If for the prediction a linear dynamic process model is used, 

the superposition principle can be applied [11, 17, 19] and the 

prediction can be decomposed into two components 
 

 )()()( 0 kkk yuG +Δ=y , (3) 
 

where 
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is the dynamic matrix of the dimension n
y
N×n

u
N

u
, composed of 

step response coefficients. The component )(kuGΔ  is the 

forced response depending only on the future input increments, 

)(0 ky  is the free response vector of the length n
y
N depending 

only on the past 
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If output constraints are present in the optimisation problem 

(2), the infeasibility problems may occur. Thus, the output 

constraints are usually softened by the use of slack variables 

[15]. Assuming the quadratic penalty of the constraint 

violations, the MPC optimisation problem (2) with a linear 

process model is then as follows 
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where minρ , maxρ  are positive weights, 
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are vectors of the length n
u
N

u
  and 
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are vectors of the length n
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is a matrix of dimension n
u
N

u
×n

u
N

u
. M and Λ are diagonal 

matrices of dimension n
y
N×n

y
N and n

u
N
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 comprised of 

sub-matrices M
p
, Λ
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, ss

y  is a Kronecker tensor product of the 

vector [ ]
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ye 11 K=  of length n
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 and y
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If the nonlinear model is used then (2) is the nonlinear 

optimisation problem which is in most cases time consuming 

and difficult to solve (see Fig. 1). Thus, algorithms using 

model linearisation were proposed. In the case of neural and 

fuzzy models obtaining of the linear approximation is 

relatively easy. It is described in details in the following part of 

the paper. 

 

)(krefy   )(ku  
Process 

  )(ky  

MPC-NO 

 

Nonlinear Optimisation 

Neural or fuzzy model 
1−

z  

 

Fig. 1. The structure of the control system with the MPC algorithm 
with nonlinear optimisation (MPC–NO) 

III. MPC ALGORITHMS BASED ON NEURAL AND FUZZY 
MODELS 

The proposed MPC algorithms are the formulated in the 

following way: 

1. The obtained linearised models (16) or (24) are used to 

generate the dynamic matrix and the elements of the control 

plant free response (5). 

2. The free response and the dynamic matrix are used to 

formulate the quadratic optimisation problem (6). 

3. The optimisation problem is solved and, using the 

obtained solution, the manipulated variable value is generated. 

Then the controller passes to the next iteration. 

The graphical illustration of the algorithms is depicted in 

Fig. 2. In the case of neural and fuzzy models exploited by the 

algorithms under discussion its linear approximation is 

obtained in different ways. They are detailed in the next part of 

this section. 
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Fig. 2. The structure of the control system with the MPC algorithm 
with successive linearisation (MPC–SL) 

 

A. Neural Network Model 

The single-input single-output (SISO) neural model of the 
process is described by the following nonlinear discrete-time 
equation: 

 
))(,),1(

),(,),(()(

A

B

nkyky

nkukufky

−−

−−=

K

Kτ  (11) 

where ℜ→ℜ +−+ 1: τBA nn
f , 

Bn≤τ . A feedforward MLP neural 

network (Multi Layer Perceptron) with one hidden layer and a 
linear output [6] is used as the function f in (11). The structure 
of the neural model is depicted in Fig. 3. The output of the 
model can be expressed as: 
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where )(kz i
 are sums of inputs of the ith hidden node, 

ℜ→ℜ:ϕ  is the nonlinear transfer function (e.g. the 

hyperbolic tangent), K is the number of hidden nodes. 
Recalling input arguments of the general neural model (11) one 
has: 
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where 1+−= τBu nI . Weights of the network are denoted by 
1
, jiw , Ki ,,1K= , 1,,0 +−+= τBA nnj K , and 2

iw , Ki ,,0 K= , 

for the first and the second layer, respectively. Combining 
equations (12) and (13) one obtains: 
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Fig. 3. The structure of the neural model 

The linearisation point is defined as a vector comprised of 
past input, output and disturbance signal values corresponding 
to the arguments of the nonlinear model (11) 
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Using Taylor series expansion, the linearised model of the 

nonlinear model (11) derived at the current instant k is 
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Coefficients of the linearised models are calculated from 
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Considering the neural model given by (14) 
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If hyperbolic tangent is used as the nonlinear transfer 

function ϕ  in the hidden layer of the neural model, one has 
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The linearisation point given by (15) is not influenced by the 
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most recent output value )(ky , which is available. It may be 

crucial in the case of fast processes. Therefore, it is 

recommended to use 
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If τ=1 for linearisation purposes one may set 

)1(:)|( −= kukku  or )1|(:)|( −= kkukku . 

B. Fuzzy Takagi–Sugeno Model 

A method of synthesis of the Fuzzy MPC algorithm is 
detailed in [12], thus it will be now only outlined. Such an 
algorithm is very easy to design because it is based on DMC 
predictive algorithm [3, 5, 11, 17, 19] and fuzzy Takagi–
Sugeno (TS) process model with local models in the form of 
step responses [12]. Such a model is relatively easy to obtain. 
It is sufficient to collect a few step responses of the control 
plant near a few operating points (three in the case under 
consideration). The membership functions can be chosen using 
expert knowledge, simulation experiments or fuzzy neural 
networks. The discussed model is thus described by the 
following rules: 
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where yk is a value of the output variable at the kth sampling 
instant, uk is a value of the manipulated variable at the kth 
sampling instant, fB1

,…, f

nP
B , fC1

,…, f

mP
C  are fuzzy sets, f

ia  

(i=1,…,pd) are the coefficients of step responses in the fth local 
model describing influence of the input on the output, pd is 
equal to the number of sampling instants after which the 
coefficients of the step responses can be assumed as settled, 
f = 1,…, l, l is number of rules. 

Then, in the Fuzzy DMC (FDMC) algorithm, the TS model 
(23) is used in a smart way, at each iteration to obtain its linear 
approximation. For current sampling instant using: current 
values of process variables, the TS model (23) and fuzzy 
reasoning, the following model is obtained: 
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where 
ky~  is the output of the control plant model at the kth 

sampling instant, ∑
=

⋅=
l

f

f

ifi awa
1

~~ , and 
fw~  are the normalised 

weights; see e.g. [14, 18]. In fact (24) is the step response 
control plant model valid for the current values of process 
variables. 

IV. SIMULATION RESULTS 

The control plant under consideration is a patient with 
diabetes of type 1. It is a nonlinear plant. Its detailed model, 
often used by other researchers, one can find in [8]. The output 
of the plant y is glucose concentration, the manipulated 
variable u is administration of insulin, the main disturbance 
d=DG is the amount of carbohydrates digested. Therefore it can 
be assessed and disturbance measurement can be used in the 
controller. 

The controllers were designed in such a way that output is 
maintained between ymin=4.5 mmol/l and ymax=9 mmol/l. The 
aim of the control system operation is to stabilise the glucose 
concentration near the level ysp=6 mmol/l despite the 
disturbance occurrence.  

 

Fig. 4. Responses of the control system with MPC algorithms based 
on neural model to change of the disturbance; above – output variable, 
below – manipulated variable; MPC–NO – dashed line, MPC–SL – 
solid line 

Fig. 4 shows the results obtained in the control systems with 
MPC algorithms based on the neural models. In the case of 
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both algorithms the following parameters were assumed: 
sampling time Tp=15 minutes, prediction horizon N=20, 
control horizon Nu=5, λ=10. It is clearly visible that the 
algorithm with successive linearisation (MPC–SL)  gives 
almost the same results as the MPC–NO one. It should be 
emphasised once again that the computational complexity of 
the MPC–SL algorithm is much smaller than of the MPC–NO 
one thanks to avoidance of a nonlinear optimisation. 

The MPC–SL algorithm was then tuned in order to obtain 
bigger minimal value (the one obtained in the previous 
experiment was very close to the lower output constraint). The 
change of the prediction horizon to N=40 resulted in better 
trajectories as it can be easily seen in Fig. 5. 

 

 

Fig. 5. Responses of the control system with MPC–SL algorithm 
based on neural model to change of the disturbance; above – output 
variable, below – manipulated variable; N=40 

The Takagi–Sugeno fuzzy model used in the FDMC 
algorithm is the combination of three normalised step 
responses obtained from environs of the following operating 
points: u=0.092, y=6; u=0.077, y=9.95; u=0.112, y=4.043; 

these responses are shown in Fig. 6. The assumed membership 
functions are shown in Fig. 7. 

 

Fig. 6. Normalised step responses used in the TS fuzzy model 

 

Fig. 7. Membership functions of the TS fuzzy model used by the 
FDMC algorithm 

The sampling time of the FDMC algorithm Tp=15 minutes 
was assumed. The tuning parameters of the algorithm were 
assumed as follows: dynamics horizon pd=300, prediction 
horizon N=20, control horizon Nu=5, λ=10. 

The responses obtained in the control system with fuzzy 
MPC algorithm to changes of the disturbance are presented in 
Fig. 8. The controller maintains the output within the assumed 
range of values (dashed lines). It is good to notice that the 
obtained responses are pretty similar to those obtained with the 
algorithm based on the neural model (Fig. 5). The maximal 
values of the output are the same as well as the character of the 
responses. The differences which can be observed result from 
the different models used (in the case of fuzzy model the linear 
model in the form of step response is exploited whereas in the 
case of neural model – it is the difference equation). 
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In the another experiment the disturbance measurement was 
added to the controller. The obtained result (solid lines in Fig. 
8) is much better. The maximal value of the output decreased 
from about 8.2 mmol/l to about 7.3 mmol/l. Moreover, the 
output stabilises faster and the minimal value of the output is 
around 6 mmol/l whereas in the previous case (without 
disturbance measurement) it was equal about 5.7 mmol/l. 

 

 

Fig. 8. Responses of the control system with FDMC algorithm (MPC–
SL algorithm based on the fuzzy model) to change of the disturbance; 
above – output variable, below – manipulated variable 

V. CONCLUSIONS 

The obtained results clearly demonstrate usefulness of the 

proposed algorithms based on neural network and fuzzy 

Takagi-Sugeno models. Considered algorithms can offer the 

quality of control comparable to that obtained with the 

algorithm based on nonlinear optimisation. At the same time 

they demand much less computations because they are 

formulated in such a way that only quadratic optimisation 

problem must be solved at each iteration. It is especially 

important in control systems in which the manipulated variable 

must be generated quickly and reliably. 

Very good result gave the algorithm with disturbance 

measurement. In the case of predictive controllers it is 

especially easy to include it in the algorithm. It is sufficient to 

add properly formulated terms to the free response which is 

next used to formulate the algorithm in a standard way. 
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Abstract – Eteacher is a software training application that works 
on the original program user interface by ‘demonstration and 
exercise’. The student is free to choose his pace of learning and 
exercise. If an exercise of a lesson is not done correctly, the pro-
gram intervenes and, if requested, presents the right solution. 
Teaching speed and content of the lessons are adapted to the 
needs of the student. 

Training lessons can be established for any software systems. The 
design of a Training Unit is easy and fast using mostly standard 
spreadsheet operations in combination with a recorder for voice, 
key strokes and mouse movements. 

1. INTRODUCTION 

Currently, the state of the art for computerized training pro-
grams for software is relying mostly on short prerecorded 
video clips that are played as part of the training. These clips 
show examples of activities and then the user is asked to repeat 
the shown content in a simulated user interface. These activi-
ties are very limited, e.g. only the activation of one function by 
mouse click and they have to be performed exactly the same 
way it was demonstrated. 

Here, we propose a different approach. The advantage of learn-
ing with a human tutor is the interactive nature of demonstra-
tion, exercise and feedback as well as the adaptation to a stu-
dent’s knowledge and pace. To replicate these concepts we 
developed Eteacher, an application that  

• Works within the original user interface of the host pro-
gram (the program to be taught), 

• Follows the student’s actions during an exercise and 
checks for correct completion, 

• Intervenes during the exercise as soon as the student is not 
on a path of correct execution. 

In order for this to work, Eteacher will have the following 
characteristics: 

1. It has to be able to be tuned to work with a range of soft-
ware solutions as broad as spreadsheets and CAD pro-
grams, 

2. The setup of Training Units has to be simple, fast and easy 
to manage and maintain, 

3. It has to be cognizant of the numerous variants and possi-
bilities to carry out a given function, 

4. It has to follow the student’s mouse activities and key-
strokes and determine at any step of the way whether the 
student is on the right track, 

5. It has to have the ability to assess and track the student’s 
abilities and gauge the dynamics of demonstration and ex-

ercise to optimize the learning progress. If too many errors 
are made, the student is prompted for a lower teaching 
speed and units with lower speed will be chosen. 

To demonstrate these characteristics, two different software 
samples are presented: 
• Microsoft Excel and 
• Solid Edge, a 3D design program. 
•  
2. THE DESIGN PROCESS OF AN MS EXCEL UNIT EXAMPLE 

Training Goal of the unit 

The goal of the unit is demonstrated by its start screen (Fig. 1). 
It shows the raw data, in this case the monthly sales figures for 
3 salesmen, as well the goal that has to be achieved as task for 
the unit: 

1. Format text and sales (Bold, Red, 15p, Currency €), 
2. Compute the quarterly sales by creating a formula that 

sums up the monthly sales, 
3. Calculate a 10% bonus for the best salesman using an Ex-

cel formula, 
4. Present sales and bonus in a bar chart. 
 

 
Fig. 1 Raw Data and Training Goal  
 

The design process of this unit in detail: 

Establishing the Training Unit 

To setup the above lesson, the following activities are required 
by specialized personnel 

The job of the Host Designer 

The Host Designer does the overall design for all units for the 
program to be trained on (the host). He defines the teaching 
content items and designs the units.  

The job of the Tool Designer 

Eteacher works with any host software system. That means that 
all kind of software systems can be taught with its help. How-
ever, some hosts need specific tools that have to be pro-
grammed. Excel for example requires the ability to turn a cur-
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sor position to the name of a cell (e.g., A1). The tool designer 
is the only software programmer in the development process. 

Checking Results versus Checking Action Paths 

There are two fundamentally different ways of checking 
whether or not the student is carrying out an exercise correctly: 

1. Tracking each activity (mouse or keyboard) and checking 
it against a predefined tree of possibilities, or 

2. Giving the student freedom of manipulation and checking 
the results. 

The former can be used for menu and toolbar button naviga-
tion, but to compose e.g. a formula for Excel is a complicated 
task with an infinite sequence of possible events of typing and 
deleting. These cases need result checking. Eteacher is capable 
of either method, as follows. 

The Unit Graph: the navigation tree through a lesson 

The basis of the unit is the unit graph – a spreadsheet structure 
that stores the actions of the unit: 

 
Fig. 2 Actions with If- branching 

 
Objects and Actions 

Fig. 2 shows a sample of an action path of the unit with ob-
jects, actions and a branching: 

• Objects are entities that can be activated by mouse click or 
key – in this case the button ‘Format’ on the toolbar 

• Actions are activities that manipulate the objects – in this 
case ‘act’: activate – ‘act Format’ means ‘activate the For-
mat button’. 

• The If branching decides the way of the action path de-
pendent on a stored condition – if the condition is satisfied 
the True branch has to be followed, otherwise  the False 
branch. 

Each unit has a complex action tree with branches. The activi-
ties of the student are compared with this tree: leaving the tree 
means that something is carried out that will not solve the task 
of the unit and needs correction. 

The job of the Function Designer 

Structures for the unit may be of different complexity:  

• Single objects – as Format (see above), or 
• Complex trees like functions, Super-Objects or Super-

Actions (shown later) 

The job of designing a unit can be broken down to: 
• All structures that might be used in another unit are done 

by the function designer, 
• All structures that are specific for one unit are done by the 

unit designer. 

Definition of Objects 

The activation of objects by the student is checked by the pro-
gram Analyzer. There are different types of objects, some of 
them are presented here: 

The type Pixel Object monitors the change of color that hap-
pens when the cursor comes into the activation area of that 
object. When the student activates such an object the color of 
its pixels are compared with the previously stored activation 
color, the Verification Pixels. 

The Verification Pixels can be defined by the function designer 
activating the button Define Object: The program presents a 
screen capture around the cursor position with visible single 
pixels, (see Fig. 3) and the Function Designer selects two rep-
resentative pixels with the changed color, in this case from the 
button frame. In another accomplishment the Verification Pix-
els are found automatically if the unit designer moves the cur-
sor to the object. 

 
Fig. 3 Object Bold1 with 2 Verification Pixels in contrast color 

 
The object is stored with name, type and Verification Pixels. In 
a similar way the Position- and Slide Object types are defined. 

Other types of objects are Position Objects or Slide Objects 
(objects which can be selected using a slider), which are veri-
fied by checking if the cursor position was in the appropriate 
activation area. 

Automatic Object Definition by the Crawler 

The manual definition requires that the screen of the Function 
Designer and that of the student is identical, but this is given 
only in special cases where Eteacher runs in a controlled envi-
ronment like a virtual machine or distant learning application. 

If this is not the case the definition is done automatically by a 
crawler running on the computer of the student. For that to 
work, the crawler requires some predefined information about 
the topology of the host program user interface including 
menus and toolbar buttons. E.g., Excel has the standard menus 
File, Edit, View, etc. as well as a number of toolbars. The 
crawler finds the bars and buttons and by moving a cursor into 
the activation areas finds and stores automatically all necessary 
parameters of the object, like position, size, Verification Pixels, 
etc. 

For objects invisible at the start screen but which appear fol-
lowing a given action path the crawler uses the menu structure 
of the host program that is prepared by the Function Designer. 
The object Bold2 for example (Bold1 is assigned to the Bold 
button) can be activated by the crawler following the action 
path Format/Cells/Font/Bold2. 

Super-Actions and Super-Objects 
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Complex structures can be combined to and handled like a 
single object or a single action. This is demonstrated by a basic 
sample: 

The marking of cell compound in Excel can be done either 
• By dragging from the start cell to the end cell, or 
• By activation of the start cell, holding Shift and activation 

of the end cell. 

The representation for the action tree: 
 

 
Fig. 4 Action tree for marking 

 
This Super-Action is stored with its name, its action tree (Fig. 
4) and the variable parameters (in this case B1 for the parame-
ter A1 and D5 for parameter B1). The Super-Action 
‘Mark/A1/B1’ and the structure in Fig. 4 are only different 
representations of the same action tree, but much easier to 
manage and maintain. 

Similarly, Super-Objects can be defined based on a combina-
tion of objects, such as ‘Bold2’ in fig. 2, and variable parame-
ters make them universally applicable. Super-actions and Su-
per-Objects could again be part of a bigger structure (see be-
low). The depth of such nesting is unlimited. 

Functions 

A number of features of any given program can be accessed 
using a variety of different ways through the Menu Tree, but-
tons or hotkeys. For example, there are three different ways to 
perform the task ‘format a marked cell bold’ in Excel: 

• Activating the single object Bold1 
• Following the action path Format/Cells/Font/Bold2 
• Typing Ctrl+B. 

The function Bold represents this using an action tree with an 
Or-branching between three alternatives. The object type is 
‘Function Object’, which is a special Super-Object, represent-
ing all alternative solutions of the task. Hence, the action path 
‘Mark/A1/B1, act Bold’ would ask the student to mark A1:B1 
and then execute any of the above defined ways to format it 
Bold. 

Control of Function Objects using the Menu Tree 

Function Objects are not controlled like the other object types 
by following the actions of the student through the action tree 
in the unit graph but by following them through the Menu 
Tree: Parallel to the action tree, which is bound to the unit,  is 
as second structure, the Menu Tree, which is fixed to the host 
program. It contains all objects and all branches of the Menu 
Tree of the program plus all other ways that do not use the 
menu buttons, like typing special key strings. The Menu Tree 

is generated in the same way as the action tree with actions, 
objects and branches. 

Both structures are used to control the actions of the student: 
Generally, the student’s actions are tracked by following the 
unit graph. But as soon as a function object is encountered, the 
control is passed to the Menu Tree. 

This should be demonstrated on the following example. The 
actions of the student start with ST, the reactions of the Ana-
lyzer with AN.  

The unit graph is initiated with the Super-Action Format 
A1/B1/Bold. The Analyzer expands it automatically to the ac-
tion tree shown in Fig. 4 plus the following action act Italic. 

ST act A1 
AN ok! 
ST Hold Shift 
AN ok! 
ST act B1- A1:B1 are marked. 
AN ok! 

The Analyzer now finds the next object Italic. In the object 
table its type is stored as Function Object and the Menu Tree 
takes now the control: there are 3 ways to the function Italic:  

• The button Italic (in the Menu Tree the objects are not 
numbered) 

• The path Format/Cells/Font/Italic  
• The key combination Ctrl+I 

ST act Format (the student is apparently 
following the middle path of the 
Menu Tree in fig. 5. 

AN ok! 
ST act Cells 
AN ok! 
ST act Font 
AN ok! 
ST act Italic 
AN ok! 
 Object Italic is done: now the unit 

graph takes over control again! 

 

 
Fig. 5 Extract from the Menu Tree 

 
Nesting of Function Objects 

Function objects, like other super-entities, can be nested into 
others: The action path with the Super-Action ‘Mark/A1/B1’ 
and the function object ‘act Bold’ is condensed by the function 
designer to the Super-Action ‘Format/A1/B1/Bold’. In an ex-
tended form the Super-Action would be ‘For-
mat/A1/B1/Bold/Red/15p’ resulting in the task to format 
A1:B1 bold, red and 15p, all this with a free choice of the se-
quence of formatting. 

ETEACHER – INTERACTIVE AND INDIVIDUALIZED TRAINING OF SOFTWARE APPLICATIONS 433



The Super-Action “Formula/E4/E6/Quarter Sales” 

In the example Training Unit, the cells E4 to E6 (see Fig. 1) 
are to be filled with the quarterly sales using a formula that 
sums up the monthly sales figures of the salesmen. Until now, 
the tracking of the student actions is done by tracking his way 
through the action tree with its And, Or and If branches. 

The Super-Action Formula E4/E6/Quarter Sales checks: 
• The input string to cell E4 generating the formula, 
• This string against the string stored to the formula ‘Quarter 

Sales’ 
• The drag from E4 to E6 to transfer the formula to the other 

salesmen cells. 

Checking the input string against the standardized formula  

The right formula for E4 is ‘=SUM(B4:D4)’. However, ‘=  
Sum ( d4:b4 )’ with additional spaces, lower case letters and 
switched cell sequence would do just as well, while  
‘=SUM(B4 : D4)’ with spaces between the colon and the cell 
references is invalid. 

To resolve these uncertainties, the input string is standardized 
to a default expression before the comparison. As the input can 
be done either by typing or by activation of objects (e. g. the 
button Sum or the cell B4) the formula is read from the input 
line using OCR. 

The job of the Teacher 

The demonstration of the unit, or lesson, is prepared by the 
teacher recording actions and spoken comments with the help 
of the program Recorder. The actions are detected and pre-
sented in the Lesson Graph (in a similar way as done by the 
Unit Generator): 
 

 
… 
Fig. 6 Lesson Graph (snapshot) 
 
Editing the Lesson Graph 

The compilation of objects and functions, their nesting, the 
voice-overs and the ability to do result checking requires the 
ability to optimize and refine a lesson. A lesson is organized 
into autonomous parts called steps that have an own stored 
start screen so that they might be resumed individually. A spe-
cialized tool called Lesson Editor allows the Teacher to edit the 
stream of events similarly to a movie editing application. A 
number of functions for browsing, navigating, stepwise debug-
ging are provided.  
Automatic transformation of fragments of the Action Paths of a lesson 

to the corresponding Super-Entities 

Input for the unit designer is the lesson graph with the action 
path and the spoken comments of the Teacher. Fragments of 
the path, which represent just one way through the tree, are 

transformed automatically to the corresponding Super-Actions, 
Super-Objects and Functions to comprehensively assemble all 
possible ways through the tree. 

To do this transformation all fragments of the path of the les-
son graph are compared with all branches of all super-entities 
(Super-Objects, functions and Super-Actions) and if they are 
found to be identical the super-entities replace the fragments.  
 

 
Fig. 7 Comparison Lesson Graph and Super Action Mark/A1/B1 
 

The comparison of the lesson graph (left in Fig. 6) and the Su-
per-Action Mark/A1/B1 (right) shows that both actions of the 
lesson graph are identical with the left branch of the Super-
Action. The identity of the cell references here is irrelevant as 
A1 and B1 are free parameters. 

If in a lesson graph the path ‘act cell1, dr cell2’ is shown , or 
likewise ‘act cell1, inky Shift, act cell2’, then it is expanded 
automatically to the action tree with both possibilities of mark-
ing: The student, whose actions are tracked by the unit tree, is 
not bound to one given action path. 

In the same way fragments with objects that represent function 
objects are transformed automatically to their function objects. 
E.g. the fragment ‘act Bold1’ is transformed to ‘act Bold’ by 
replacing the specific indicated way by the general way with 
all possibilities. 

After further transformations (some more than one step) the 
Unit Graph looks like this: 

 
Fig. 8 Unit Graph expanded automatically from the Lesson Graph 
 

The student is not obliged to follow this exact sequence, but 
could start with other actions, like the formatting of the sales 
'instr Quarter Sales'. However, the sequence within the action 
chart is not free, at some point they all have to be performed. 
This freedom is realized by inserting And branches in the unit 
graph which provide the freedom to chose the sequence (not 
shown). 

 

Assistance Required 

Every time the student is uncertain what to do the button ’As-
sistance Required’ can be invoked and the following choices 
are given: 
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• See all possible next steps 
• Get an explanation 
• Get an in-depth training 

In-depth training must be part of the Unit Tree, in which case a 
link to such training is stored in the cell where the assistance is 
required, or an error occurred (see below). 

In-depth Training 

In-depth training is offered for complex situations, like for the 
training of formulas. In the sales figures example, a bonus of 
10% is rolled out for the salesman with the highest quarter 
sales gets 10%. The right formula would be: 
=IF(E4=MAX(E$4:E$6); 10%*E12;0). This is a nested for-
mula with the special formatting with ‘$’. Some students might 
understand this immediately, others need to get a special in-
struction before solving this task in the unit. 

The job of the Unit Tester 

The unit tester receives the unit from the unit designer, not 
knowing the host with the same abilities as the designated user. 
As there will be different units for users with different skill 
levels, there will be different testers. 

During the test all of the actions are recorded as Test History. 
If the tester faces a problem it is recorded and fed back to the 
Unit Designer for improving the unit. 

 

3. USE OF THE EXCEL UNIT BY THE STUDENT 

Demonstration of a Lesson 

At the beginning of the unit, the recorded lesson is performed 
demonstrating all actions of the teacher on the original screen 
of the host and voiced over with the comments of the teacher. 

Exercising  

In the next step the student can exercise himself what’s just 
been demonstrated. The oversight over his actions is done by 
comparing them with the Action Tree of the unit. To allow 
this, the condensed unit graph is expanded automatically to the 
Action Tree with all branches that had been condensed before. 

While in exercise mode, the student is only allowed to follow 
the tree. As soon as he does something outside the actual 
branch, an error message is generated and called out by con-
text-sensitive comments (see below for detail).  

If the student does not want to wait with the exercise until the 
end of the demonstration he can tell the program to start it right 
away. E.g. he could decide to repeat every action of the teacher 
immediately, possibly in a split screen mode. 

Carry out of a similar task without prior demonstration 

A student can also choose to work on a similar task after a 
completed exercise without the preceding demonstration of the 
teacher. This is controlled by its stored action tree as well. 

4. THE DESIGN OF THE SOLID EDGE UNIT 

Solid Egde is a CAD software that is significantly more com-
plex that Excel. Still, Eteacher is able to demonstrate and over-
see lessons in exactly the same simple fashion. Let’s assume 

that the task of the Solid Edge Unit is to design a container 
with handles: 

 

 
Fig. 9 Container 
 
Condensed Unit graph  

We start this unit in the end phase of the Unit Designer. As 
discussed before, the result of this phase is a list of condensed 
actions. The start of the unit is shown as in this snapshot: 

 

 
Fig. 9 Unit Graph Container (snapshot) 

 
The graph shows actions and Super-Objects with rather com-
plex tasks: 

act Cuboid/120/120/80/-/Sym/Sym:  

Design cuboid with a length of 120, being symmetrical on the 
x and y axes to the sketch center and z-borders with length of 
80 without symmetry. 

 
Fig. 10 Start of the Action Tree for the Container 
 
Control of the Actions of the Student in the Repetition Phase 

Expanded Unit Graph as basis of Student Control 

To allow the tracking of the activities of the student, the con-
densed actions in the unit graph are now automatically ex-
panded to the Action Tree with all branches (Fig. 10 shows a 
snapshot from the start). 

The action tree above starting in A13 shows the variety of 
ways to define the dimensions and symmetries of the rectangle 
that forms the basis of the cuboid. We show this in the follow-
ing real-life example. At the start, the action tree looks like 
this: 
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Fig. 11 Action Tree Protrusion 
 

The actions of the student are recorded as ST and the reactions 
of the Analyzer Program as AN: 

AN The only possible action for the student at the beginning of the repe-
tition is ‘act Protrusion’. The type of the object Protrusion is Pixel 
Object. 

ST act Protrusion – the Protrusion button changes its color 
AN The Analyzer compares stored colors of the Verification Pixels with 

those of the students screen. If they are identical the comment from 
the Analyzer will be ‘ok’. Cells A1:B1 are marked as done 

The next entity is the IF cell. Its stored condition is ‘If 
(act(Coincident Plane)=0)’ as shown above. The Analyzer 
checks the content in the object table and finds the object Co-
incident Plane not active: The True branch has to be followed 
and ‘act Protrusion Plane’ is marked as next possible action 
(see Fig.11) 

ST act Xy 
AN Error message and comment: 

‘Wrong step: Do you want to retry / F1 or get help / F2?’ 
ST F2 
AN ‘Do you want me to perform the correct action / F1?’ 

‘Do you want to get an explanation / F2?’ 
ST F1 
AN Demonstrates ‘Last Action’ showing the cursor moving to the win-

dow ‘Protrusion Plane’ and how the window pops up 
 ‘ok / F1 or do you need further help / F2?’ 
ST F1 
 act Protrusion Plane 
AN Ok 
 A7 (End) is marked as last finished cell. 
 The next actions (A8…A11) are correct. 

 
Reset of Screen 

The tracking of the student’s actions is based on the expecta-
tion that the position of the objects on the screen of the student 

is the same as that of the teacher. In the case of designing a 
rectangle as basis for the cuboid (see Fig. 9) this is not the case 
as such sketches are done with the right topology but start and 
end point of teacher and student are different and therefore all 
lines will have different positions and the verification colors 
will be different. 

To avoid such problems a Reset is inserted: The program is-
sues the comment ‘Please let me reset your screen to be 
equivalent to mine’ and resets the screen. The rectangle of the 
teacher is shown and if the student now activates a line (which 
turns red) the colors of the Verification Pixels of student and 
teacher are identical. Objects like Return (which create new 
screens) do this automatically without the prompt. 

The rest of the lesson is followed in the same way as described 
before: Next possible actions are found, marked and compared 
with that of the student.  

5. CONCLUSION 

Software training using the Eteacher is like learning with a 
private tutor: 

The application demonstrates an activity accompanied by spo-
ken comments. Then the student can repeat this activity on his 
own using his own way of doing it, he is not bound to the exact 
same sequence and the specific solutions of the teacher.  

The lectures are adapted to the knowledge and the learning 
skills of the student comparing the knowledge profiles of the 
student and that of the units. 

If the student feels uncertain what to do next or if he makes a 
mistake, the teacher offers assistance, which again is adapted 
to his needs. For complex situations, that typically require 
many students to get focused instructions, in-depth training can 
be run. 

Eteacher is host-independent and any program that uses mouse 
and keyboard can be taught. 

The units can easily be designed using standard spreadsheet 
operations. Nearly all work of the design process for new units 
is done without programming. 

Eteacher can handle unknown screen situations. The parame-
ters of all entities that are needed for the control of the student 
are explored by a ‘crawler’. 
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 Abstract – Medical robotics is a relatively new branch of 
robotics. The paper presents an innovative user interface for the 
control of a 3 DOF Isoglide 3 parallel robot. The Isoglide3 robot 
described in (Stan, 2008), offers the superior characteristics with 
regards to the other parallel manipulators, such as the light 
weight construction. The interface presented in this paper 
enables the user to apply PID and fuzzy controller together. The 
robot interface using virtual reality was verified and tested, and 
results presented in MATLAB, Simulink, and SimMechanics. 
The fuzzy controller was numerically simulated on problems of 
trajectory tracking. The simulation results demonstrated the 
superiority of fuzzy control over traditional PID control.  
 
 Index Terms – parallel robot, fuzzy control, ISOGLIDE3, 

virtual reality, nonlinear control, kinematics. 

 

 

I.  INTRODUCTION. APPLICATIONS OF MEDICAL ROBOTS 

The artificial intelligence techniques have been 
recognized approach to adaptation and conversion of human 
knowledge into a form understandable by computers. 
Advanced control based on artificial intelligence techniques 
are typically referred to as intelligent control.  

Medical parallel robots, on the other hand, have gained 
much popularity because of their: 

̇ Intimate interaction with humans; 
̇ Unstructured, irregular and dynamic 

environment; 
̇ Unpredictable actions/response of 

operator/patient; 
̇ Complex tasks on irregular subjects; 
̇ Serious consequences of error or failure; 
̇ High likelihood of emergency situations. 

Nowadays, medical robots are used in orthopaedic 
interventions on the femur. The head, or condyle, of the femur 
forms the ball of the hip ball-and-socket joint.  

The condyle is joined to the femur by a narrow neck 
where most common type of fracture occurs. Surgical repair 
involves stabilizing the fracture with a stainless steel fixture 
secured in place by screws. 
   The 3 DOF Isoglide3 parallel robot and its structure is 
shown in Fig. 1, where a mobile platform is coupled with the 

fixed base by three legs of PRRR type (Prismatic Revolute 
Revolute Revolute).  
 

 
 

Fig. 1. 3 DOF Isoglide3 parallel robot. 

 
   The forward and inverse kinematic analysis is trivial. The 
three translational motions of the moving platform coincides 
with the motions of the three linear actuators (x=d1, y=d2 and 
z=d3) 

This robot architecture was also implemented and known 
in the literature under the name of Isoglide3-T3 (Gogu 2004, 
2008), Orthogonal Tripteron (Gosselin et al. 2004), or CPM 
(Kim and Tsai 2002). 
  
 

II.  PID CONTROL OF THE 3 DOF PARALLEL ROBOT 

The control of the robot is implemented using a joint-

based control scheme. In such a scheme, the end effector is 

positioned by finding the difference between the desired 

quantities and the actual ones expressed in the joint space [1].  

The command of the robot is expressed in Cartesian 

coordinates of the end-effector (or mobile platform). 
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Fig. 2 Control block scheme for Isoglide3 parallel robot 

Using the inverse kinematic problem, these coordinates 

become displacements. These displacements will become the 

reference for the control algorithm. 

 For the control of the robot, one motor element was used 

for each actuator of a PID control algorithm (Fig. 2). Fig. 3 

presents the model of the robot using PID controllers.  

 The interface was designed to give a novice user an 

intuitive tool to control any kind of mechanical structure 

(serial, parallel or hybrid), requiring no programming skills at 

the same time. 

 
Fig. 3. Simulink model of the ISOGLIDE3 parallel robot using PID controller. 

 

 The interface is an extension of a computer based 

simulation that allows mimicking of a real life or potential 

situations with no danger imposed to humans or infrastructure.  

 SimMechanics models can be interfaced seamlessly with 

ordinary Simulink block diagrams. For example, it enables 

user to design the mechanical and the control system in one 

common environment.  

 In addition, Virtual Reality Toolbox for MATLAB makes 

more realistic rendering of bodies possible. Arbitrary virtual 

worlds can be designed with Virtual Reality Modeling 

Language (VRML), and be interfaced with the SimMechanics 

model. Simulation results for PID control are presented in 

section IV. 
 

III.  FUZZY CONTROL OF THE 3DOF PARALLEL ROBOT 

 Fuzzy Logic is a technique to embody human-like 
thinking into a control system. A fuzzy controller can be 
designed to emulate human deductive capabilities into in a 
control system. Fuzzy control incorporates ambiguous human 
logic into computer programs.  
 It suits control problems that cannot be easly represented 
by the mathematical models due to inherent imprecisions such 
are: parameter variation, unavailable or incomplete data, very 
complex processes. Examples can vary from optical fuzzy 
controllers, via control of RAID systems, to control of 
decision making.  
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 Industrial electronic applications are typically based on 
the PID control, implemented by embedded system or PLC 
programming.  
 PID control works well for linear process, but does not 
perform satisfactory when it comes to non-linear proceses. 
The idea of fuzzy control of the parallel robots was tested and 
demonstrated in ANFIS Matlab environment tool [16]. 

 Design of a fuzzy controller requires more design 
decisions than usual, for example regarding rule base, 
inference engine, defuzzification, and data pre- and post 
processing.  
 Fig. 4 presents the model of the robot using fuzzy 

controllers.  

 

 
Fig. 4. Simulink model of the ISOGLIDE3 parallel robot using fuzzy controller. 

 

 
Fig. 5. Membership function block for input variable 

 
Fig. 6. Fuzzy block scheme for 3DOF  

ISOGLIDE parallel robot 
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 The first block inside the controller is the fuzzification 
module, which converts each piece of input data to degrees of 
membership by a lookup in one or several membership 
functions (Fig. 5 and Fig. 6). 
 

 
 

Fig. 7. Rule based editor from Matlab/Simulink 

 

 
 

Fig. 8. Membership function block for output variable 

 
 Design of efficient control for dynamic system usually 
requires a prior knowledge of the process to be controlled. 
The first step is to obtain mathematical model for the process, 
actuator and the controller.  

Sometimes, the accurate modeling is very difficult or 
nearly impossible in which cases Fuzzy Logic Controllers 
(FLC) have been successfully applied. 

 
 

Fig. 9. Simulink block scheme of the motor dynamics 

 

Fig. 9 presents the Simulink block scheme for the motor 

dynamics, while Table 1 presents the DC motor parameters 

used in the simulation. 

 

TABLE 1. DC MOTOR PARAMETERS 

 
Armature resistance, Ra [ohm] 0.334 
Armature Inductance, La [H] 0.000085 
Torque Coefficient, Kt [N*m/A] 0.0194 
Back EMF Coefficient, Kb [V*s/rad] 0.0194 
Gear Ratio, Ng [rad/rad] 4.8 
Moment of Inertia of Armature, Ja 
[kg*m^2] 

0.00000676 

Moment of Inertia of Gear/Load, Jg 
[kg*m^2] 

0.0000156175 

Coefficient of viscous friction at 
armature, Ba [N*m*s/rad] 

0.000062 

Coefficient of viscous friction at gear, Bg 
[N*m*s/rad] 

0.00001 

Current saturation coefficient, Isat [A] 4 
Friction dead zone coefficient, dz 
[N*m*s/rad] 

0.1 

 

 Fig. 10 presents the Simulink model for resistant moment 

of actuators. 

 

 
 

Fig. 10. Simulink model for resistant moment of actuators 

 
 There is no design procedure in fuzzy control such as 
root-locus design, frequency response design, pole placement 
design, because the rules are often nonlinear.  
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IV.  NUMERICAL SIMULATIONS OF THE 3DEGREES OF FREEDOM 

PARALLEL ROBOT 

The path is defined as sequence of robot configurations in 

a particular order without regard for timing of these 

configurations while trajectory is concerned about when each 

part of the path must be obtained thus specifying timing. 

    The first tests on the prototype encourage the direction of 

the research: the chosen control algorithms emphasize the 

peculiar characteristics of the parallel architecture and, in 

particular, the good dynamic performance due to the limited 

moving masses, and advantageous robot behaviour. 

The interface is based on a virtual reality approach in order 

to provide the user with an interactive 3D graphical 

representation of the parallel robot. 

The sample trajectory of the end-effector is chosen to be a 

circular path with the radius of 0.4 meters and its center is 

O(0 ,0,0).  The end-effector path is shown in Fig. 12. 

The desired force obtained from the actuators to move the 

end-effector of the Isoglide3 parallel robot along the desired 

trajectory is shown in figure 13. 

 

 
Fig. 11. ISOGLIDE3 virtual reality robot interface. 

   

 
Fig. 12. End-effector path for the 3D circular trajectory. 

 

 
Fig. 13. The desired force obtained from the actuators. 

 
  

Fig. 14. PID optimization  

 

 
 

Fig. 15. PID optimization results 

 
The controller parameters kp, ki and kd were optimized 

for a given trajectory and a maximum error, using the block 

Signal Constraint from the Simulink Response Optimization 

toolbox (see Fig. 8). After optimization it was found the 

following PID parameters: kp=3.8755, ki=9.0888 and kd=-

0.0270. 
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Fig. 16. Fuzzy control results for sinus tracking error 

 

 
 

Fig. 17. PID control results for tracking error 
 

 Fig. 16 & 17 presents the simulation results, as one can 
see the fuzzy control presents better performances as PID. In a 
fuzzy controller the data passes through a preprocessing 
block, a controller, and a postprocessing block. 
 The steps that were applied in the design procedure based 
on PID and fuzzy control were: 

1. Tune a PID controller 
2. Replaced it with a linear fuzzy controller 
3. Fine-tune it. 

 Preprocessing consists of a linear scaling as well as 
quantization in case the membership functions are discretised 
(vectors); if not, the membership of the input can just be 
looked up in an appropriate function. 
 

IV.  CONCLUSIONS 

 The applications of micro machine, mechatronics and 
robotics in medicine are widely spread in clinical use. There 

are a number of areas in which robotic technology has the 

potential to contribute positively to the provision of 

healthcare. The paper presents a fuzzy and PID control for the 

3 DOF Isoglide3 parallel robot. Fuzzy controllers are being 
used in various control schemes. The controller is here a fuzzy 

controller, and it replaces a conventional controller, a PID 

(proportional-integral-derivative) controller and proves to 

have better results. 
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    Abstract- In this paper we describe an online service that allows 
students to create research-based projects assignments very 
easily from different sources (desktop, laptop, mobile devices) 
and in different formats (text, still images, audio, video, 
annotated media). It also provides features to allow students to 
not only manage projects collaboratively, but also provides 
customizable templates to automatically generate well-paginated 
reports with several layout options. In addition, it allows teachers 
to automatically create project assignments as templates, and 
uses the class roster to allow the teacher to assign the projects to 
individual or groups of students, and monitor the progress and 
assignment status for any student or group of students in real 
time. The service uses a combination of natural language 
processing algorithms and data analytics to provide semi-
automatic tracking, evaluation and dynamic visualization of the 
students’ progress in projects assignments over time.  
 

I.    INTRODUCTION AND MOTIVATION 

Project-based instruction (PBI) is an example of an active 
teaching methodology that engages students by allowing them 
to perform individual or group investigation of a topic to 
develop valuable research skills [1]. While, PBI comes in 
many flavors (such as problem solving, model building etc.), 
in this paper, we are concentrating on project assignments that 
focus on conducting investigation or research activities.  
    Research shows [2, 3] that PBI should be an integral and 
critical part of education as it motivates students, helps them 
to better understand the subject matter, teaches them to 
acquire and apply concepts, and finally it has the potential  to  
improve  competence  in  thinking  because  students need  to 
formulate plans,  track progress,  and evaluate solutions for a 
given topic. 
    Though PBI has many advantages, the adoption is not as 
widespread due to the lack of software and services for both 
students and teachers. We have identified primarily four 
problems in this space: 
    1) Tools for project creation, organization and management 

are not integrated. Currently there are barely any tools that 
help students easily collect information from a variety of 
different sources (Web, devices) and in different formats (text, 
audio, video, images etc.). Students have to create, manage, 
organize and share these projects manually or by using tools 
that are not well integrated. 
    2) Teachers assignment of projects to student groups is 

done manually and is time-consuming. Teachers typically 
need to assign varying levels of the same project to different 
classes or groups. For example, the teacher may create two 

versions of the same project (e.g. “Solar System”) for two 
different classes/groups – regular and advanced program (AP).  
    3) Project tracking and evaluation is typically done 

manually by teachers. Teachers have no tools available to 
automatically track the progress and evaluate the status of 
student projects.  
    4) Visualization of student progress in projects is static and 

non-configurable. The tools that are available for visualizing 
the analytics of the projects (i.e. time taken, websites visited 
etc.) are static and not configurable (e.g. Excel sheet that 
shows only time taken to complete a task). 

 
II.   USER STUDY TO UNDERSTAND THE PROBLEM SPACE 

We conducted a small user study to understand the practical 
challenges faced both by students and teachers while 
completing research-based projects. We also wanted to learn 
about the tools, strategies and resources used by both groups. 
We interviewed 6 teachers and 15 students (from grades 6, 7 
and 8) from three schools located in Oakland, East Palo Alto, 
and Fresno in California, USA. The teachers were primarily 
responsible for teaching the following subjects: social 
sciences, language arts, mathematics, and science. The 
following is a summary of our findings from the study: 
    1) Importance of software tools to conduct research: We 
found that with the proliferation of the Internet and the 
availability of credible resources on the Web, online 
information gathering has overtaken other traditional mediums 
of research, such as library books, printed encyclopedias and 
magazines. Students that we observed usually printed web-
pages of interest, and then highlighted relevant sections. They 
struggled with keeping a log of interesting websites that were 
visited and felt that they were “killing the trees” by printing 
unnecessary pages. 
    2) Importance of the use of mobile phones: Most students 
that we interviewed owned cell phones and used it primarily 
for texting and taking pictures.  

“With my cell phone I can text something like ‘make sure you read in 15 

minutes’. That would help a lot because I forget. I also text my friends asking 

them what the assignment was so that way I wouldn’t miss it”. 

    When asked if they would prefer a laptop over a cell phone 
to conduct project based research most said they would prefer 
a cell phone since: 
“[Using the cell phone] you can call, text, Internet, blog, photos, audio, video, 

music.  That’s all in one and it’s so tiny and fits in everything” 

    When we interviewed teachers, they mentioned that cell 
phones are usually not allowed in the classrooms as students 
get distracted and don’t use it for learning purposes. But if the 
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teachers could use technology to integrate mobile phones for 
learning, they feel these would engage the students in active 
learning exercises. 
    3) Importance of automated evaluation support: Teachers 
typically provide checkpoints and deadlines of project sections 
to be completed by a certain date. Since most teachers usually 
have a high workload, and it is becoming increasingly difficult 
for them to provide individual attention to each student, thus 
there are a number of opportunities to use technology for 
automating progress tracking and evaluation of projects. 
  

III.   SOLUTION 

A.   Project template creation used by the teachers  

The selection of a topic is the first step that a teacher takes 
when assigning a research project to students. She may also 
want to partition the topic into sub-topics to emphasize 
particular areas.  eduPAL helps the teacher in this project 
creation stage by automatically suggesting related concepts 
that the teacher can choose as sub-topics. In addition, this set 
of related concepts is also used by eduPAL to calculate metrics 
that will aid the teacher in evaluating a student’s progress in 
completing the project (refer to part C of this section for 
details related to metrics).  
    In order to generate this set of concepts, we developed an 
algorithm that extracts domain specific concepts from web-
pages that are related to the main topic. The algorithm has two 
stages-search and extraction. In the search stage, the algorithm 
takes the name of the topic as a seed and runs a Google search. 
It uses the top five web-pages returned by Google as an input 
to the extraction stage.  In the extraction stage, the algorithm 
applies a tri-gram part-of-speech tagger [4] that uses a general 
domain corpus (Penn Treebank) as the training set, to classify 
the words in the web-pages (i.e., verb, noun, etc).  The 
unclassified concepts have a high likelihood of belonging to 
the set of concepts that are specific to the topic of interest. The 
intuition behind the algorithm is that a general purpose tagger 
like the Penn Treebank, which uses the Wall Street Journal as 
its trained corpus, will not be able to tag words that are 
specific to a narrower domain, like the seeded topic.   

    After generating concepts for all the five web-pages, our 
algorithm ranks and selects the first 50 most frequently used 
words. The algorithm also assigns a weight to each concept, 
which is equal to its frequency count divided by the sum of the 
frequency count of all 50 concepts. Once the concepts are 
generated, the teacher can select sub-topics from this set of 
concepts. The sub-topics are then used in a second round of 
concepts generation to find the related concepts associated 
with each sub-topic.  
    For purposes of illustration, let us assume that the teacher 
has created a project template called the “Solar System” and 
has assigned the following sub-topics for it: “Sun”, “Earth”, 
“Mars”, “Pluto”, and “Saturn”. This interaction is carried out 
by the teacher in the backend. As soon as the template is 
released, it is available in the drop down box of the eduPAL 
toolbar (Fig 1.b) for use by the student. 
 

B. eduPAL user interface used by students to create, collect, 

manage, organize, share, and publish educational projects 
    In this section we will give an overview of the user interface 
that is used by the students to create and manage projects. Fig. 
1a shows the Firefox browser with the eduPAL toolbar (refer 
to the red box) installed on it. To create a project, the student 
types in a suitable name in the text field (e.g. project1), and 
clicks on the “Create Project” button. Fig. 1b shows the 
available project templates that have been assigned by the 
respective teachers to the student. In our case, let’s assume the 

student chooses the type “Solar System” for the project. As 
soon as the project is created, a customized button project1(0) 
appears on the toolbar. The first part of the button states the 
name of the project and the count on the parenthesis indicate 
the number of informational items added to the project. 
    The toolbar allows the student to simply highlight the 
relevant text and images on a webpage, and click on the 
project name (e.g. project1) to add the information to it. As the 
student clicks on the project name, a list of project sub-topics 
(as defined by the teacher) appear as a drop down menu.  
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a) Collect information from the web-page 

b) This drop down box is populated as 
soon as the teacher releases a project 

template 

Figure 1 (a and b): Demonstration of 
student interaction with the eduPAL 

toolbar using a browser 
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   In Fig 1a, it is shown how the student can add information 
to the sub-topic “Earth” of the project named “project1” 
(this project is of the type “Solar System”). The toolbar 
enables the student to add information to the predefined sub-
topics chosen by the teacher.  Fig. 2 shows the eduPAL user 
interface that allows the students to view, manage, organize, 
share and print the projects (this webpage can be access by 
clicking the link “click to view the lists of projects” on the 
toolbar - see Fig .1).  
    Items (i.e. collected information) can be moved between 
sub-topics in a particular project, or between two projects by 
simply dragging and dropping them. Projects can be shared 
between students, by right clicking on the project name and 
choosing the names of the relevant people. The names of the 
students are pre-populated from the class roster. Students 
can add their own freehand notes to the projects as well. Fig. 
3 shows the mobile client interface that students can use to 
add audio, video, images etc. from their phone to the 
projects. We are currently implementing capabilities such 
that students can use SMS1 and MMS2 to add text and 
multimedia respectively to the projects.  
 
 

                                                 
1 Short Messaging Service 
2 Multimedia Messaging Service 

 
 

Project reports can be automatically created using 
predefined templates provided by the teacher, or these can 
be customized by the students. Students can choose to 
print the whole project, or can “check mark” parts of the 
project to be printed. Fig. 4 shows an example of a “well-
paginated” report that has been automatically generated by 
eduPAL for the project named “project1”. 
 

C. Metrics used to measure and track project progress 

    eduPAL provides three metrics to aid the teacher in 
evaluating the progress of the students in the completion of 
a project. These metrics provide the teacher with numerical 
measures on how the students are progressing in the data 
collection part of the project.  
    We define three metrics: relevance, coverage and 
uniqueness.  Relevance measures how relevant the articles 
collected by a student are with respect to the topic/sub-
topic. Coverage is a measure of how exhaustive is the 
research done by students.  It measures the percentage of 
topic/sub-topic related concepts that have been found in 
the collected articles. Uniqueness is a measure of how 
much effort the students have put in collecting distinct 
facts about a topic/sub-topic. All things being equal, 
collecting articles that capture different facts is better than 
collecting articles with the same facts. Next we will briefly 
explain how these metrics are computed. 
1) Relevance: eduPAL assigns to each collected article a 
relevance value that depends on the number and the weight 
of the related concepts that appear in the article. The 
related concepts are the set of concepts found by eduPAL 
during the project creation process.  
    The relevance of an article is the average weight of all 
the related concepts found in the article and has a range 
between 0 and 1. To compute the project relevance, we 
average the relevance values of all articles.  
2) Coverage: eduPAL assigns to a topic or sub-topic, a 
coverage value that measures what percentage of the 
generated concepts for that topic or sub-topic has been 
covered by all the articles collected for it. To compute the 
project’s coverage, we take the average of the coverage 
values of all sub-topics.  

3) Uniqueness: eduPAL assigns a uniqueness value ijU  to 
each pair of articles for a topic/sub-topic, which measures 
how different the two articles are from each other with 
respect to the related concepts generated for the topic/sub-
topic. In other words, do the articles use the same concepts 
or different ones? 
    We use the cosine similarity equation measure shown in 

Equation (1) as a measure of the uniqueness ijU  between 

two articles. The binary vectors, iD  and jD , indicate 
whether a generated concept is present (‘1’) or not in the 
articles (‘0’), and the cosine similarity results in a value 
between -1 and 1, where -1 indicates that they don’t share 
any concepts and 1 that they share all the concepts.   
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eduPAL computes the uniqueness of topic/subtopic by 
taking the average of all the ijU  pairs for each subtopic. To 
compute the uniqueness of the project, we average the 
uniqueness values of all sub-topics 
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    Experimentation and Results 

    While the metrics implementation in eduPAL is currently 
under development, we provide some preliminary 
experimental results of our concept generation algorithm 
that validate the intuition behind the approach.  We 
compared our results with another concept generation tool, 
the OneLook Reverse dictionary [6], which is publicly 
available on the web.  

     
Edupal ranking distribution per article

0

10

20

30

40

50

60

0 1 2 3 4 5 6 7 8 9 10

Article #

R
a
n

k
in

g

 
Figure 6: eduPAL ranking distribution 
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Figure 3: Mobile client to capture multimedia 
from handhelds 

Figure 5: Comparison of distinct concepts extract 
by eduPAL and OneLook 
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Figure 4: Print quality automatic report generation 
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Figure 7: OneLook ranking distribution 

 
    As a seed topic to our algorithm, we use the topic name 
“Solar System”, and obtained 50 ranked related concepts. 
We entered the same topic name to the OneLook tool, and 
also obtained their first 50 related concepts. The concepts 
returned by OneLook are ranked by relatedness (as stated in 
on OneLook website). 
    We compared our concepts with the ones returned by 
OneLook using two metrics: 1) how many different 
concepts were used per article, and 2) the distribution of 
ranking of the words per article. The first metric can be used 
to compare which approach produces concepts that are most 
likely to be found in an article, while the second metric can 
be used to compare which approach produces the highest 
ranked (more relevant concepts)  to be found in an article.  
    The articles chosen for the comparisons where the next 10 
web-pages that were initially found by conducting a Google 
search for the keywords “Solar System”. The first 5 web-
pages returned by the Google search were excluded since 
these were used as the training set for our algorithm.  
    Figure 5 shows the comparison of results for the number 
of distinct concepts generated per article for eduPAL and 
OneLook. We can see that more eduPAL generated concepts 
are found in articles than OneLook concepts. Therefore, we 
conclude that using eduPAL generated concepts to compute 
our metrics, would give a more accurate indication of 
whether an article chosen by student contains relevant 
information. 
    Figure 6 and Figure 7 show the concept ranking 
distribution for eduPAL and OneLook respectively. We can 
see that on average all articles contain concepts from 
eduPAL whose ranking is evenly distributed (Fig 7). In 
contrast, all the articles show that the OneLook concepts 
found in the articles are at either extreme of the OneLook 
ranking. We interpret from this result that because the 
ranking distribution of eduPAL concepts found in the 
articles is evenly distributed vis-à-vis the bipolar 
distribution of OneLook, using eduPAL concepts to 
compute our metrics will give a more accurate measure of 
the relatedness of the article. For example, for articles 2, 3, 
4, 6 and 8, if OneLook concepts were to be used for our 
metrics, all the words with ranking between 20 and 40 that 
eduPAL includes, would have been ignored. 

D. Visualization of results 
Student progress in the projects can be semi-automatically 
tracked using the metrics detailed above and can be 
visualized dynamically in real time (see figures 8a-8c). 
Visualizations can be created per student, per group or per 
class. Progress along several dimensions such as project 
sub-topics, websites used, time spent on the assignment, and 
others can be visualized. 
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Figure 8a: Example of student progress week over week 
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Figure 8b: Websites visited weekly for data collection 
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Figure 8c: Time spent working on the project 
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IV.   RELATED WORK 
    Blackboard [7] and eCollege [8] are the two main 
competitors in the space of online web-based educational 
software. Blackboard develops software that enables schools 
to create web-based learning programs and communities. 
The company's Academic Suite and Commerce Suite 
connect teachers, students, parents, and administrators via 
the Web, enabling web-based assignments, class web sites, 
and online collaboration with classmates. The software also 
assists instructors with course administration and includes a 
content management system for creating and managing 
digital course content. Blackboard however lacks the “data 
collection” gathering capabilities and the automatic “student 
progress analytics” that our solution proposes. Using 
Blackboard, a student can only upload documents but can’t 
capture data through the different channels (i.e. mobile 
phone, mouse selection of text and other media) and various 
modalities (text, video, pictures, voice, etc) that Edupal 
provides. In addition, Blackboard only provides statistical 
results (i.e. mean, median, standard deviation) and charts 
given grades enter by the teacher. There is no use of natural 
language processing techniques or data mining techniques to 
provide an automatic assessment of progress to the teacher, 
as we do in eduPAL. 
    eCollege also provides an educational software system 
which they call the Course Management System that allows 
course authoring, delivery and interactions with students. 
Like Blackboard it lacks the “data gathering” and automatic 
“student progress analytics” that eduPAL provides. 
    There has been considerable research done to 
automatically evaluate computer programs by systems like 
CodeLab [9, 10], ASSYST [11], TRAKLA [12], RoboProf 
[13], BOSS [14], CourseMaker [15], but to the best of our 
understanding there is no system available that aids in the 
evaluation of research based project assignments containing 
multimodal data such as text, images, video etc. 

 
V. CONCLUSIONS 

eduPAL provides a number of advantages over existing 
software and services. For students, it allows them to: 
1. Collect, manage and organize information for a project 

from different sources (Web, mobile) and in different 
formats (structured text, unstructured text (scribbles), 
still images, audio, video, annotated media) 

2. Create “print quality” project reports using templates 
provided by the teachers, or templates that can be 
customized by the students, thereby reducing the effort 
spent on output creation. 

For teachers (and parents), it allows them to: 
1. Create project assignments electronically 
2. Track the progress per student, or per group or per 

class. The progress parameters and timeline are 

customizable. Timeline can consist of few days to 
weeks to month. Parameters can consist of websites 
visited, time spent, contribution per person (if it’s a 
team project), percentage of assignment completed etc. 

3. Evaluate student projects semi-automatically by 
providing the teacher with a range of evaluation metrics  
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Abstract - The present paper presents our experiences with a wiki 
implementation in undergraduate education. More specifically, 
the paper address the issue of collaboration in the process of hy-
pertext creation and examines the rate and dominant patterns of 
student collaboration. Fifty students who enrolled in an under-
graduate course on learning with ICT participated in the study. 
One of the compulsory assignments involved the use of a wiki 
system for the collaborative construction of a textual artifact 
which aimed to facilitate the shared development of meaning. 
Student collaboration was operationalized in terms of joint revi-
sions. Results indicated that the levels of student collaboration 
were low and that in the few instances of joint revision the pre-
dominant pattern was a cumulative one. The  paper is concluded 
with a discussion of the importance of scaffolds for the effective 
integration of wikis in higher education.  
 
Keywords – Wiki, Collaborative Meaning Making, Joint 
Revision, Web 2.0, Pedagogical Activity 

 I. INTRODUCTION 

The potential of e-learning to improve the quality of student 
learning in higher education is undisputed. Still, e-learning 
educators face major challenges which are both multifaceted 
and complex ([1], [2]). One of the most important challenges 
educators face is related to pedagogy. For instance, typical e-
learning approaches tend to replicate traditional  transmission-
ist practices which are fairly didactic and are mostly based on 
behaviorist conceptions of learning ([3], [4], [5]). The imple-
mentation of a different, more constructivist pedagogy requires 
new tasks, activities, and practices. One of the challenges for e-
learning and blended learning is to promote more constructivist 
pedagogies.  

Web 2.0 technologies present important opportunities for 
changing learning practices for tertiary education. Wiki sys-
tems in particular can help design and implement a different, 
more constructivist pedagogy compared to the typical content-
delivery which characterizes much of contemporary e-learning 
([6]). 

A. Wiki Systems 

In line with the widespread adoption of Web 2.0 technolo-
gies, wikis are gaining stunning acceptance. ''WikiWiki'' is a 
Hawaian word that means quick. According to [7], a wiki is a 
“freely expandable collection of interlinked webpages, a hyper-

text system for storing and modifying information – a database, 

where each page is easily edited by any user with a forms-

capable Web browser client” (p. 14). Essentially, a wiki system 
constitutes a collection of webpages with information which 
can in principle be edited by anyone. Users can add content to 
existing pages, restructure the information on existing pages as 
well as create new pages and create links between existing and 
new pages. The fact that everyone can create, edit and delete a 
page means that wikis have a very open-ended nature which 
can be characterized by a democratic participation pattern. 
WikiWikiWeb was the first wiki developed in 1995 by Cun-
ningham and there are more than 200 clones today.    

The popularity of wikis is due to their simple and flexible 
nature. Firstly, wikis are characterized by a non-linear hyper-
text structure: a wiki enables the creation of associative hyper-
texts where each page contains links to other pages and the 
user can choose which links to follow. Secondly,  wikis are 
characterized by ease of access since all a user needs to use a 
wiki is a web browser. As  a web application the wiki does not 
require any specific browser or operating system software. 
Thirdly, the technical skills required for participation are 
minimal as users do not have to learn HTML to create a web-
page. Thanks to wiki markup, a simplified version of HTML, 
and the built-in WYSIWYG editors, the burden for creating 
and formatting a webpage is significantly reduced. Finally, a 
wiki system also provides other functions such as (a) the track-
ing of edits through a logging and notification system, (b) the 
comparison between different versions of edits, (c) rollbacks to 
earlier versions, (d) discussions per wiki page and (e) custom-
izable read and edit access rights as well as protected pages.     

B. Wikis in Education 

Wikis have attracted considerable interest in higher educa-
tion as they can be used to support a wide range of activities 
including but not limited to documentation, reporting, project 
management, online glossaries and dictionaries, discussion 
groups, and information systems. Wikis are particularly suited 
for advancing learning, collaboration, communication, interac-
tion, sharing, meaning making, and reflection. From an educa-
tional point of view, [8] outline three main types of uses for 
wiki: (a) distributing information: the wiki becomes the me-
dium to disseminate information as well as the place to store 
the information, (b) collaborative artifact creation: text is the 
main artifact produced, be it in the form of glossary or other 
formats, and (c) discussion and review activities: anchored 
discussion, project case libraries, and peer review.  
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While the majority of wiki systems have not been explicitly 
designed for educational purposes, they can be effectively used 
to support learning activities in classrooms [9]. Unlike other 
software tools, the open and flat structure of a wiki means that 
there are no scaffolds for structuring e.g. the processes of col-
laboration [8]. 

Wikis and other Web 2.0 technologies are increasingly being 
used in higher education. Wikis have been used for supporting 
various types of educational activities online ([8], [10], [9]). 
More specifically, wikis have been used for supporting collec-
tive learning ([11], [12]), enhancing student interaction [9], 
online teaching and assessment [13], and reflection [14].  

Even though as a rule most of the empirical research on 
wikis involves small-scale case and exploratory studies, the 
experiences are, generally speaking, positive (see e.g. [15], 
[16], [17], [18]). Nevertheless, challenges abound: student re-
sistance ([15], [19]), technical problems ([20], [19]), low level 
of edits ([21], [22]), and preference for individual work [16].  

To date, there are only a few studies addressing either teach-
ing and learning issues or broader pedagogical issues. In fact,  
as the multiple challenged mentioned above suggest, there is a 
knowledge gap regarding pedagogies which educators in 
higher education can employ to effectively promote more stu-
dent-centered pedagogies. What the evidence from existing 
research clearly suggests is that a wiki system cannot simply be 
introduced into a course and effectively foster student collabo-
ration and learning ([15], [19], [18]). The present case study 
aims to fill this gap by exploring the merit of a pedagogical 
activity in terms of student collaboration.  

C. Rationale 

In the study reported here, students used a wiki system for 
the collaborative creation of a textual artifact. As opposed to 
being an end in itself, this textual artifact mediated the collabo-
rative development of meaning. Considering that wikis can be 
used both as tool to create a database reflecting the collective 
experience and as a repository for this database, students cre-
ated a database of concepts which reflected their collective 
understanding. Students collaborated in creating concepts and 
providing their perspectives on what these concepts meant. 
Consequently, the collective artifact made represented students' 
understanding of the concepts involved. More specifically, the 
students reached an understanding of the course concepts by 
drawing on (a) lecture slides and notes, (b) course reader, (c) 
class discussions, and (d) other materials. Students were not 
simply expected to write concept definitions thereby reiterating 
information available in the course materials. Instead, the stu-
dents were expected to write what they thought the concepts 
meant, how they could be applied to other contexts (e.g. learn-
ing and instruction), and how everyday situations could be in-
terpreted using the concepts. The former involved rephrasing 
the definitions of concepts and providing examples in various 
contexts. Although this is a first step toward understanding and 
as such it is essential since students can learn from writing, it 
requires low level cognitive processing since it involves the 
reproductive use of existing texts. The latter involves a high 
level of cognitive processing since it requires thinking about 
the concept and what it means in relation to other concepts. 

While students could handle the former without problems by 
adopting copy and paste strategies, the latter is more challeng-
ing because the quest for meaning is an important prerequisite: 
without meaning it makes no sense.   

The process of meaning making is inherently social as 
meanings are socially constructed, negotiated and interpreted. 
Wikis are an ideal platform for fostering collective meaning 
making because they provide opportunities for producing non-
linear, complex, elaborate, evolving, multi-author texts. The 
potential of wikis to contribute to the process of collaborative 
knowledge creation and sharing has been stressed ([23], [20], 
[24]).   

D. Focus of the study 

The present study focuses on the use of a wiki as a means to 
promote student collaboration and meaning making and exam-
ines student collaboration patterns. The study addressed the 
following questions: (a) what is the rate of student collabora-

tion in the process of the collaborative creation of a textual 

artifact? (b) what are the most prominent collaboration pat-

terns?  

 II. METHOD 

A. Subjects 

Fifty students participated in the study. All students had en-
rolled in an undergraduate course that the author taught in the 
Department of Preschool Education at the University of Thes-
saly. The course was compulsory for 5th semester students.  

B. Course 

The course constituted an introduction to learning theories 
and the use of ICT to support learning. The course aimed to 
develop students' knowledge and skills regarding educational 
software. Regarding knowledge, the course included the fa-
miliarization with the various types of educational software as 
well as the underlying cognitive theories: Behaviorism, Pia-
getian theory, Cognitive Science, Situated and Distributed 
Cognition, and Sociocultural Theory. Students were expected 
to develop a conceptual understanding of a given instructional 
situation in terms of the learning epistemology adopted. Tech-
nology was approached as a cognitive tool and the role it plays 
in learning was examined. Regarding skills, the course aimed 
to render students capable for the design, organization, imple-
mentation, and evaluation of technology-based instruction. 
Students were expected to develop the skills to teach a curricu-
lum unit which would be implemented using educational soft-
ware.  

C. Wiki 

One of the course assignments involved student participation 
in a wiki. Participation was compulsory and students received 
up to 30% of the total course credit. The wiki activity required 
each student (a) to create five pages related to course concepts 
and (b) to contribute to five pages on concepts created by other 
students. More specifically, each student had to select five 
course concepts and create corresponding wiki pages about 
those concepts. The wiki pages could refer to any aspect of the 
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concept such as definitions, descriptions, examples, explana-
tions, and applications in teaching and learning contexts. Over-
all, the students were asked to contribute their own understand-
ing of concepts which had been presented and discussed in 
class. On the other hand, each student was expected to contrib-
ute their understanding to the concepts created by their fellow 
students in other wiki pages by contributing definitions, de-
scriptions, examples, explanations as well as applications in 
teaching and learning contexts. As discussed in the rationale 
section, the idea was that students would advance their own 
understanding of the concepts involved by contributing to the 
collective understanding of those concepts as reflected in the 
wiki pages.  

To avoid the low level strategies, the copy and paste of in-
formation from other sources was strictly  disallowed. Students 
were instructed to provide references to articles, books or web-
sites whenever they drew on information from such sources. It 
was emphasized to the students that every idea, interpretation 
or insight was in principle welcome for it could advance the 
collective understanding of the group. Student contributed con-
tent was routinely scanned for plagiarism by the author and a 
teaching assistant and on a number of occasions certain stu-
dents were given notice and asked to rephrase and attribute the 
origin of the ideas. Finally, it should be noted that no specific 
writing or stylistic or content instructions were given so no 
specific genre (e.g. encyclopaedia entry) was privileged over 
others.  

[25], one of the most popular wiki clones, was the server 
software used for the purposes of the study to host the course 
wiki. It was installed and specifically customized for the pur-
poses of the course. In the present study the Wiki was used as a 
tool in a closed study group, i.e. it was only accessible to the 
students participating in the course. All students  who had en-
rolled in the course had both read and write access to all user-
contributed pages. Students were explicitly asked not to lock 
any pages they had created for that would undermine the very 
objective of the activity and prevent collaboration. Only a few 
pages created by the author and the teaching assistant contain-
ing instructions and other important information were locked.  

D. Procedure 

Students were introduced to the wiki at the beginning of the 
course and its objective was explained. In the sandbox pro-
vided students experimented with all technical aspects of the 
wiki such as creating new pages, revising existing ones, link-
ing, rolling back, and discussing. After each class lecture where 
several concepts were introduced, analyzed, and discussed, 
students were asked to select certain concepts which they 
deemed important and either create wiki pages about them or 
contribute to the wiki pages made by other students.  

In the beginning of the course the students were surveyed 
regarding background knowledge of and attitudes towards ICT. 
At the end of the course they were surveyed about their learn-
ing experiences with the wiki and were also interviewed using 
semi-structured interviews.     

E. Measures  

For the purposes of this study we examined the number of 
pages created by the students, the number of page views, the 

number of user views per page, the total number of revisions as 
well as the number of revisions per page, the number of revi-
sions per user, and the number of user revisions per page. 
Given the specific research questions, we were particularly 
interested in (a) the number of revisions per page because it 
shows how much processing each page underwent, (b) the 
number of users who made the revisions as it shows how many 
users were collaboratively involved in revising the page, and 
(c) the pattern of revisions, namely stylistic/formatting vs. con-
tent revisions: the former altered the surface characteristics of 
the text (such as formatting, layout, style, dividing the text up 
into smaller units) while the latter addressed the ideas ex-
pressed in the text (such as  correcting inaccuracies, providing 
examples, articulating, refining meaning, elaborating, adding 
definitions, adding more concepts and sub-concepts). The 
number of page edits as well as the number of unique page 
editors are typical measures when examining wikis (see e.g. 
[26], [27] ). When it comes to the patterns of revision we fol-
lowed [28] by distinguishing between content and formatting 
changes.   

 III. ANALYSIS   

The instructor and teaching assistant contributed pages and 
views of those pages were discarded from further analysis as 
they were not informative regarding student collaboration. For 
the purposes of this study data analysis was mostly exploratory. 
To address the first research question, data analysis involved 
frequency counts and indices of central tendency. To address 
the second research question the student contributions were 
examined in terms of deep (i.e. content) or surface (formatting) 
revisions.  

 IV. RESULTS  

A. Extent of student collaboration  

Overall, the students created 169 pages in the wiki which 
were viewed 2902 times with a mean number of student views 
per page of 17.17. The system recorded a total of 771 revisions, 
with a mean of 2.53 revisions per page and a mean of 16.06 
revisions per user. Finally, the mean number of user revisions 
per page was 1.85. Based on the data collected, three main 
findings can be reported.  

First, the students did not view all the pages. The total num-
ber of views shows less than 3000 page views by students 
while if all participating students had viewed all pages we 
would have expected more than 8000 views. The user views 
per page suggests that on average 17 users viewed the content 
of any page. This shows that the mean user views per page is 
low given the number of participating students.  

Second, students did not contribute to many pages as judged 
by the number of revisions per page which is very low. More 
specifically, the average number of revisions per page is 2.53. 
This figure is low as it shows that each page has not been sub-
ject to many revisions, and the low number of revisions is in-
dicative of low collaboration levels. It should be noted that the 
number of revisions is an important indicator of collaboration 

INTEGRATING WEB 2.0 TECHNOLOGIES IN UNDERGRADUATE TEACHING 451



because it shows the level of processing that each page under-
went. Even though in principle it might be difficult to define 
how many revisions would be satisfactory, the overall impres-
sion is that this number is rather small. While at first sight this 
might seem to be promising, the distribution of page views 
suggests an interesting pattern which can be seen in table 1.  

Even though revisions by a single student are important as 
they provide an indication of the level of processing, work, and 
elaboration that the student devoted to the task, collaboration is 
essentially manifested in the joint construction of the textual 
artifact and more specifically in user revisions of this artifact. 
As table 1 suggests, the number of pages on which students 
jointly contributed is very low. More specifically, 40% of the 
pages did not involve any collaboration whatsoever as the page 
content was contributed independently by students. In fact the 
percentage of pages which were created by distinct students is 
even higher as the examination of pages with 2 revisions indi-
cated that 12 pages were subjected to 2 revisions which were 
conducted by a single student. As a result, the percentage of 
pages which did not involve any joint content creation rises to 
47%.  
 

Number of 
pages 

% of pages Number of 
revisions per 

page 

Mean number 
of users per 
revision per 

page 

81 47.93 1 1.00 

23 13.61 2 1.66 

28 16.57 3 2.14 

15 8.88 4 3.20 

8 4.73 5 3.63 

6 3.55 6 3.67 

3 1.78 7 4.00 

2 1.18 8 4.00 

1 0.59 9 4.00 

0 0.00 10 0.00 

1 0.59 11 1.00 

1 0.59 12 2.00 

 
Table 1:  Main wiki statistics 

 
Third, the average number of users who revised a page is 

1.85 which is fairly low. The number of users who participated 
in revising a page is a genuine indicator of collaborative con-
tent creation and generally speaking of collaborative meaning 
making and learning. In this case it appears that there was more 
than one student involved with contributing content to pages. 
As can be seen in table 1, about half of the pages were created 
without any user collaboration. More specifically, about three 
quarters of all pages were made with little collaboration among 
users. Thus, in the majority of the wiki pages created, on aver-
age one or two students were involved.  

B. Patterns of student collaboration  

For the purposes of this paper we focused on the 30 pages 
with the highest number of revisions per page and examined 

the revision patterns by coding every revision made per page in 
two categories: (a) surface (b) content. While as mentioned 
above about half of the wiki pages created did not involve any 
collaboration (i.e. joint revision) the collaboration pattern 
which emerged for the other half of the pages is one of addi-
tion. More specifically, the analysis revealed a pattern of 
autonomous additions to the text contributed by others. The 
examination of revisions indicated that, as a rule, big chunks of 
text (usually in the form of a short paragraph) were added to 
existing text. While this form of contribution is important, it 
signifies a rather low level of revisions and,  subsequently, col-
laboration. Thus, even in the cases of collaboration (i.e. joint 
creation and revision), the students adopted a cumulative ap-
proach: new content was created without altering any of the 
existing content. This is clearly illustrated in figure 1 where the 
right column indicates a pattern of successive text additions 
over time.  
 

 
 

Fig 1.  Snapshot of the edits of a page  

 
Whenever students collaborated on a page (as indicated by 

jointly editing it) there were very few edits of stylis-
tic/formatting nature. As a rule, the students did not interfere 
with the text pages created by others and whenever they did 
their contributions were cumulative. Interestingly enough, there 
were no content revisions or elaborations of any kind.  

The overwhelming majority of student-created content was 
based on the lecture slides and notes, course reader, and class 
discussions. It appears that students rarely referred to other 
sources and materials.  

The examination of the discussions which were linked to 
each wiki page created indicated that the students did not en-
gage in any discussions with other students regarding the 
meaning of the concepts. The only discussions recorded by the 
system were instructor-related ones: questions were posed to 
the students in an attempt to either emphasize a specific aspect 
of a concept or to foster student thinking and promote further 
reflection.  

 V. DISCUSSION & CONCLUSIONS 

Given the affordances of Web 2.0 technologies, the present 
paper explored aspects of a wiki integration into undergraduate 
teaching. More specifically, the study reported focused on the 
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extent of student collaboration in the collaborative creation of a 
textual artifact and the most prominent patterns of such col-
laboration. Collaboration was operationalized as the joint crea-
tion of the textual artifact as reflected in the revisions. We 
found that there were few instances of collaboration as the stu-
dents did not build on the contributions of others by revising 
them. This is manifested in the mean number of revisions per 
page which is fairly low (2.53). In this specific context, col-
laboration requires building on and revising the work of others 
and involves both stylistic contributions (e.g. reformatting) and 
conceptual ones (e.g. changing the content). This finding is in 
line with the results reported in the literature. For example, [21] 
found that 15% of the students did not make any edits at all 
while 25% of the students accounted for over 64% of all edits 
made by all participants. [29] also reported that  most students 
made few edits while a small number of students edited several 
pages. [22] concluded that on average every wiki page made 
was edited twice.  

On the one hand, the evidence indicated that about half of 
the pages created did not involve any joint collaboration as 
single students were involved in creating the content of the 
page. It is clear that this pattern of individual contributions is 
not very promising for collaboration. On the other hand, as far 
as the other half of the pages are concerned, the analysis indi-
cated a low level approach for revisions: the pattern of contri-
butions was cumulative as students simply added text to the 
existing text. There was no evidence of extensive elaborations 
or revisions of any kind. Thus, the picture which emerged from 
the data suggests that even though the collective creation of a 
textual artifact was to promote collaboration, the students 
largely approached it as an individual activity as opposed to a 
collective one. Drawing conclusions based on this patterns 
might be somewhat arbitrary given the lack of research on this 
topic. One can only turn to studies examining the revision pat-
terns in the largest wiki in existence, Wikipedia. It appears that 
the patterns obtained in this study is rather typical of wikis. For 
example, [28] reports that additions are the most common revi-
sion pattern in Wikipedia. Moreover, [27] concluded that 
Wikipedia articles accrete over time. Finally, [26] found that 
the vast majority of Wikipedia edits are additions or deletions 
with very few structural changes. While this pattern of revi-
sions for Wikipedia appears to hold as it is well documented it 
should be stressed that it is functional given the objectives and 
the production model of Wikipedia. For such a context, the 
observed pattern of revision might be acceptable or of secon-
dary importance. However, in the context of the present study 
this pattern of edits is indicative of low levels of collaboration 
and as such it is highly problematic.  

As it was discussed in the introduction, even though wikis 
are becoming widely used in education, the issue of optimal 
pedagogies remains largely unexplored. The activity which was 
designed for this study (create five pages on course concepts 
and contribute to five other pages created by others) turned out 
to be suboptimal. As the findings suggest, students who are 
novice wiki users are not very likely to engage in joint revi-
sions and, consequently, collaboration. This shows that wiki 
systems cannot be readily integrated into undergraduate 

courses to promote more constructive learning practices. 
Hence, new tasks, activities, and practices should be devised. 
As the study findings suggest, from a pedagogical point of 
view the activity needs to be redesigned so as to promote more 
interaction among students in the form of collaborative contri-
butions and revisions.  
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Abstract-We consider the framework of a set of recently proposed 

two-timescale actor-critic algorithms for reinforcement-learning 

(RL) using the long-run average-reward criterion and linear 

feature-based value-function approximation. The actor and critic 

updates are based on stochastic policy-gradient ascent and tem-

poral-difference algorithms, respectively. Unlike conventional 

RL algorithms, policy-gradient-based algorithms guarantee con-

vergence even with value-function approximation but suffer due 

to high variance of the policy-gradient estimator. To minimize 

this variance for an existing algorithm, we derive a stochastic-

gradient-based novel critic update. We propose a novel baseline 

structure for variance minimization of an estimator and derive 

an optimal baseline which makes the covariance matrix a zero 

matrix – the best achievable. We derive a novel actor update 

based on the optimal baseline deduced for an existing algorithm. 

We derive another novel actor update using the optimal baseline 

for an unbiased policy-gradient estimator which we deduce from 

the Policy-Gradient Theorem with Function Approximation. We 

obtain a novel variance-minimization-based interpretation for an 

existing algorithm. The computational results demonstrate that 

the proposed algorithms outperform the state-of-the-art on Gar-

net problems. 

 

I. INTRODUCTION 

 

Solving Markov decision processes (MDPs) involving 

large state spaces (curse of dimensionality) necessitates value-

function approximation using a parameter vector whose di-

mensionality is much smaller than the cardinality of the state 

space. However, conventional methods like policy iteration, 

value iteration, Q-learning and temporal-difference learning, 

which converge well with lookup tables, may fail to converge 

with function approximation [1]-[2]. Policy-gradient methods 

provide a way out of this. Policy iteration using policy-

gradient-based policy improvement step can be proved to be 

convergent even with function approximation [3]. But this 

convergence is often slow due to the high variance of the pol-

icy- gradient estimates obtained through simulation [4]-[6]. 

Actor-critic algorithms are analogs of policy iteration, with the 

actor representing the policy and the critic representing the 

value function. Actor-critic algorithms provide a way for 

achieving strong convergence guarantees by using a policy-

gradient-based actor learning rule and also addressing the 

problem of variance reduction of the policy-gradient estimates 

using the critic [5]. Bootstrapping critic learning rules such as 

temporal-difference learning, which decrease variance at the 

cost of bias, have been popularly used for variance reduction 

[7, 8]. Policy gradients have also been recently replaced by 

natural gradients [7]-[10] which were originally discovered by 

Amari [11]. Natural gradients are covariant [9, 11], lead to 

faster convergence by taking a “more direct path to the optim-

al solution in the parameter space” [10] and provide Fisher-

efficient online learning [12]. 

In this paper, Section 2 describes the reinforcement learn-

ing (RL) framework which we use. In Section 3, we derive a 

novel critic update based on variance reduction of the policy-

gradient estimator. In Section 4, we introduce a novel baseline 

structure and derive the optimal baseline, which leads to a 

novel actor update and an alternative interpretation for one of 

the existing natural-gradient-based algorithms. In Section 5, 

we propose another novel actor update using an unbiased pol-

icy-gradient estimator which we obtain based on the basic 

Policy-Gradient Theorem with Function Approximation [3]. In 

section 6, we study the performance of the proposed algo-

rithms on Garnet problems and make some interesting obser-

vations. 

 

II. REINFORCEMENT LEARNING FRAMEWORK 

 

We consider the RL framework as in [7, 8], which is the 

most sophisticated amongst previously considered RL frame-

works e.g. in [1]-[6], [9], [10] and [14]. We have a finite state 

space S={1,2,…,n}, finite action space A and random uniform-

ly bounded immediate rewards. All actions are possible in 

each state. Let ∈ts S , ∈ta A  and ∈tr R  denote the state, 

action and immediate reward, respectively, at time 

{0,1, 2,...}∈t . Let 1( , , ') Pr( ' | , }t t tP s a s s s s s a a+= = = =   

denote the one-step transition probabilities and let ( , )R s a =  

1( | , }t t tE r s s a a+ =  =   denote the single-stage expected re-

wards. A parameterized randomized stationary policy :θπ  
1d

Rθ ∈  maps each state s to a probability distribution ( ,.)sθπ  

over A. Let ( )J θπ  or equivalently ( )J θ  denote the long-run 

average-reward under the policy θπ  and { : 0,1,2,...}ts t =  

denote the MDP. 

Assumption (A1) [7, 8]: “Under any policy π , the Mar-

kov chain resulting from the MDP { : 0,1,2,...}ts t =  is irre-

ducible and aperiodic.”  

Let the unique stationary probability distribution be 

{ ( ), }d d s s Sπ π= ∈ . In the rest of the paper, we use the short-
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hand notation (s, a)E  for 
~ (.), ~ ( , .)s d a s

E π π . The long-run average-

reward is given by: 

1

1

0

1
( ) lim | ( ) ( , ) ( , )

T

t
T

t s S a A

J E r d s s a R s a
T

ππ π π−
+→∞ = ∈ ∈

⎡ ⎤= =⎢ ⎥⎣ ⎦∑ ∑ ∑  

Our objective is to find the optimal policy arg max ( )opt J
θ

θ θ=  

The action-value function for the state-action pair (s,a) under 

policy π  is defined as: 

[ ]1 0 0

0

( , ) ( ) | , ,π π π∞
+=

= − = =∑ t

t

Q s a E r J s s a a  

As dictated by the Policy-Gradient Theorem with Function 

Approximation [3], a linear feature-based approximation is 

used as *
ˆ ( , ) *T

w saQ s a wπ ψ=  where *w  is a stationary point of 

the MSE  

2

ˆ( ) ( ) ( , ) ( , ) ( , )w

s S a A

w d s s a Q s a Q s a
π π π ππε

∈ ∈
⎡ ⎤= −⎣ ⎦∑ ∑  

             i.e. 
*

( ) 0
w w

w
w

πε
=

∂ =∂  and log ( , )θψ π= ∇sa s a  

are called compatible state-action feature vectors. It is known 

that *w  is also the natural-gradient of the average-reward [9]. 

The state-value function for the state s under policyπ  is given 

by ( ) ( , ) ( , )
a

V s s a Q s aπ ππ
∈Α

= ∑ . A linear feature-based approx-

imation for the state-value function is used as ˆ ( ) T

t sV s v fπ =  

where 2d

tv R∈  is the critic weight-vector at time t and 

2d

sf R∈ is the feature-vector for state s. The algorithms are 

two-timescale [13] with the actor and critic on the slower and 

faster timescales characterized by the step size sequences ( )tβ and ( )tα , respectively. Figure 1 shows the structure of 

two-timescale actor-critic algorithms that we consider (see [7, 

8]). 

 

III. A NOVEL CRITIC UPDATE FOR VARIANCE REDUCTION OF 

THE POLICY-GRADIENT ESTIMATOR 

 
The analysis in this section assumes the framework of Al-

gorithm 1 of [7, 8].  

Algorithm 1 [7, 8]: 

Critic Update: 
1 tt t t t sv v fα δ+ = +                                (1)  

Actor Update: 1θ θ β δ ψ+ = +
t tt t t t s a                              (2) 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure 1. Structure of two-timescale actor-critic algorithms 

 

In this algorithm, 
t tt s a

πδ ψ is used as a biased estimator for the 

average-reward gradient ( )∇ Jθ π  (Lemma 4 of [7, 8]), where  

11 1
ˆlim . .1,

T T

t tt t t t s s
t

v v w p r J v f v fπ π π πδ ++ +→∞ =    = − + − . 

In the actor update, t t

πδ δ≈ , as asymptotically the slower 

actor sees the faster critic as nearly equilibrated [13]. The co-

variance matrix for
t tt s a

πδ ψ  is given by: 

( ) ( )cov
t t t t t tt s a (s, a) t s a (s, a) t s aE Eπ π πδ ψ δ ψ δ ψ⎡ ⎤ = −⎣ ⎦  

                                     ( )
t t t t

T

t s a (s, a) t s aEπ πδ ψ δ ψ⎡ ⎤−⎣ ⎦                (3) 

We seek to minimize the trace of this covariance matrix given 

by: ( )( ) ( )cov
t t t t t t

T

t s a (s, a) t s a (s, a) t s aTrace E Eπ π πδ ψ δ ψ δ ψ⎡ ⎤= −⎣ ⎦  

                                                 ( )
t t t tt s a (s, a) t s aEπ πδ ψ δ ψ⎡ ⎤  −⎣ ⎦    (4) 

Following a stochastic gradient descent approach, we use ( )1 t t t t t

T

t t t v t s a (s, a) t s av v Eπ πα δ ψ δ ψ+ ⎡ ⎤− = − ∇ −⎣ ⎦  

                                        ( )
t t t tt s a (s, a) t s aEπ πδ ψ δ ψ⎡ ⎤−⎣ ⎦          (5) 

This leads to the desired critic update as ( )1 t t t t tt t t v t s a (s, a) t s av v Eπ πα δ ψ δ ψ+ ⎡ ⎤⎡ ⎤− = − ∇ −⎣ ⎦⎣ ⎦  

                                         ( )
t t t tt s a (s, a) t s aEπ πδ ψ δ ψ⎡ ⎤−⎣ ⎦        (6) 

1: Input: (.,.),θπ sf  

2: Initialize: 0 0 0 0, , , ,v vθ θ α α β β= = =  =   

   0 0 0
ˆ, 0,  (randomly)c J sξ α= =   

3: for t=0; ! stopping condition; t=t+1 

  3a: Select action ~ ( ,.)
θπ t

t ta s  

  3b: Observe next state 1 ~ ( , ,.)+t t ts P s a  and   

         immediate reward 1+tr   

  3c: Maintain a step-size schedule satisfying the 
        conditions: 

( ) ,2 2

t t t t

t t t

= ,  α β α β= ∞ + < ∞  ∑ ∑ ∑  

       t t t t= o( ),  cβ α ξ α=  

  3d: Perform updates: 
    3d: (i) Average reward:       ( )1 1

ˆ ˆ1t t t t tJ J rξ ξ+ += − +  

    3d: (ii) TD error:  

          
11 1

ˆ
t t

T T

t t t t s t s
r J v f v fδ ++ += − + −  

    3d: (iii) Critic: algorithm specific 
    3d: (iv) Actor: algorithm specific 
4: Return: policy parameter vectorθ , value 

function weight vector v  
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The RHS is a function of πv  and the current estimate of vπ  is 

t
v . Hence, replacing vπ

 by t
v (and hence, t

πδ  by t
δ ) 

throughout, we derive and obtain: ( )( ) ( )
1

T-   
t t t t t t t t tv t s a (s, a) t s a s s s aE f fδ ψ δ ψ ψ+∇ − = −  

         
'

'

( ) ( , ) ( , , ') log ( , )T

s

s S a A s S

d s s a P s a s f s aπ θπ π
∈ ∈ ∈

∇∑ ∑ ∑           (7) 

 

Replacing the expectation by a single estimate, we get ( )
t t t t tv t s a (s, a) t s aEδ ψ δ ψ⎡ ⎤∇ −⎣ ⎦  

                 ( )
1 1

T T T  
t t t t t t t t t ts s s a s s a s s af f f fψ ψ ψ+ += − − = −            

(8) 

Hence, (6) becomes:                

            ( )T

1 α ψ δ ψ δ ψ+ ⎡ ⎤ −   = −⎣ ⎦t t t t t t tt t t s s a t s a (s, a) t s av v f E        (9) 

We use an exponentially smoothed average 1tτ +  to approx-

imate ( )δ ψ
t t(s, a) t s aE  as follows: 

        1 0(1 ) ,  δ ψ τ α δ ψ α τ τ+⎡ ⎤ ≈ = + − = 0⎣ ⎦t t t t(s, a) t s a t t t s a t tE     (10)  

( )δ ψ
t t(s, a) t s aE  is a function of tθ  and, hence, 1tτ +  is updated 

on the faster timescale characterized by ( )tα . Hence, (9) be-

comes 

                        T

1 1
α ψ δ ψ τ+ +⎡ ⎤ −   = −⎣ ⎦t t t t tt t t s s a t s a t

v v f           (11) 

Hence, we have the following Algorithm (A1) with the novel 

critic update: 

 

Exponentially-Smoothed Average Update:  

                      
1 0

(1 ) ,  τ α δ ψ α τ τ+ = + − = 0
t tt t t s a t t

 

Critic Update: ( )T

1 1 
t t t t tt t t s s a t s a tv v fα ψ δ ψ τ+ += + −  

Actor Update:
1 θ θ β δ ψ+ = +

t tt t t t s a
 

 
IV. A NOVEL ACTOR UPDATE BASED ON A NOVEL BASELINE 

STRUCTURE 

 
We subtract a baseline control variate from the average-

reward gradient estimator 
t tt s aδ ψ , to give a new estimator. To 

ensure that the subtracted baseline does not introduce any ad-

ditional bias in the average-reward gradient estimation, we 

consider only the class of baselines with expectation zero. We 

consider a novel class of baseline functions having the 

form ( )( )−t tX E X , where tX  is a statistic known at time t. 

Hence, the average-reward gradient estimator after using the 

baseline becomes ( )( )δ ψ − −
t tt s a t tX E X  and  

( )( )( ) ( )( ) ( )
t t t tt s a t t (s, a) t s aE X E X J E Jθ θδ ψ π δ ψ π− − − ∇ = − ∇

 (12) 

Within this class of baseline functions, we call the baseline 

which minimizes ( )( )( )( )cov δ ψ − −
t tt s a t tTrace X E X  as the 

optimal baseline. Upon careful observation, it is clear that the 

optimal baseline is ( )δ ψ δ ψ
t t t tt s a (s, a) t s a- E  corresponding 

to δ ψ=
t tt t s a

X . This optimal baseline, in fact, makes the ma-

trix ( )( )cov δ ψ δ ψ δ ψ⎡ ⎤− −⎣ ⎦t t t t t tt s a t s a (s, a) t s aE  zero. Making the 

covariance matrix of the estimator a zero matrix is the best 

any baseline can achieve. In general, this implies that the op-

timal baseline for an estimator θ̂  is ˆ ˆ( )Eθ θ− . The optimal-

baseline approximation that we use is 
1t tt s a t

δ ψ τ +− , where 

1tτ +  is defined and updated as per (10). Hence, the novel actor 

update is: 

         ( )1 1 1=θ θ δ ψ δ ψ τ θ τ+ + +⎡ ⎤= + − − +⎣ ⎦t t t tt t t t s a t s a t t t tβ β    (13) 

This leads to the following Algorithm (A2) with the novel 

actor update: 

 

Critic Update:
tt+1 t t t s

v = v +α δ f  

Exponentially-Smoothed Average Update:  

                       
1 0

(1 ) ,  τ α δ ψ α τ τ+ = + − = 0
t tt t t s a t t

 

Actor Update: 1+θ + τt+1 t t tθ = β  

 
A. Observations Regarding Previous Baselines 

The approach in [7, 8], first, seems not to distinguish be-

tween mean squared error (MSE) and variance (e.g. in Lemma 

2 of [7, 8]). Second, the baseline in [7,8] concerns the estima-

tion of ( , )πQ s a  by ˆ ( , ) T

w saQ s a wπ ψ= and not the estimation of 

the average-reward gradient. Thus, the optimal baseline consi-

dered in [7, 8] is not for variance minimization of the average-

reward gradient estimator, but for the MSE minimization in 

the estimation of ( , )πQ s a  by ˆ ( , ) T

w saQ s a wπ ψ= . 

The approach in [6] does not consider the covariance ma-

trix structure of the policy-gradient estimator and seems to 

treat policy-gradient vectors as scalars. Thus, the derivation of 

the optimal baseline in Theorem 8 in [6] is, in effect, restricted 

to only a one-dimensional policy parameter vector. 

 

B. A New Interpretation of Algorithm 4 [7, 8] Through an Op-

timal Baseline Framework 

In Algorithm 2 of [7, 8], 1  δ ψ−
t tt t s a

G is used as an estimator 

of the natural-gradient. The natural-gradient estimator, after 

incorporating the optimal baseline structure described in Sec-

tion 4, becomes ( )1  δ ψ−
t t(s, a) t t s aE G and can be approximated 

as: 
1

1t t(s, a) t t s a tE G δ ψ κ− +⎡ ⎤ ≈⎣ ⎦  

            1

0
(1 ) ,  

t tt t t s a t t
Gα δ ψ α κ κ−= + − = 0             (14) 
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We, thus, have the novel natural-gradient-based actor update 

as: 

   t 1+κt+1 t tθ = θ + β                                   (15) 

Note that (15) is identical with the actor update of Algorithm 4 

of [7, 8] which uses  t+1w as an estimate of the natural-

gradient.  t+1w and 1κ +t  are in fact proxies of each other. Thus, 

the baseline approach derived here provides a new optimality-

based interpretation of Algorithm 4 of [7, 8] in terms of va-

riance minimization of the natural-gradient estimator. 

 

V. A NOVEL POLICY-GRADIENT BASED ALGORITHM USING 

THE POLICY-GRADIENT THEOREM WITH FUNCTION 

APPROXIMATION 

 
From the Policy-Gradient Theorem with Function Approx-

imation [3], we have: 

        *
ˆ( ) ( ) ( , ) ( , )w

s S a A

J d s s a Q s aπ πθ θπ π
∈ ∈

∇ = ∇∑ ∑                (16) 

where *
ˆ*, ( , )ww Q s aπ    are as defined in Section 2. Thus, we 

have  

          
~ (.), ~ ( ,.)

( ) *πθ ππ ψ ψ⎡ ⎤∇ = ⎣ ⎦T

sa sas d a s
J E w           (17) 

Hence, *
t t t t

T

s a s a
wψ ψ  is an unbiased estimator of the average-

reward gradient. The average-reward gradient estimator after 

incorporating the optimal baseline becomes ( )* *- *
t t t t t t t t t t t t

T T T

s a s a s a s a s a s a
(s,a)

w w E wψ ψ ψ ψ ψ ψ⎡ ⎤− ⎢ ⎥⎣ ⎦  

                         ( ) *
t t t t

T

s a s a
(s,a)
E wψ ψ=                                

(18) 

An estimate of *( )tw θ can be obtained for use in the actor 

update by the stochastic gradient descent rule i.e. by updating 

its estimate tw  on the faster timescale along the negative in-

stantaneous gradient direction of the MSE ( )
θε t

tw , which 

gives the update rule (also used in Algorithm 3 in [7, 8]) as 

        1 0, 0α ψ ψ α δ ψ+ ⎡ ⎤= − + =⎣ ⎦t t s a t tt t

T

t t s a t t t s aw I w w           (19) 

Also, ( )
t t t t

T

s a s a
(s,a)
E ψ ψ  is the Fisher matrix and can be ap-

proximated using an exponentially-smoothed average (as in 

Algorithm 2 of [7, 8]) as: ( ) T

1 (1 ) , 
t t t t t t t t

T

s a s a t t t t s a s a
(s,a)
E G Gψ ψ α α ψ ψ+≈ = − +  

                      [ ]0 d d
with G = k ǿ k

1 1×  , > 0                         (20) 

Hence, the average-reward gradient estimator ( ) *
t t t t

T

s a s a
(s,a)
E wψ ψ  can be approximated as 

                  ( ) 1 1*ψ ψ + +≈
t t t t

T

s a s a t t
(s,a)
E w G w                           (21) 

This leads to the following novel Algorithm (A3): 

 

Critic Updates:
1 tt t t t sv v fα δ+ = +  

                        1 t t s a t tt t

T

t t s a t t t s aw I wα ψ ψ α δ ψ+ ⎡ ⎤= − +⎣ ⎦  

Fisher-matrix estimate update:  

                  T

1
(1 )  α α ψ ψ+ = − +

t t t tt t t t s a s a
G G  

 Actor update:  1 1 + +  t+1 t t t tθ = θ + β G w  

 
VI. RESULTS 

 
For Garnet (generic average-reward non-stationary envi-

ronment testbed) specification, we use the notation 

( , , , , , )σn m b d l to denote, respectively, (number of states, 

number of actions, branching factor, standard deviation of the 

randomly generated immediate reward, dimensionality of the 

state feature-vector, number of ones in the state feature vec-

tor). Since we construct the Garnet instances exactly as speci-

fied in [7], we omit further details here. The computational 

results in [7] indicate superior performance of algorithms in 

[7, 8] over algorithms in [14], for Garnet problems. Hence we 

do not show comparisons with algorithms in [14]. As the pro-

posed algorithms are policy-gradient based and the only poli-

cy-gradient based algorithm of [7, 8] is Algorithm 1 (others 

are natural-gradient based), we compare the proposed algo-

rithms with Algorithm 1 of [7, 8]. Also, since results in [7] 

indicate that their Algorithm 3 performs the best, we also 

show comparisons with Algorithm 3. For Algorithms 1 and 3 

of [7, 8], we use the step-size parameter settings as given in 

[7]. In Algorithms (A1) and (A2) we used the step-size sche-

dule (0.1 )αt in place of ( )αt for the exponentially-smoothed 

average update in (10) and we used the same step-size para-

meter settings otherwise as in Algorithm 1 of [7]. In Algorithm 

(A3), we use the step-size schedule (0.001 )αt  and k=1 for the 

Fisher-matrix update in (20) and used the step-size parameter 

settings (0.1, 0.01,100000, 1000) for 0 0( , , , )α β α βc c , respec-

tively. 

From here on, we refer to Algorithms 1 and 3 of [7, 8] as 

(B1) and (B3), respectively. Figures 2(a1)-(a2), 2(b) and 2(c) 

are obtained by averaging the average-reward estimates over 

20 runs (each run being a different Garnet instance) of 1 mil-

lion iterations for three sets S1, S2 and S3, respectively; each set 

consists of 20 randomly generated Garnet (30,4,2,0.1,8,3) 

instances. Comparing the average of the average-reward esti-

mates, Algorithm (B1) is better than (A1) for the set S1, as 

shown in Figure 2(a1). We obtained a definite improvement 

by a using a convex combination of the critic updates of Algo-

rithms (A1) and (B1). For example, as shown in Figure 2(a2), 

we found that for the set S1, a 0.7:0.3 convex combination of 

the critic updates of Algorithms (A1) and (B1) led to the aver-

age of the average-reward estimates being higher than that of 

(B1), and as high as and more stable than (B3). We don’t 

show here the detailed results for different convex combina-

tion parameters, given limited space. For the set S2, Algorithm 

(A2) gave the average of the average-reward estimates higher 

than (B1), as shown in Figure 2(b). For the set S3, Algorithm 

AWATE 458



(A3) gave the average of the average-reward estimates higher 

than (B1), as shown in Figure 2(c). 

Through computations on hundreds of Garnet instances, 

we found that there was no single algorithm which performed 

the best for all instances. The results in [7] indicate that (B3) 

gives the highest average-reward estimate amongst all their 

algorithms. However, Figure 3(a) shows that for a randomly 

generated instance I1 of Garnet (30,4,2,0.1,8,3), (B3) gives a 

lower average-reward estimate than (B1) which in turn is low-

er than our Algorithm (A2). In Figure 3(a), for Algorithm 

(A2), we used the step-size schedule (0.001 )αt in place of 

(0.1 )αt mentioned earlier for the exponentially-smoothed av-

erage update in (10). Our Figures 3(b1) and 3(b2) indicate that 

our Algorithms (A1), (A2) and (A3) have average-reward 

estimates higher than (B1) for a randomly generated instance 

I2 of Garnet (30,4,2,0.1,8,3). Algorithm (A1) looks particularly 

promising with its average-reward estimate being as high as 

and much more stable than Algorithm 3 of [7, 8]. 

The authors in [7] state that for one of their Garnet 

(30,4,2,0.1,8,3) instances, the average of the average-reward 

estimates for each of the algorithms in [7] converged to the 

unconstrained (without function approximation) optimal aver-

age-reward. We found, over experimentation involving hun-

dreds of runs (covering independent runs for different Garnet 

instances as well as independent runs over the same Garnet 

instance), that the terminal average-reward estimate nearly 

matched the unconstrained optimal average-reward hardly for 

a few percent of the runs. Furthermore, we found that the dis-

crepancy between the terminal average-reward estimate and 

the unconstrained optimal average-reward varied from a few 

percent to figures exceeding 50% in many runs for several 

instances for Algorithm (B3). Our experiments indicate that 

the loss of optimality due to value-function approximation, is 

quite prominent for Garnet (30,4,2,0.1,8,3) problems, contrary 

to what  [7] suggests---that the loss is absent for the small 

Garnet (30,4,2,0.1,8,3) problems. 

 

 

 
(a1) 

 

 

 
(a2) 

 

 

 
(b) 

 

 

 
(c) 

 
Figure 2. Parts (a1) and (a2) (split for clarity) compare the average of the 

average-reward estimates over 20 runs (each run being a different Garnet 

instance) of 1 million iterations of Algorithms 1 and 3 of [7,8] and the pro-

posed novel Algorithm (A1) as well as a convex combination of (A1) and 

Algorithm 1 of [7,8], on a set S1 of 20 randomly generated instances of Garnet 

(30, 4, 2, 0.1, 8, 3). Part (b) gives a similar comparison between Algorithm 1 

of [7, 8] and proposed novel Algorithm (A2) for a set S2 of 20 randomly gen-

erated instances of Garnet (30, 4, 2, 0.1, 8, 3). Part (c) compares Algorithm 1 

of [7, 8] and proposed novel Algorithm (A3) for a set S3 of 20 randomly gen-

erated instances of Garnet (30, 4, 2, 0.1, 8, 3). 
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(a) 

 

 

 

(b1) 

 

 

 

(b2) 

 

Figure 3. Part (a) compares the average of the average-reward estimates over 

20 runs of 1 million iterations of Algorithms 1 and 3 of [7,8] and the proposed 

novel Algorithm (A2) on a single  instance I1  of Garnet (30, 4, 2, 0.1, 8, 3). 

Parts (b1) and (b2) (split for clarity) compare the average of the average-

reward estimates over 40 runs of 1 million iterations, of Algorithms 1 and 3 of 

[7, 8] and the proposed novel Algorithms (A1), (A2) and (A3), on a single  

instance I2  of Garnet (30,4,2,0.1,8,3). 

 

VII. CONCLUSIONS 

Under the framework of two-timescale actor-critic algo-

rithms with value-function approximation considered in [7, 8], 

we have derived a novel critic update in Algorithm (A1) and 

two novel actor updates in Algorithms (A2) and (A3). All these 

intend to minimize the variance of the average-reward gra-

dient estimator. The critic update in (A1) is based on the sto-

chastic gradient descent method. For reducing the variance of 

an estimator without the addition of any bias, we consider a 

novel baseline control variate structure. The actor update in 

(A2) uses the optimal baseline intended for variance minimi-

zation of the average-reward gradient estimator of Algorithm 

1 of [7, 8]. We derive an unbiased policy-gradient estimator 

based on the Policy-Gradient Theorem with Function Approx-

imation [3]. We apply the optimal baseline structure to this 

estimator to obtain the novel actor update in (A3). We find the 

optimal baseline derivation in [6] to be valid only for a one-

dimensional policy parameter vector. We obtain an alternative 

derivation for Algorithm 4 of [7, 8] based on our optimal 

baseline structure applied to variance minimization of the nat-

ural-gradient estimator used in Algorithm 2 of [7, 8]. 

Our computational results on randomly generated Garnet 

problems reveal that the proposed novel algorithms outper-

form the state of the art (algorithms of [7, 8]). 
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Abstract—The paper concentrates on the life-long education. The 
rapidly changing world is a challenge for both individuals and 
states as the performance of the work-force is one of the most 
important factors of any state’s long term success in both 
financial and social sectors. The paper proposes an e-education 
system that should be funded by the state and exposed to all 
citizens in order to constantly upgrade their skills. It is a state 
service targeted to individuals of different ages as an alternative 
to the massive education targeted exclusively to the young people. 
The paper also outlines the model of such system and suggests the 
way it can be built. 

Keywords-e-education;  boundary spanning; life-long learning; 

state services 

I.  INTRODUCTION 

The typical approaches to the educational system in many 
countries up to now was to organise in the best possible ways 
universities, colleges and other similar centres massively 
educating young people. Those centres of education are funded 
constantly building modern research and study facilities in 
order to produce highly skilled work-force which is so much 
required by the modern world [1]. 

This approach has been criticised a lot [2, 3]. So far 
universities were mostly looking into the past as served as 
accumulators of knowledge and were spreading this knowledge 
during decades without major updates of courses [3]. 
Fortunately educational centres role is changing at the moment, 
but is still not ideal. First of all, the university education is too 
far from technologies been applied in the private sector and is 
mostly concentrates on dealing with fundamental science and 
approaches [4]. Universities do argue that this is much more 
stable method of education as proper understanding of 
fundamental science (basics, techniques) will give to students a 
good base for acquiring whatever knowledge in the future [5]. 
Having agreed with it, we still like to highlight the sufficient 
gap between the knowledge obtained in universities and the 
knowledge students will need dealing with specific tasks at 
their future workplaces. The colleges approaches looks to be 
providing the required knowledge, but in the modern world this 
knowledge outdates very quickly and so this type of education 
has also certain disadvantages. Notice that all earlier mentioned 
approaches are based on the belief that it is enough to obtain 
skills once in the beginning of the life.  

Unfortunately, this approach to the massive education 
doesn’t work any longer in the modern, rapidly changing world 
very well. Constant technology, business processes, political 
and standards changes produce in fact different types of 
unemployment (for example the structural one), low 
productivity of workers etc as skills and knowledge become 
outdated very quickly affecting people capability to do their 
work effectively. This process affects all involved parties: 
business, individuals and the entire country as levels of salaries 
or unemployment define other important aspects of the society 
like the crime level, peoples believes into society and common, 
shared set of values that could start to include destructing 
elements like alcohol or drugs instead of “truth” etc. Moreover 
peoples low educational, salaries and employment level will 
result in increasing (and sometimes sufficiently) financing 
required by different social programs that should be executed 
to support certain percentage of people that were thrown out 
from the modern life. All those costs could overweight in total 
the investment that the state-wide e-educational system could 
ever demand in order to provide good enough service for 
people and help them to upgrade skills or obtain a new 
profession, to make then competitive once again on the market 
or increase their productivity. 

There is another approach suggesting the life-long 
education, but so far is has been seen either to be up to each 
individual or to complex and expensive to be supported by the 
state. Therefore each country government will rather fund 
universities for massive education of young people building 
research facilities etc than to invest into local re-education 
centres. Fortunately the time is changing and the importance of 
an electronic learning as an alternate solution to the traditional 
education has sufficiently increased recently with development 
of electronic channels and world globalization [6, 7]. There are 
millions of students already attending e-courses in developed 
countries and this number will increase when more countries 
will be involved.  

The paper does propose to join the need to re-educate the 
current workforce in order to ensure their high knowledge 
quality and the modern approaches to the electronic channels 
based education building up a state-wide educational system 
funded by the government and available for citizens of 
different ages. 
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II. STATE WIDE EDUCATIONAL SYSTEM 

A. Targets 

The re-education process organisation greatly depends on 
the type of knowledge to be obtained. There are a lot of areas 
that demands hands-on experience to be obtained in special 
centres with corresponding equipment. Obviously organisation 
and financing of such centres is very complex question and is 
beyond this article scope. Here we would like to discuss such 
subjects to be studied that do not demand expensive equipment 
to be used in order to obtain new skills or a new profession. 
Fortunately, the new era of IT centric technologies and robotic 
has decreased the need of brutal force employment and 
increased office type work where skills like languages, 
computer programming and computers use in different 
organisational processes are highly demanded. All this can be 
learned mostly using computer based virtual environment with 
very small or absence at all of hands-on practise. 

B. Auditorium 

Sometimes the process of re-education is compared to the 
process of education (from colleges to universities) and even 
more often those processes are unified. Such approach has both 
positive and negative sides. Unification of processes decreases 
costs and reusability enables using same courses (course 
materials) for very different environments and groups of 
people. At the same time we rarely have some kind average 
person presented widely. Commonly saying the average one is 
the person, who never existed at all and shows no more than 
the average temperature for a hospital. The educational process 
(based on all advantages of unification so far) should be much 
more selective been applied. It is possible to define that the 
virtual education environment should be built basing on the 
context sensitive systems approach were the general system is 
capable to adapt to the concrete environment and persons it 
communicates to.  

Considering the country wide educational system we need 
to notice that the system doesn’t deal with young students that 
see the education process rather like a process to pass thrown 
than a process to learn. They appreciate much more the final 
result rather than knowledge obtained during the study as see 
the diploma as a ticket to the happy and rich future. Unlike this 
category of education process participants, people that would 
like to re-educate do realise that the diploma gives much less 
than the real knowledge, which actually does ensure the future 
workplace and its stability. Besides re-educating students are 
mostly persons of the middle age, which are much less oriented 
on cheating.  

Therefore the process of study, practises and examination 
should be built basing on completely other principles than in 
„normal” university courses oriented on young students. Ideally 
it should be dependent on the person accessing the subject in 
case the same course can be taken by both re-educators and by 
university students (in case it is, for example, included into a 
graduation program). 

C. Reasons 

Obviously, the state-wide educational system can be built 
basing on completely different approaches, for example by: 

1. involving older people into the course in universities 
using “open university” system; 

2. building courses for unemployed; 

3. organising centres of re-education where subjects are 
given like in university, but purely for older people considering 
their ability to learn; 

… and many others. 

The paper would like to propose an idea of organising a 
virtual educational environment accessible for any citizen of 
the state. This idea has a set of advantages discussed below. 

First of all the ideal educational process should gradually 
upgrade skills and knowledge of employers and be proactive 
rather than reactive. It should not be oriented just on 
unemployed persons, as this status should be seen as extreme 
and avoided in all possible ways – including providing a 
possibility to learn for those who still work, but already fill 
some lack of knowledge. The citizen should have a possibility 
to obtain new knowledge (new profession) before s/he will be 
thrown away by the current employer, not exclusively after this 
will happen. 

Obviously different persons has very different abilities to 
study and this ability doesn’t necessary evolve with the age. 
Vice versa, for many people their ability to learn will decrease 
the older they become. Therefore it is very difficult to propose 
to put such different people into the same class. Consider also 
extremely different backgrounds, systems of values etc for 
young and older people and you will see that combining 
different age people in the same class is not a good idea 
especially in the massive study process, which is practised in 
colleges and universities.  

Reconsider also the fact that different people have different 
abilities to learn, so slow learners will slow down the education 
process in respect of quick learners. All this demonstrates that 
we need an environment, which can be adaptable to the 
concrete persons needs. Those needs include ability to learn 
generally and a level of understanding of one or another topic 
(i.e. if one person basing on his/her background could find a 
certain topic to be obvious and easy to learn, then another could 
struggle during quite sufficient time before it will become 
clear) and many other person dependent parameters. An ideal 
system for such different students will be the virtual education 
environment capable to obtain context information and serve 
knowledge quick enough to move forward and slow enough to 
keep a person understand the topic. 

Secondly the country wide system should be oriented on 
employers to constantly upgrade their knowledge, which means 
that they rarely have time to visit lectures during 8 hours per 
day. This also includes a possible inability to attend lectures 
during a certain time that suits the lecturer and so makes 
extremely hard to organise in the face-to-face communication 
(i.e. read in the off-line mode). The only exception again is the 
virtual environment when the course (or any part of it) can be 
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taken when the person has enough time after work, social or 
family duties. It is quite possible that s/he can spend just 15 
minutes per day or several hours per week so all other ways to 
organise the education process will fail and e-education will be 
the only still able to support it. 

Finally we should consider the main goal of the process. 
The system should be state wide and accessible for all citizens, 
which means that there could be millions of attendees. It is 
hardly possible to collect of them in any special places even 
after clustering them into towns and groups and is rather easy 
to be organized basing on virtual environment. It doesn’t mean 
that it is very easy as we need to ensure telecommunication 
channels etc, but will be much more feasible than other 
methods. 

Consider also the fact that it is much easier to build a course 
once for millions rather than replicate it in each schools risking 
to loose in quality. Notice that individual courses are greatly 
dependent on the teacher knowledge and skills and so will not 
be equal among different areas or groups of people. Here we 
arrive to another strength side of the e-education environment. 
It is hardly possible to ask an outstanding professional to host a 
lecture for a very broad auditorium, to host a set of those – due 
a restricted ability to travel and attend meeting of both speaker 
(primary) and students (secondary). Here the primary element 
is the main restriction, but the secondary one is much more 
massive (predictable 30-40% of attendees will not be able to 
visit the meeting especially if those happens periodically) and 
so much more important to the government, which tries in our 
case increase the level of knowledge of millions citizens and 
affect the economy in such a way. 

D. Components 

The first interface that gets most attention is the consumer 
interface – in our case interface for the citizen / student 
designed for learning process. Obviously it should contain a 
log-in service provided by a security server and the integrated 
standard environment via which a course is selected. The 
integrated environment is a portal to start, continue and 
complete different courses, find marks etc. That portal is based 
on several underlying layers like course-warehouse, adaptation 
system, context layer and personal scorecards and performance 
meters. 

As our e-educational system is not designed just for 
students, but has much broader, state wide meaning, it should 
also contain the organizations interface. This should provide a 
possibility for organizations to affect the system in order to 
adopt it to the current business needs using, for example, the 
following components:  

1. Statistical information on taken course, acquired marks 
and so forth – this part is designed to show how much 
potential work-force is available for the business in a 
certain technology area and could be consumed making 
a decision to migrate /start to employ) one or another 
technological platform, building business in certain 
area and so forth; 

2. A possibility to provide advertising information 
targeted to people taken certain courses. This will 

allow to student see what courses could potentially 
provide them a new work-place and for companies to 
find more employees. 

3. A person-business communication portal via which a 
certain person could give access to his/her result by 
courses to a company. It can be used in order an 
organisation would like to verify first of all knowledge 
or different candidates for an open position either as a 
preliminary check or in absence of professional in a 
certain area able to make correct candidates selection. 

4. A course creator-business communication portal, via 
which a company could order creating a certain 
courses to grow up potential workers or demand to 
include into existing course some parts crucial for the 
current state of the art in this area (technology, 
business etc)  

Finally the system requires a course creators interface 
exposing standards and templates and including forms allowing 
to upload courses and provide other necessary information that 
the e-education environment could allow to define in order to 
adopt the general student interface to this particular, specific 
course. Notice that so far we aim to describe the system where 
exams are either never done or automated, so the system will 
not require a constant involvement of professionals to provide 
online lectures via web-cams or revise exam answers in order 
to decrease the overall running cost of it. At the same time it 
doesn’t mean that such element should not be ever added – it 
just should be carefully considered and planned before 
including it into the standard package offered to students. 

More details on the model and interconnection between 
those components are provided in the next chapter called 
“Model”. 

E. Responsibility 

It is a common mistake to assume that the only 
responsibility the organization creating such portal has is a 
responsibility to make it work and to ensure it correct and 
constant service. This task is very important but not the most 
crucial as a temporary system unavailability will not be as 
harmful as a lost of private data that the system collects during 
its work. 

The most obvious type of private information is the set of 
marks obtained during taking courses if the corresponding 
functionality exists in the educational system. The next one is 
the log-in system data, which the system consumes and so 
could incorrectly expose or illegally collect. Thereafter the list 
of courses that a person has taken should be also included into 
the sensitive information list. Finally modern educational 
systems contains a lot of artificial intelligence like context-
aware logic that does collect a lot of information about the 
person and produce even more analysing both his/her 
behaviour and other and so arriving to some conclusions – all 
such patters, clusters and knowledge should be considered as 
extremely sensitive and therefore highly confidential 
information 

Summarizing all previously said system owners / holders 
have a clear responsibility to protect privacy data and carefully 
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use within the system to ensure that those will neither be stolen 
nor made available to any other third party.  

F. Conditions disabling implementing the proposed kind of 

system 

Finally we will recollect cases when the proposed ideas of 
massive and constant re-education of country citizens based on 
virtual education environment cannot be applied 

1. First of all it cannot be applied for a variety of 
subjects requiring hands-on skills to be obtained in special 
centers equipped by correspondent mechanisms or having 
certain conditions. Consider for example heavy industry, 
builders requiring an area to practice building walls, painting 
etc. 

2. Secondary the system requires a sophisticated 
development of telecommunication channels and so certain 
involvement of ordinal people into electronic data interchange, 
having web and computer skills. Similarly government should 
have enough professionals to be involved into organizing the 
process, maintaining hardware and software, preparing courses 
etc. 

3. Government should reach a certain sophistication 
level to understand the advantage of the state wide education 
process, which is not direct (money paid for the course) and 
will arrive via increase in economy and taxes. The weak or 
poor country rarely can afford executing such sophisticated 
programs. 

III. MODEL 

A. Hosting environment and security 

Consider one particular country - Estonia as an example in 
order to set a starting condition the state educational system can 
evolve from. Estonia has a central informational system 
developed by the government via which different services are 
exposed to citizens. Mostly those services allow receiving 
information on the citizen from different state institutions like 
tax office, medical insurance register and state hospitals, 
national motor vehicles’ register and so forth. Recently the list 
of services started to expand and include now possibility to 
post documents that are electronically signed and so are 
mandatory for all state departments to accept and process. The 
information system has a single entry point, but the 
authentication methods vary. Several years ago the typical 
method to identify was using a bank log-in system, that 
uniquely identify the person and so can be used to obtain the 
person identification number as well and consequently log into 
the state system. Lately the system started to change as the 
government decided to promote citizens’ identification cards, 
that contains passwords (pin codes) and so are mostly used 
nowadays for both the state information system and for banks 
as is the best way to identify yourself – if another person 
passwords using sometimes can be seen as an act to be 
punished in administrative way then using stolen id-cards is a 
crime by the law as those are equal to passports. 

This system can serve as a starting point as allow 
identifying a citizen (student) and provide a set of services, one 
of which can be the educational one. 

B. Student’s interface 

The most noticeable part of the system is the end-user 
(student – citizen) interface 

Figure 1.  Students interface 

Consider the figure 1. Here the customer (student / citizen 
in our case) communicates to the system via the wire like 
Internet using a desktop or mobile. The system gets the request 
and the calls broker identifies it and checks whether the session 
was already open or the persons should be identified. In the last 
case the call is rerouted to the security server, which is denoted 
on the figure by the italic in order to highlight the fact that the 
identification system could actually locate outside the e-
environment scope, so it just consume some other system’s 
identification process. The security server can use also 
biometrical data [8, 9] for participants’ identification [10] or 
even a constant check of the data flow based on biometrical 
patterns [10]. After the log in process the call is routed to the 
main HTML UI Engine of the system that constructs the 
student portal’s user interface basing on his/her privileges, 
earlier interactions and available courses. Here the html 
interface is used as a standard way to provide web pages, 
although it can be implemented using whatever software 
development language including Java, Flash, Active server 
pages and so forth. The UI engine relies on several subparts: 

1. Courses warehouse: a store of all courses added into 
the system including all kind special elements of each 
course like presentations files, structure logic, 
animation or video files and other parameters defining 
the feel and look interface within predefined standards 
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– parameters making the course typical (standards) and 
different (course custom settings) from others. 

2. Results and other personal information: this part 
contains current and historical results and progress per 
taken courses including acquired certificates and 
communication to other parties (students, organisation 
etc) 

3. Communication server: this kind of server provides 
communication services like forums and chats 
including communication between students or 
communication to organisations, so advertisement. As 
earlier was described via this service the student could 
publish own certification and courses information to 
chosen companies and vice versa. 

4. Artificial intelligence engine (AI engine): this part of 
the system add intelligence into the environment able 
to propose course to be taken, vary speed of 
explanations or modifying the course by skipping 
beginners parts if needed, adding extra references on 
other courses and so forth. Usually this system is 
empowered by the context engine allowing producing a 
better description of each student rather than its 
identification number does and so enables more 
flexible intelligence than usually. The context-aware 
systems are evolving at the moment very quickly and 
are very popular among information systems creators. 

C. Busniess community interface – external data consumers 

Here a business community interface is presented as they 
will be very much interested in results of the education process 
as the paper described earlier. 

 

Figure 2.  Business community interface 

Here the interface is built using the same core as for the 
previous one, but user interface engine for this group of users 
generates completely another interface as their privileges, 
interests and goals are sufficiently different from the students 
group. The business community portal presents general 
information on available courses, statistical information and 
has a sub-interface to communicate with other groups of users. 

First of all, the portal offers a service to collect statistical 
information of e-education students by adding into the system a 
dedicated statistic engine. This analytical engine is able to 
traverse all marks obtained by students, courses they started or 
completed and could provide quite interesting information into 
addition to the current market one, which can indicate the 
future trends and allows planning business processes focused 
on the work-force with a better predictability rate. 

The interface contains also a communication services 
allowing posting advertisements targeted to students and 
requests to courses creators and system holders. The 
communication process is bi-directed and creates the 
collaborative environment allows improving both courses and 
students understanding of what others (that the current 
employer) business organisations could demand in order to 
secure his/her future by expanding knowledge in the most 
demanding areas. 

D. Courses’ authors interface 

The last interface to be described in this paper is courses 
creators one. This interface is very similar to earlier described 
although is not identical.  

 

Figure 3.  Courses’ authors interface 

First of all authors the only group of persons able to define 
and upload courses and other materials into the correspondent 
warehouse. Besides the do consume special information 
defining how those courses should be created basing on 
templates, standards and other guidelines published by the e-
education system owner. Those materials are designed to 
standardise courses and make look and fill of those similar in 
order to increase students’ ability to consume those: owns 
taught interface or way to learn can be used for any course of 
the system. 

IV. CONCLUSION 

The e-educational system described in the paper is the 
crucial components of ensuring the stability and financial 
health of any state. The workers productivity was always one 
of the major factors defining the success of the state industry 
and innovation and therefore requires a close attention and 
funding. The new era is even more challenging for both 
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citizens and government as rapid changes makes them ensure 
in the future and the proposed e-education system is a simple, 
efficient and not expensive way to upgrade skills. At the same 
time it does require certain sophistication of the state, citizens 
web knowledge and telecommunication channels and therefore 
can be recommended to be executed first of all either in highly 
developed countries or states’ unions, like for example 
European Union, that both acquired the required level and have 
state institutions able to fund this program. 
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Abstract-The paper describes a context-aware security system 
for identifying users mostly during the exam phase in the e-
Learning environment. The system employs soft biometric 
characteristics of the individual and environments parameters in 
order to capture patterns and later applies those on reactive base 
identifying the person participating in the exam including 
external help that could be offered to him illegally from the 
teacher point of view. The paper discusses how the system can be 
built and what methods should be implemented within the system 
prior to the examination in order to increase reliability of the 
system. 

I. INTRODUCTION 

Importance of an electronic learning as an alternate solution 
to the traditional education has sufficiently increased recently 
with development of electronic channels and world 
globalization [1, 2]. There are millions of students attending  
e-courses in developed countries and this number is constantly 
growing. Financial crisis, evolution of technology also demand 
a constant update of skills for nearly every member of modern 
society on the constant base, which also adds a lot of additional 
students and moves the e-learning process out of young-people 
oriented scope.  

The main problem that arises in the e-learning, especially in 
the examination process is students’ identification [1]. There 
are several methods that can be applied to solve this problem 
including certified centers and “hard” biometrical methods as 
requirements to attend the examination using web-cams. At the 
same time those approaches mostly do require using some 
special hardware, which is sometimes either unavailable to 
students or they are not technically skilled enough to install 
and use those, so in result they tend to afraid that. 
Summarizing all previously said, the current students’ 
identification methods sometimes prevent people from using e-
courses [3]. Therefore it is important to develop such security 
identification subsystem, which will be transparent for the end-
users of e-courses, but will be good enough to identify users 
and warn teachers in case of any suspicious activity. The 
system should be flexible enough to adapt to very different 
environments users can be consuming the e-portal from.  

II. E-LEARNING ENVIRONMENT – THE PROBLEM STATEMENT 

The problem statement for identifying students and using the 
online e-learning environment greatly depends on the 

auditorium to which e-course is targeted. In other words, 
before applying one or another security system you should 
consider “Who and why”: who is studying and why - what are 
their goals during the study process. The main problem we are 
going to research in this paper is a security risk that the person 
doing the exam is not the one who gets the final mark.  
 

III. BIOMETRICAL MARKERS 

Biometric is a relatively novel approach to the computer 
security that uses either physical or behavioral person 
characteristics to identify that person. The major idea is to 
learn computers to identify persons as people do it in the 
everyday life. The most well-known system of identification is 
finger prints. In fact, it was used much longer than electronic 
computers do exist at all. Nowadays, there are much more 
types of different security approaches for computers relying on 
biometrical methods. Consider for example face recognition, 
eyes’ patterns, signature or voice recognition [4, 5]. 
Unfortunately most biometric approaches require special 
hardware systems and therefore are not good enough to be used 
in e-learning as rarely students have such devices or are ready 
to buy those. 

The biometrical security system is relatively easy to 
implement and use. It is possible to vary the factors to be 
measured and users will be verified by. The system can start 
from some basic measures and could evolve by implementing 
more and more features. The general approach to storing, 
capturing and using data is very similar to other computer 
based recognition systems. Typically there are three basic 
elements as it is demonstrated on Figure 1. The first part is 
training block responsible for registering users in the system by 
producing patterns for each user during users’ communication 
with the system. The sensor produces raw data and an analyzer 
generates patterns, which are:  

1. Bounded to a particular measure, like time intervals; 
2. Pre-processed and stored in a compact way ready for 

later use. 
The registered patterns are saved into a patterns database, 

which is the second part of the system. After that, when user 
logs into the system and uses it, the third element of the system 
activates. During the matching step, a user pattern is once 
again captured via the same sensors and compared to the saved 
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one. If those are different then the system issues an alert to the 
environment administrator on this user. The similarity level of 
the compared patterns is normally tuned by setting a critical 
level, lower which patterns are called different. The system 
should adjust patterns constantly in case individual’s behavior 
is changing as s/he become more familiar with computers etc. 

 
Figure 1.  Adjustable biometrical identification systems architecture [3] 

One of the simplest and so the best method to be used in 
such biometric security system is keystroke patterns, where the 
system monitors first of all the keystroke typing dynamic. It is 
well-known among telegraph operators that writing/typing 
dynamics are assumed to be unique to a large degree among 
different people [6]. Actually the keystroke typing dynamic 
can be measured by the following sub/characteristics [2, 6]: 

1. Duration of the keystroke, hold time; 
2. Latency between consecutive keystrokes; 
3. Overall typing speed; 
4. Habits by using additional keys on the keyboard like 

typing numbers via number pad part; 
5. Frequency errors and backspace vs. delete key using; 

and some others 
The keystroke recognition systems research is started in 80s 

[7] and includes a set of specific recognition methods like [2]: 
1. Statistical methods [7, 8, 9]; 
2. Artificial intelligence methods / machine learning and 

data mining, including but not restricted by neural 
networks, graphs and Euclidean distance metrics, 
decision trees etc [10, 11]; 

3. Generic algorithms [12] and fuzzy classification 
methods [13]. 

 

IV. CONTEXT-AWARE SYSTEMS 

A context aware software development principal defines the 
computer reaction can be organized using more than just direct 
data input. It could and probably should consider 
circumstances under which the input is defined, sense the 
environment in which the request is formulated and so forth. In 

the result the system response will be different for the same 
request depending on those extra (request context) parameters. 

Some authors [14, 15] say that this behavior can be 
described by the system ability to adapt to specific contexts 
under which the system operates or reacts on the request and 
ability to collect and recognize the context information. 

Consider for example web applications, which do normally 
react on the request, but could collect and modify behavior 
depending on the following extra parameters: 

1. Previous requests that are not considered as direct 
input to the current one. For example so far 
collected preferences of a user without asking him 
to define those directly like previously made 
searches in case of search engines etc. 

2. Internet browser type. A request made using IE 
browser should be responded differently in compare 
to Firefox as those browsers standards (JavaScript, 
HTML) etc are different so the response will be 
rendered differently; 

3. Accessing device – obviously the page should look 
different in case the user accesses the page using 
mobile version of the device due space, keyboard 
etc restrictions; 

4. Vary the response depending on geo location of the 
requester (country, time-zone, language); 

5. Connection speed – in order to provide either a short 
and restricted answer or expanded and large one; 

… and so forth. 
 
The context-aware approach is used to increase relevancy of 

the response (service) provided by the system and target to 
bridge the gap between formal and [16] human-human type 
interaction. Generally context-aware application contain 3 
types of sub-activity elements: they should detect context, 
interpret it and react on it, although the first activity is 
sometimes delegated to other systems (alternatively it can be 
said that the system relies on other one to collect context and 
provide it and so depends on the front-system in terms of how 
well it can adapt as the smaller context is the less flexibility the 
system could provide). 

 

V. A CONTEXT-AWARE SECURITY SYSTEM FOR E-LEARNING 
BASED ON BIOMETRICS 

Here, a system combining both biometric measures used for 
identification of users and context-aware principals will be 
described. This part of the work is the next step in our research 
of applying “soft” biometric characteristics in the identification 
process [3], where “soft” means such characteristics 
recognition, which doesn’t demand any special hardware to be 
used – we use only a standard set. For example the keystroke 
one can be obtained using PC with a keyboard and embedding 
client-side software into the portal pages, via which the user 
interacts with the system. This chapter proposes how soft 
biometric measures centric system can be converted into a 
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security (identification) subsystem by using context-aware 
software development principals. Besides the security system 
is sensitive to the amount of information on biometrical 
characteristics flowing through the system and is the more 
precise the more data is collected. Therefore some extra steps 
should be implemented applying the system prior to the exam 
phase to increase the reliability of this sub-system. 

First of all patterns should be recorded and verified prior to 
using, i.e. identifying students. Depending on the environment, 
purposes and teacher/student relations the process of collecting 
biomedical information can be either hidden or visible to 
students. Normally data would be recorded during the study 
period and the method (markers etc) greatly depends on how 
the exam will be organized and so the plan should be compiled 
before implementing such security subsystem [3]. 

Thereafter we do propose that at least several biometrical 
measures are used and at least the keystroke dynamic, used 
keys and used words should be implemented to make the 
system acceptably reliable. It is well-known nowadays that 
person’s vocabulary greatly depends in his background, skills, 
intelligence and family s/he comes from. Therefore it is 
possible to distinguish persons basing on typical words and 
phrases s/he is using and nowadays it is a method that was 
quite successfully applied to analyses different authors’ texts 
(novels) to identify authors of some unsigned texts. 

Next, we recollect different exam scenarios to see how the 
proposed system will work and what elements are designed to 
prevent incorrect (illegal from teacher point of view) way of 
passing exams. 

It is possible to distinguish two types of exams from the 
students’ point of view. The first one is “doing exams in the 
class room equipped with computers” and the second one is 
“participating in exams from home”. In both cases e-learning 
portal pages responsible for examination process should 
contain certain software elements to constantly monitor the 
user input via answer s/he is giving to the system on exam 
questions. There is a huge difference between bio-measures 
generated by a person writing an answer by him- or herself 
versus any version of using somebody’s help. The last case can 
vary, but still can be easily recognized in most cases.  

First of all an answer can be obtained from somewhere else 
(e-book, others posts or even from a chat having somebody 
online helping you). The most often pattern here will be a 
copy-paste scenario where the answer is not typed in, but is 
copied into the answer box instead. Obviously it can be easily 
recognized and an alert issued.  

The second case, when the person is using a help from 
another person physically presented in the same room, via the 
mobile etc. Here two potential patterns mismatching could 
occur. First of all a words using pattern will be broken, as the 
person is not using his/her own expressions, words and so the 
distribution of words will be considerable different. Secondly 
the rhythm will also be different. Although the second person 
also do have pauses to think, still s/he will dictate faster than 
the person will write having already formulated the answer 

fully – earlier than the writing one will be able to fill the 
answer text box. Therefore the rhythm will sufficiently differ 
from the one that writes own text including the use of 
backspaces (delete button). 

If the exam demands code writing or formulating an answer 
in any special symbolic language then the pattern detecting 
part should consider this as an extra context on the flow. 
Obviously the pattern will sufficiently differ here from a free 
text writing (like writing an essay) and is greatly depend on the 
nature of this symbolic language: on both syntax and semantic. 
Although it sufficiently narrows the number of used lexical 
constructions, it also sufficiently improves recognition of 
beginners as the skill of high speed writing correct 
constructions, number of post writing corrections (forced by 
the syntax parser) etc will indicate the individual’s level of 
knowledge. Unfortunately it will also slightly vary depending 
on personal attitude to writing the code: some prefer to write 
quickly producing a raw code and thereafter will fix errors. 
Others would like to think everything through and only then 
start writing the code producing more or less clean result. 
Therefore there is a need to implement some extra activities to 
both increase reliability of patterns and use such differences in 
the attitude. Some small exercises should be designed and 
offered to students during the learning period. It will allow 
both measuring the attitude of each one and measuring the skill 
evolution trend. Obviously if either the attitude will change or 
student progress level differs dramatically from what s/he had 
during the last exercise then an alert is raised. 

The well-known problem of applying biometric measures is 
a sufficient variation of those in different environments, like 
home, train etc, from which s/he connects to the e-learning 
portal. In systems proposed so far those environments were 
equivalent, in other words this factor was completely ignored. 
We do propose applying the context-aware system principles 
and will try to recognize different environments and so write 
different patterns for each. It can be done by reacting on 
different external systems parameters posted together with the 
request or by analyzing patterns: the current and stored in the 
database. If patterns differ sufficiently during the capturing 
then we deal with different environments. In order to avoid 
cases when different persons recognized by the system as one 
with different patterns we need to monitor frequency of using 
one or another pattern, as occasionally used patterns can be 
ignored matching during the exam and so issuing alerts. 
Anyway the patters based analysis should be secondary and 
external system parameters should be primary. It is possible to 
recognize: 

• Device type; 
• Browser type 
• Drivers (and so identify the keyboard) 
• Connection speed 
Clustering by those parameters will allow identifying most 

environments like a PC at home versus a PDA on the way to 
university (work) in a train: obviously those are different 
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devices, different connection speeds and different browser 
types. 

It is important to see additional characteristics beyond the 
technical environment identifying the context. The history of 
system-user communication is also a part of extra information 
that can be used to increase intelligence of the system and so 
adaptation. This method requires clustering students and 
keeping a database of answers, progress etc. for each student. 
For example, the approach asks to use intermediate knowledge 
checks during which his/her correct answers are saved. After 
that some of those questions are presented during the main 
exam and if the student doesn’t know the correct answer any 
longer then an alert should be issued. It is possible to check the 
vocabulary of the answer as well and see how the student has 
formulated answers of the well-known (for him/her so far) 
questions [3]. 

 

VI. RESPONSIBILITY 

The collected patterns should never be exposed to the 
external systems. It is a part of private and so sensible 
information and the company responsible for the system has a 
full responsibility of keeping this highly secret.  

In order to fulfill this requirement the central patterns 
security sub-system should expose a functionality that can be 
embedded into the html page and so will download client side 
scripting for capturing patterns. Notice that the system could 
also collect extended context information about the current 
session like the browser agent used (in order to distinguish 
between „full” browser and the mobile one, IP address 
assuming than difference in IP addresses could mean another 
keyboard, another (more or less noisy) environment and so 
forth) here instead of relying on any other subsystem. 

In addition, this central approach will also guarantee that the 
pattern stored within the system will be constantly updated 
accumulating the old one and the new, recently captured.  

 

VII. CONCLUDING REMARKS 

It will be incorrect to rely only on the proposed approach 
building a security system for identification of students during 
an examination phase of e-learning. The soft biometric 
measures and earlier mentioned approaches to increase their 
reliability do not guarantee a full identification of students by 
themselves, but those do provide enough information to apply 
extra methods for students’ identification in case a biometrical 
system alert is issued. For example the exam can be divided 
into two parts. The first one is an online, long and complex 
exam. The second one is a very short face-to-face check to 
compare the long exam answers with the person knowledge to 
verify the exam end results. The face-to-face exam can either 
happen only if an alert was issued or should be done using 
more questions versus very few questions one if no alerts were 
produced for this particular student.  

The security subsystem described so far should not be 
implemented mechanically. For example it does not include a 
protection subsystem against students that are using course 
materials when they are not supposed to do that. At the same 
time it is always possible to organize questions so, that they 
will not require direct citations, but instead will require 
knowledge acquired during the course in order to formulate 
correct answers. 

VIII. CONCLUSION 

A student identification process is a key question for 
modeling, implementing and executing any e-learning 
environment. An incorrectly implemented security module can 
either fail identifying persons allowing obtaining certificates 
for wrong individuals or sufficiently decrease the e-learning 
system accessibility and audience. The paper proposes an 
identification sub-system employing individual characteristics 
of a person (biometric) and a context-aware software 
development methodology. The system records patterns using 
several biometric measures. Those patterns are used later 
during the examination phase recognizing the difference 
between past and current pattern and issuing a security alert if 
the different is over predefined acceptance level. A context is 
an essential part of the system. Considering the context the 
system can capture several patterns in order to distinguish 
between different environments a user acts in and history so 
skills’ evolution trends can also be applied verifying the 
person. The paper does propose in addition several extra 
activities, which are required to implement a biometric 
context-aware system correctly as the identification process 
greatly depends on quality of patterns captured before exams, 
i.e. during the entire study process. 
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Abstract- E-learning applications are becoming ubiquitous in the 
classroom. However, they are more commonly implemented 
within the context of flat, 2D content presentation and testing.  In 
some cases an immersive, 3D learning environment may be more 
compelling, yet implementation of these systems is often costly 
and resource-intensive, requiring high-cost development tools 
and hard to find skill sets. This paper describes a low-cost 
innovative development and implementation of a successful LAN-
based HIV, STD, pregnancy prevention middle school 
curriculum that featured a 3D gaming interface, 2D tailored 
activities, and video components. The resulting 3D virtual world 
containing embedded, pre-existing, 2D activities and video at 
activity stations met criteria for functionality and usability while 
meeting educational objectives and cost constraints. 
 
 

I.     INTRODUCTION 
 
 

    While E-learning applications are ubiquitous in the 
classroom, they are more commonly implemented within the 
context of flat, 2D content presentation and testing.  In some 
cases an immersive, 3D learning environment may be more 
compelling, yet implementation of these systems is often 
costly and resource-intensive. 
    A successful comprehensive HIV, STD, pregnancy 
prevention curriculum for middle school students [1, 2] has 
been adapted as an abstinence-only curriculum [3]. These 
curricula provide a unique approach to the application of 
technology in the classroom by integrating group-based and 
computer-based lessons.   
    The purpose of this development effort was to meet the 
educational objectives of broader CDC-funded HIV, STD, 
pregnancy prevention studies, while addressing the 
requirements for creating a cost-effective development 
process.  An approach consisting of embedded, pre-existing, 
2D Adobe Flash™-based [4] activities and video at activity 
stations within a 3D virtual world met both educational 
objectives and cost constraints.  Low-cost development tools, 
including the game engine, 3D modeling and raster graphics 
tools were used to develop and deploy the e-learning system to 
the classroom. 
 
 

II.    METHODS 
 

The approach taken to establish virtual world development 
workflow was subject to selection of a 3D game engine and 
3D modeling software on specification criteria of function, 
extensibility, and cost.  Common commercial components 
were used wherever possible to implement capabilities such as 
network connectivity and data storage, in order to keep 
development costs within constraints. 
 
A.   3D Game Engine 
    Game development software selection was driven in large 
part by the need for flexibility and extensibility, as study 
requirements could radically change on a week-by-week basis.  
A 3D game engine with plug-in capable architecture and a C-
type DLL interface were vital to allow the quick development 
or purchase of components providing functionality to meet 
study requirements.   
    Minimum engine graphics requirements for target 
computers were also of concern.  Whereas study requirements 
provided the advantage of fixed hardware specifications, 
computer selection was still constrained by cost, and target 
machines’ graphics processor memory was limited to 128 MB.  
Strong consideration was given to game development systems 
with integrated world and script editors, in order to provide an 
efficient workflow during system development. Whereas fully 
integrated development environments are rarely found in low-
cost game development packages, a system with an integrated 
world editor was considered a minimum requirement.  Conitec 
3D Game Studio Pro™ [5] met study functionality and cost 
requirements. 
 
B.     3D modeling 
    Requirements specifying low-complexity models for the 
virtual world allowed for the selection of lower cost 3D 
modeling applications and utilities.  Complexity of models in 
the virtual world was low, with an average of 1500 to 2000 
polygons per model, generally limited to buildings and props 
representing an outdoor shopping concourse with terrain and 
sky. The architectural 3D modeling tool SketchUp™ [6] was 
used to create buildings and many of the props within the 
virtual world.  Model files created with SketchUp were 
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exported to the commonly used 3D Studio Max™ format, 
which allowed the use of low-cost utilities to perform any 
needed operations on the models’ polygonal mesh.  Other low-
polygon props such as signs and 3D text were more easily 
created with the shareware modeling tool MilkShape 3D™ 
[7].  As the targeted mid-level graphics processor required a 
minimalist approach to 3D model polygonal detail, every 
effort was made to create models with the lowest possible 
polygon count while maintaining visual integrity.  Software 
such as Deep Exploration Standard™ [8] was used to reduce 
the polygonal count and to manipulate polygon normals of 
each model.  As SketchUp was designed primarily to create 
architectural models that support ‘walk through’ capabilities, 
model meshes created with the software contain two faces per 
polygon.  To further reduce runtime graphics processor load, it 
was often necessary to remove one face from the mesh of 
models not facing students during play.  Only simple materials 
were used for each mesh; the use of shaders was avoided.  
When the architecture of each model was complete, the 
shareware utility Ultimate Unwrap 3D™ [9] was employed to 
map UV coordinates to its polygonal mesh in preparation for 
assigning textures or “skinning” the model.  Textures for each 
model were created as bitmaps within Adobe Photoshop™ 
[10].  As many building and prop models required transparent 
components to simulate glass in windows and doors, the 32-bit 
Targa™ format was used for model texture bitmaps.  The 
Targa format provides 24 bits per pixel to store image data, 
with an 8-bit alpha channel reserved to create the appearance 
of partial transparency within an image.  
 
C.    Virtual world creation 
    Using the world editor in 3D Game Studio, a terrain mesh 
was first created, skinned with a bitmap and positioned at the 
origin in the workspace.  Locations of activity stations to be 
represented by buildings or outdoor props were laid out with 
cubic primitives provided within the editor.  Hollow cubic 
geometry representing sky was then created using a 6-sided 
graphic of a nighttime sky and positioned over the terrain, 
again using world editor utilities. Using the world editor, light 
sources were then strategically positioned above the terrain 
and near proposed building locations to simulate an outdoor 
nighttime experience.  Ambient sound sources were similarly 
positioned.  In order to address limitations on the target 
graphics processor, lighting within the virtual world was 
calculated at compile time and remained static.  Unlike many 
virtual worlds, player movement was constrained to a 
relatively limited area in order to maintain students’ focus on 
task while maintaining the context of playing a game.  To 
achieve this, invisible architecture was placed within the 
virtual world to set boundaries to players’ movement.  To 
eliminate the complexity involved with creating and animating 
player avatars, a first-person camera view was used for each 
student.  Once the starting position of the default camera view 
was established, placeholders for architecture within the world 
were replaced with 3D models. 
 
 

D.    Database connectivity 

    Data storage and retrieval capabilities were required for 
runtime configuration of the virtual world, and for tracking 
student interaction at runtime.  The study required frequent 
educational content changes due to changing student grade-
level targets and different intervention approaches. Often, 
content changes were required in the field, post deployment.  
To address these requirements, the system used data stored in 
a Microsoft Access™ database to determine the curriculum 
content to play at each activity station, as well as to store 
students’ quiz responses and time on task for each activity.  A 
freeware data access library written by members of the 3D 
Game Studio community was used to implement access to the 
database.  Source code written in the game engine’s scripting 
language called data access related functions via the library’s 
DLL interface, employing Structured Query Language 
statements to read and write data.   
 
E.    Networking 
    In a typical classroom, students would concurrently 
participate in single-user instances of the virtual world.  Some 
activities would require students to post responses to short-
answer activity questions, which could be viewed by the study 
facilitator, using a simple reader application installed on the 
facilitator’s computer.  After students completed a virtual 
world session, study facilitators would engage students in a 
discussion focusing on their responses entered from within the 
virtual world.  In order to implement this functionality without 
the development of additional software to implement instant-
message client functionality, the system employed remote 
database connections over a Windows network.  The virtual 
world was installed in a Windows XP™ environment on each 
student’s computer, while the study facilitator’s computer 
needed Windows Server 2000™ to handle the connection 
load.  Each XP client connected at startup to a shared directory 
on the facilitator’s server, where students’ responses were 
saved to an Access database during virtual world sessions.  As 
students entered responses to discussion-related activities, the 
responses were copied anonymously to the remote database, 
and were displayed to the facilitator via the simple reader 
application. 
 
F.    2D content integration 

    The study e-learning activity content was developed by a 3rd 
party commercial firm in 2D Flash format.  Windows Video 
content was also used in the curriculum.  The study curriculum 
required this content to be made available at activity stations 
during sessions within the virtual world.  Whereas the 3D 
Game Studio game engine provides methods to render video 
on textures within a virtual environment, results using these 
methods were unsatisfactory in terms of video quality.  The 
system was therefore designed to execute interactive Flash 
activities and video segments as separate processes.  All 
Flash-based activities were first converted to self-playing, 
executable projectors.  During a virtual world session, 
whenever students came within the proximity of the location 
of an enabled activity, collision detection scripts would 
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retrieve data referencing the appropriate file containing an 
activity or video, and would spawn a separate process to play 
the activity. 
   This translated to the following lesson functionality. During 
a session, as a student moved close to a glowing prop 
representing an activity station, the 2D Flash activity or video 
would begin.  Each activity’s window was sized to cover that 
of the virtual world, movement within the world was 
temporarily suspended, and mouse control would pass to the 
activity window for the duration of the activity.  A segue at the 
conclusion of each 2D activity presented verbal direction to 
the next activity.  After all activities were completed, students 
were allowed to freely explore the world, including an 
“Arcade” where previously completed activities could be 
replayed. 
 
G.    Beta testing 
    A single group usability study was conducted in facilities at 
the University of Texas, Houston Health Science Center with 
a convenience sample (n=19) of Houston middle school 
students representative of the school districts demographics: 
primarily minority (52% Hispanic) and 68% female. This 
sample tested the 8th grade lessons.  Participation was 
voluntary and written parental consent and child assent was 
obtained.  The students accessed the virtual world in a 
simulated class setting. Each student was provided with a 
laptop computer with headphones and asked to complete each 
of the four 35 minute 8th grade computer lessons individually. 
At the end of each lesson each student completed feedback 
questionnaires. At the end of the final grade lesson each 
student also completed overall assessment of the program. 
Sessions were observed by study personnel who logged 
problems (technical or content related) and provided 
assistance as required.  
 
H.    Data Collection 
    Questionnaire, computer-based, and observational data were 
collected. Demographic data included age, race, gender, 
computer experience, type and frequency of computer use. 
Attitudes to the use of computer-assisted instruction were 
collected using a validated questionnaire. [1, 3] Usability 
parameters including ease of use, understandability, 
acceptability, and motivation were assessed using Likert scale 
ratings adapted from usability assessment instruments reported 
by Shegog et al. (2007) [2]. Open-ended responses on 
recommendations for improvement of the program were 
collected via computer and paper and pencil questionnaires. 
 

III.    RESULTS 
 

    In the beta test classroom environment, the study required 
one laptop computer for each of up to 19 students. Each laptop 
was pre-configured with a virtual world installation, Adobe 
Flash Player ™ [11], and appropriate video codecs.  One 
laptop configured as a Windows server was deployed in the 
classroom for facilitator use.  Scripts executed at Windows 
startup created the necessary network connections between 
students’ machines and the facilitator server to enable the 

collection of students’ responses for post-session discussion.  
Student rosters were loaded pre-deployment to the virtual 
world’s database. Students participated in isolated, single-
player virtual world sessions as they moved between activity 
stations. 
    Before starting a session, each student selected their name 
and initial activity from a pre-game menu.  After a brief 
overview describing navigation techniques with the virtual 
world and session topic, students were instructed to enter the 
virtual world.  After clicking a 2D “Go” button from the pre-
game menu, students were moved to the virtual world 
entrance, and as students proceeded into the world, entry gates 
opened to reveal the first activity station (Figure 1). 
 
 

 
 

Fig. 1. Virtual world entrance 

 
A.    Demographics 
    The 19 students were experienced computer users. Most 
accessed computers at their home (68%), at the home of 
friends (26%), and at school (26%).  Sixty-three percent used 
computers for more than 1 hour on week days and 47% for 
more than one hour on weekends. Most frequent uses of 
computers were listening to music, school work, visiting 
websites, and e-mail (all > 50%). Approximately 63% of the 
sample reported achieving A or B grades at school. 
 
B.    Usability 
    Usability parameters were highly rated across and 8th grade 
lessons. Ease of use: Virtual world and educational activities 
were rated as easy to use by 63 - 100% of students. 
Acceptability: There was 57.8 – 68.4% agreement that each of 
the program lessons were as much or more fun than other 
lessons or favorite video games. Open ended responses 
suggested satisfaction with the lessons with just two 
participants suggesting a desire for more media elements in 
the form of Flash-based activities and movies. 
    Students maneuvered in first-person point of view within 
the virtual world using mouse and keyboard.  First person 
camera point of view was controlled via mouse while arrow 
keys controlled movement through the virtual world along the 
point of view axis.  
    Beta test results indicated that navigation cues were 
necessary to reduce the amount of time students used to 
randomly explore the virtual world during a session.  
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Navigation cues consisting of light paths and glowing, 
animated props were therefore implemented to lead students to 
each activity station.  While students’ movement was not 
restricted as they travelled between activity stations, inclusion 
of the navigation cues increased students’ focus and reduced 
time between activities. 
 

IV.    DISCUSSION 
 

Cost-effective creation and deployment of a virtual world as 
an e-learning tool presented challenges at every stage of 
development.  Given the scarcity of non-commercial 3D e-
learning systems deployed to classrooms, the high cost 
associated with a commercial-grade game development engine 
is evident.  Working around the functional deficiencies of a 
lower-cost, extensible game engine by incorporating in-house 
developed modules enables a viable solution to be deployed to 
the classroom within cost constraints.   Yet another vital factor 
when considering game engine selection includes acquiring 
skill sets necessary to implement a viable virtual world using 
the engine.  This includes programming as well as 3D 
modeling abilities, among others.  These skills did not exist in-
house before developing the system, and costs for such skill 
sets in the commercial market were found to be prohibitive. 
The project demonstrated that this programming effort could 
be achieved within the timeline with a single dedicated 
programmer who was not an experienced gaming programmer 
at the outset but who did have a robust repertoire of 
programming experience in data base and business 
applications.  Overall costs for the computer-based study 
components included in-house development of the 3D virtual 
world with 2D integration totaling less than $100,000, and 
outsourced Flash and video production totaling less than 
$250,000.  Costs for 3D development tools totaled less than 
$3,000. Lack of economic analyses in this study limits 
conclusions about the cost-benefit and cost-effectiveness of 
the program.  
    While much of students’ interactive learning in the 
curriculum occurred within the 2D activities, the 3D gaming 
architecture enhanced the degree of student immersion within 
the program to the degree that the curriculum compared 
favorably with student’s favorite video games. Using the 
approach presented here may present limitations to the wide-
spread deployment of such systems.  The targeted hardware 
and software configuration for the 3D virtual e-learning 
system was controlled and well-understood.  It is unknown if 
an uncontrolled, general dissemination of the system to 
classrooms would be successful. Dissemination research 
efforts are underway to explore feasible dissemination 
strategies for this type of application within school 
environments. 
    In a constantly shifting software and technology 
marketplace, availability of off-the-shelf options is continually 
changing. While this could represent a limitation of the current 
work in terms of generalizing to other applications or research 
domains, the protocol described offers a standard approach 
that can be applied with other product options, thus extending 

its utility not only to low-cost e-learning systems but to a wide 
range of research and educational applications.    
 

V.    CONCLUSION 
 

The protocol described above demonstrated success in 
developing a successful, integrated 3D/2D LAN-based 
educational curriculum for use in middle school classrooms 
that falls within limited research budget and resource 
constraints. Such a model has the potential to bring 
commercial 3D-educational interfaces within the auspices of 
educational researchers and curriculum developers.  
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Abstract- It’s too years that computational model of cellular 
automata has been proposed for studying natural phenomena of 
world; including communication, computation, growing and 
development, reproducing, contesting and evolution. Vehicular 
travel which demands on the concurrent operations and parallel 
activities is increasing throughout the world, particularly in 
large urban areas. In this paper, to control urban traffic, we 
study the simulation and optimization of traffic light controllers 
in a city and present an adaptive fuzzy algorithm based on 
cellular automata properties. We have used CA for simulating 
transition function of density of vehicles. In the models that have 
been proposed till now, environmental factors like priority of 
intersection streets, width and length of streets and so on, have 
been assumed equal and therefore they have no role in making 
decision for changing the status of traffic light, whereas 
parameters like time during the entire day, density of the 
vehicles of the street, number of shopping centers, offices, 
malls,… that have plenty of returnees, have determinant effects 
on amount of traffic of streets. Considering mentioned notes, we 
have proposed a novel system that outperforms other available 
models. Our system has three levels; at the first level, priority of 
each street is computed momently, based on fuzzy rules and 
regarding to environmental factors. At the second level, real 
velocity of vehicles of every street is calculated at specific 
moment and eventually at the third level, by taking into account 
two parameters, priority of the street and amount of density 
behind the traffic light, decision for changing status of traffic 
light is done. Simulation results of our method have been shown 
and compared with best algorithms of two most famous 
available traffic light control approaches -Global and adaptive 
strategies-. 

I. INTRODUCTION 

In the recent years there were strong attempts to develop a 
theoretical framework of traffic science among the physics 
community. Consequentially, a nearly completed description 
of highway traffic [7, 11], e.g., the “Three Phase Traffic” 
theory, was developed. This describes the different traffic 
states occurring on highways as well as the transitions among 
them. Also the concepts for modeling vehicular traffic are 
well developed. Most of the models introduced in the recent 
years are formulated using the language of cellular automata 
(CA) [3,4,12,14-17]. Unfortunately, no comparable 
framework for the description of traffic states in city networks 

is present. In contrast to the highway networks, where 
individual highway segments can be treated separated, the 
structure elements of city networks exert an immense 
influence onto the traffic dynamics [7]. 

In existent urban traffic systems priority of intersection 
streets and width and length of streets are assumed equal and 
therefore they have no role in making decision for changing 
the status of traffic light. To overcome these limitations, we 
proposed a novel fuzzy system that momently computes 
priority of the street based on fuzzy rules and regarding to 
environmental factors, also length of streets are not 
considered the same. Subsequently a cellular automata is 
employed for modeling density transmission and also type of 
movement of vehicles. 

 

II. CELLULAR AUTOMATA 

It’s too years that computational model of cellular automata 
has been proposed to study different fields natural phenomena 
[1]. CA has been shown capable of yielding discrete 
approximations to the solutions of systems of differential 
equations, in terms of which much of the macroscopic physics 
of our world can be expressed. CA models have been applied 
to fluid dynamics, growth of dendritic crystals, economics, 
two-directional traffic flow, image processing and pattern 
recognition, parallel processing, random number generation, 
and have even been used as a model for the evolution of spiral 
galaxies [13]. 

CA is a class of discrete dynamical systems, consisting of 
an array of nodes (cells) of some dimension, n. Each cell can 
be in one of k different states at a given tick of the clock. At 
each discrete tick of the clock, each cell may change its state, 
in a way determined by the transition rules of the particular 
CA. The transition rules describe precisely how a given cell 
should change states, depending on its current state and the 
states of its neighbors [5]. Let n be the dimension of the 
lattice, k the number of states, T the transition rule function, 
Ct ( i1 , … , in ) the state of the cell at position ( i1 , … , in ) at 
time t, Nt ( i1 , … , in ) the values (given in a specific order) of 
the neighboring cells to this location at time t. Then the 
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dynamics of the CA is completely specified by the initial 
states of all the cells, C0 , along with the recursion rule 
(Equation 1). 

 
(1) 

III. RELATED WORK 

Traffic dynamics bare resemblance with, for example, the 
dynamics of fluids and those of sand in a pipe. Different 
approaches to modeling traffic flow can be used to explain 
phenomena specific to traffic, like the spontaneous formation 
of traffic jams. There are two common approaches for 
modeling traffic [6]; macroscopic and microscopic models. 
A. Macroscopic Traffic Models: Macroscopic traffic models 

are based on gas-kinetic models and use equations relating 
traffic density to velocity. These equations can be extended 
with terms for build-up and relaxation of pressure to 
account for phenomena like stop-and-go traffic and 
spontaneous congestions. 

B. Microscopic Traffic Models: In contrast to macroscopic 
models, microscopic traffic models offer a way of 
simulating various driver behaviors. A microscopic model 
consists of an infrastructure that is occupied by a set of 
vehicles. Each vehicle interacts with its environment 
according to its own rules. Depending on these rules, 
different kinds of behavior emerge when groups of vehicles 
interact. 
Existent traffic prevention approaches can be categorized 

as follows [10]: 
A. Global Strategies: The considered global strategies are a 

“synchronized strategy”, a “green wave strategy” and a 
“random strategy”. In the case of the synchronized strategy 
all traffic lights switch synchronously to green (red) for the 
east (north) bound vehicles and vice versa. In the case of a 
green wave strategy, i.e., adjacent traffic lights switch with 
a defined offset. Additionally, an appropriate offset has to 
be determined for the green wave strategy; this is equal to 
the free flow travel time for the depicted case. A further 
investigated candidate among the global strategies is the 
random strategy, i.e., adjacent traffic lights switch with a 
random offset. Also here a quite good result is achieved [7, 
8]. 

B. Adaptive Strategies: In the following three different 
adaptive strategies are presented. The first investigated 
adaptive strategy is the “switching based on the queue 
length”. Here a traffic signal switches if the length of a 
vehicle queue in front of a red light trespasses a certain 
value. Further investigated adaptive strategies are the 
“switching based on waiting time” and the “switching in 
analogy to a neural network”. In the first case a traffic light 
switches to red if the green phase is not used by a vehicle 
for a certain time. In the case of switching in analogy to a 
neural network the traffic lights act like integrate-and-fire 
neurons. More precisely the number of passed vehicles is 

integrated and determines the cycle time (potential) of a 
traffic light. After the switching process (fire) the potential 
is reset to zero again. The switching in analogy to a neural 
network strategy leads to similar results like the switching 
based on the waiting time [7, 8]. 

IV. THREE LEVELED FUZZY PROPOSED METHOD 

In the proposed models that employ adjusting traffic light 
for urban traffic control, priority of streets of intersection and 
width and length of streets have been assumed equal. whereas 
in urban traffic parameters like time during the entire day, 
density of the vehicles of the street, number of shopping 
centers, offices, malls that have plenty of clients, have 
determinant effects on amount of traffic of streets and priority 
of each street is defined by considering these environmental 
factors. Taking into account these parameters we proposed a 
fuzzy system that priority of each street is computed at each 
moment, also this system doesn’t set any constraint on width 
and length of streets. The proposed system has three levels; at 
the first level priority of each street is computed momently 
based on fuzzy rules regarding to environmental factors and 
features of the street. At the second level real velocity of 
vehicles of every street is calculated at specific moments 
based on factors like priority, density and standard velocity 
(maximum allowed velocity that’s defined for each street) of 
the street. Then cellular automata model is applied to specify 
density transmission and also type of movement of vehicles in 
cellular spaces of each street. And finally at the third level by 
considering two parameters, priority of the street and amount 
of density behind the traffic light decision is done for 
changing status of traffic light and also the specific moment 
that status of traffic light is changed. 

 
A. First Level of the Proposed System 

 
In this paper, pausing coefficient is used as a significant 

factor to determine priority of each street. Streets with larger 
quantity of stopped or paused vehicles have more priority. 
Pausing coefficient is classified in three main categories: 

 
• Health and Commercial Centers: 

In these centers, density of clients is computed momently.  
Since number of clients directly affects on number of paused   
or stopped vehicles in the street, priority of street is dependant 
to amount of density of clients with a linear function. So 
fuzzy sets of health and commercial centers are defined as 
follows (Figure 1): 
 

 
Fig. 1. Fuzzy Sets of Density of Clients of Health and Commercial Centers 
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In figure.1; M1, M2, M3, M4, M5 fuzzy sets are respectively 
related to low, high, medium, high and low densities. 
• Official Centers: 

In these centers density of clients in each moment could affect 
directly on priority of the street. Fuzzy sets of official centers 
are determined as follows (Figure 2): 

 
Fig. 2. Fuzzy Sets of Density of Clients of Official Centers 

In figure 2; L1, L2, L3 fuzzy sets are respectively related to 
low, high and low densities. 
 
• Shopping Centers: 

Like two previous centers amount of clients of these centers, 
has an important effect on priority of the street, fuzzy sets of 
these centers can be considered as figure 3: 
In figure 3; K1, K2, K3, K4, K5 fuzzy sets are respectively 
related to low, high, medium, high and low densities. 

 
Fig. 3. Fuzzy Sets of Density of Clients of Shopping Centers 

 

1. Fuzzy Rules 

In our system, 24 fuzzy rules are regarded as follows [2]: 
IF  (x1 is M1) and (x1 is L1) and (x1 is K1) then    
F1=[A1*(1-y11)]*[A2*(1-y21)]*[A3*(1-y31)]                           (2) 

  
IF  (x1 is M1) and (x1 is L1) and (x1 is K2) then    
F2=[A1*(1-y11)]*[A2*(1-y21)]*[A3*y32]                                 (3) 

 
IF  (x1 is M1) and (x1 is L2) and (x1 is K1) then    
F3=[A1*(1-y11)]*[A2*y22]*[A3*(1-y31)]                                 (4) 

  
IF  (x1 is M1) and (x1 is L2) and (x1 is K2) then    
F4=[A1*(1-y11)]*[A2*y22]*[A3*y32]                                       (5) 
 
IF  (x1 is M2) and (x1 is L1) and (x1 is K1) then    
F5=[A1*y12]*[A2*(1-y21)]*[A3*(1-y31)]                                 (6) 
 
IF  (x1 is M2) and (x1 is L1) and (x1 is K2) then    
F6=[A1*y12]*[A2*(1-y21)]*[A3*y32]                                       (7) 
 
IF  (x1 is M2) and (x1 is L1) and (x1 is K3) then    
F7=[A1*y12]*[A2*(1-y21)]*[A3*(1-|1-y33|)/2]                        (8) 
 

IF  (x1 is M2) and (x1 is L2) and (x1 is K1) then    
F8=[A1*y12]*[A2*y22]*[A3*(1-y31)]                                      (9) 
 
IF  (x1 is M2) and (x1 is L2) and (x1 is K2) then    
F9=[A1*y12]*[A2*y22]*[A3*y32]                                          (10) 
 
IF  (x1 is M2) and (x1 is L2) and (x1 is K3) then    
F10=[A1*y12]*[A2*y22]*[A3*(1-|1-y33|)/2]                           (11) 
 
IF  (x1 is M3) and (x1 is L2) and (x1 is K2) then    
F11=[A1*(1-|1-y13|)/2]*[A2*y22]*[A3*y32]                           (12) 
 
IF  (x1 is M3) and (x1 is L2) and (x1 is K3) then    
F12=[A1*(1-|1-y13|)/2]*[A2*y22]*[A3*(1-|1-y33|)/2]             (13) 

 
IF  (x1 is M3) and (x1 is L2) and (x1 is K4) then    
F13=[A1*(1-|1-y13|)/2]*[A2*y22]*[A3*y34]                           (14) 
 
IF  (x1 is M3) and (x1 is L3) and (x1 is K2) then    
F14=[A1*(1-|1-y13|)/2]*[A2*(1-y23)]*[A3*y32]                     (15) 
 
IF  (x1 is M3) and (x1 is L3) and (x1 is K3) then    
F15=[A1*(1-|1-y13|)/2]*[A2*(1-y23)]*[A3*(1-|1-y33|)/2]       (16) 

 
IF  (x1 is M3) and (x1 is L3) and (x1 is K4) then    
F16=[A1*(1-|1-y13|)/2]* [A2*(1-y23)]*[A3*y34]                    (17) 

 
IF  (x1 is M4) and (x1 is L2) and (x1 is K2) then    
F17=[A1*y14]*[A2*y22]*[A3*y32]                                         (18) 
 
IF  (x1 is M4) and (x1 is L2) and (x1 is K3) then    
F18=[A1*y14]*[A2*y22]*[A3*(1-|1-y33|)/2]                           (19) 
 
IF  (x1 is M4) and (x1 is L2) and (x1 is K4) then    
F19=[A1*y14]*[A2*y22]*[A3*y34]                                         (20) 
 
IF  (x1 is M4) and (x1 is L3) and (x1 is K2) then    
F20=[A1*y14]*[A2*(1-y23)]*[A3*y32]                                   (21) 
 
IF  (x1 is M4) and (x1 is L3) and (x1 is K3) then    
F21=[A1*y14]*[A2*(1-y23)]*[A3*(1-|1-y33|)/2]                     (22) 
 
IF  (x1 is M4) and (x1 is L3) and (x1 is K4) then    
F22=[A1*y14]*[A2*(1-y23)]*[A3*y34]                                   (23) 
 
IF  (x1 is M5) and (x1 is L3) and (x1 is K4) then    
F23=[A1*(1-y15)]*[A2*(1-y23)]*[A3*y34]                             (24) 
 
IF  (x1 is M5) and (x1 is L3) and (x1 is K5) then    
F24=[A1*(1-y15)]*[A2*(1-y23)]*[A3*(1-y35)]                       (25) 

In the above rules y1j,y2j and y3j respectively demonstrate 
membership functions of Mj,Lj and Kj fuzzy sets. 
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2. Defuzzification 

In this system defuzzification is performed by using 
equation (26). Output of defuzzifier is considered as output of 
first level of system and shows priority of the street. 

n

Fi

F i

∑
==

24

1  

 
(26) 

In the above equation, Fi is output of ith rule (i=1...24), n is 
number of rules that have nonzero output and F is defuzzifier 
output (output of first level of system). F uses as one of the 
inputs of second level of the system. 

 
B. Second Level of the Proposed System 

 
In this step real velocity of vehicles of every street is 

calculated at specific moments and then type of transmission 
of density of vehicles is evaluated. Real velocity of vehicles is 
obtained by regarding three factors: 

 
• Priority of Street: That’s calculated dynamically at specific 

moments, based on fuzzy rules at the first level. 
• Density of Vehicles: Since low-priority streets have low 

pausing coefficients, most of vehicles would be paused 
behind intersections. So if adjustment of the traffic light is 
done only based on priority of the street, vehicles may 
pause for a long duration behind intersections. To prevent 
this problem, number of existent vehicles in the street is 
also regarded as one of the inputs.  

• Standard Velocity of Vehicles of Street: Since number of 
vehicles behind intersections, is a determinant factor for 
specifying distance between pausing location and traffic 
light, we have used cellular automata for segmentation of 
street from intersection to end of street. So type of 
movement of vehicles from entrance time till pausing time 
behind intersection is achieved by using transition rules of 
cellular automata. standard velocity of vehicles (standard 
velocity is constant for all vehicles of each street and 
computed based on width and length of street) must be 
specific while applying transitions rules so it’s considered 
as third factor. 
 Based on these three inputs, velocity of each vehicle is 

computed as follows: 
 

V=(1-Ȗ)(1-α)*VN+İ (27) 

Ȗ is priority of the street (output of first level of fuzzy 
system), VN is standard velocity of street, İ is a constant value 
for movement of vehicles (5km/h in this paper) and α is 
density of the street that’s obtained from equation 28 : 

A*L*W

N
=α  

(28) 

W and L are respectively width and length of the street, A 
is the average occupied area by each vehicle (15 m2 in this 
paper), N is number of available vehicles in the street (N is 

calculated as follows: W*L is multiplied by summation of 
densities of cellular spaces). Regarding equation 28 more 
density or more priority of street, leads in less velocity of 
vehicles. Based in this velocity, transition rules of cellular 
automata are determined. 

 
1. Cellular Automata Rules 

Since velocity and displacement have a linear dependency 
(x=v*t), we used a linear transition function. Because of extra 
computations, discrete time method is applied instead of 
continuous time approach and system is updated at specific 
seconds. In this paper, velocities of vehicles are divided in 
intervals of length 5 and length of each cell is considered as 
10 meters. So at every 7.2” time interval, the vehicle moves 
10 meters (equal to one cell) in a fixed 5km length. (Updating 
progress is done every 7.2 seconds). Based on these 
comments, we used following transition function for 
obtaining cellular rules of density transmission in the street: 

 
 
 
 
 
 
 
 
 
 
 

Fig. 4. Density Transmission Function Based on CA Model 

In the proposed cellular automata model width of cell is 
regarded as width of the street and length of cell is set to a 
constant number (10). Note that transmission of density of 
vehicles means transmission of vehicles from one cell to 
another one, type of this transmission is specified as figure 4. 

 
Example: if initial velocity of vehicle is 45 km/h, equation 

28 is used for transmission of density: 

C(j+9)=C(j+9)+C(j) (29) 

Where C(j+9) is 9th neighbor of C(j) in the direction of 
movement. Maximum density of each cell is one and related 
to number of available vehicles at each cell. Maximum 
number of vehicles of each cell is computed as follows: 

15

10*w
N =  (30) 

W is width of the street, 10 is length of the street and 15 
shows estimated area allocated for a vehicle. 

 If number of available vehicles of each cell exceeds the 
maximum value (calculated from equation 30) surplus is 
transferred to previous cell. Notice that in this paper all of the 
streets are bidirectional and cellular space of streets is as 
follows: 
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Fig. 5. Cellular Space of Streets and Corresponding Traffic and Load-
increment Cells 

 
Traffic cells that illustrated in figure 5 have different 

affects, when the traffic light is red or yellow these cells cause 
to increment of cell density, whereas they cause to decrement 
of cell density when the traffic light is green. Load-increment 
cells always cause to transmission of density from one street 
to another one. 

In this paper transmission of density from traffic cells to 
load increment cells is done equally and steady. Traffic cells 
of the street momently dispread the density equally among 
load-increment cells of three other streets. Dispreading of 
density also can be done regarding to type of the street. 

 
C. Third Level of the Proposed System 

 
In this paper two factors are considered for adjusting traffic 

light. Priority of the street and number of complete traffic 
cells are inputs of third level of the proposed system. Since 
density and traffic in high-priority streets have more 
undesirable effects, priority is considered for adjusting traffic 
light. Furthermore number of paused vehicles behind 
intersections is the main factor to determining time for 
changing status of traffic light. This factor is illustrated by 
traffic cells and regarded as input of system. 

In this proposed system two conversion functions are used 
for priority and number of traffic cells to determine time 
duration that green light is active. 

Multiplication of outputs of two functions represents time 
duration that traffic light is green for each street: 

G=Tc*Ȗ (31) 

 
 

 
 

 
Fig. 6. Conversion Function (Priority to Time) 

 

 

 

 

 
 

 

 

 

Fig. 7. Conversion Function (Number of Traffic Cells to Time) 

G shows the time interval that green light is active, Tc is 
number of traffic cells and Ȗ is priority of the street. G is 
computed for all of streets of intersection. These calculations 
are done concurrently and independently and finally street 
with the highest G actives green light and uses G seconds 
from the green light. Like section 3-2-1 the system is updated 
every 7.2 seconds. To prevent consecutive variations of traffic 
light status equation 32 is employed: 
 

If G_max >= 2*G_green_light THEN 
Change Traffic light 

 
(32) 

G_max is maximum value of G in every updating progress 
(among streets of an intersection) and G_green_light is 
updated value of G for the street with green light. Change 

Traffic Light instruction actives green light for the street that 
has G_max. In the proposed approach traffic every moment 
light green is active only for one of the streets. 

 

V. SIMULATION RESULTS 

The proposed method was simulated with specific inputs 
and more desirable results were obtained in comparison with 
based adaptive method. 

When priorities of streets are considered almost equal and 
factors like average velocity of street and density are 
disregarded, three level fuzzy and NN-based approaches 
almost have same responses. 

When priorities of streets are different from each other and 
density of vehicles of streets of intersection streets is not the 
same results of NN-based method doesn’t change at all, 
because this method doesn’t consider priority of streets, so 
density of high-priority streets would increase that this matter 
leads to traffic increment of that street. Whereas in the 
proposed three level fuzzy approach changing priority of 
streets and density of each street causes to significant changes 
in traffic light scheduling and traffic cells. This change results 
in only street with more density and higher priority adjust 
traffic light. Finally traffic load and street density will be 
balanced. 

Traffic Cells 
Vehicles’ Movement Direction 

Load-increment Cells 
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Fig. 8. Density of Streets of Intersection  Obtained from Fuzzy Proposed 

Approach (Blue Shows High-priority and Green Show Low-priority Street) 

 

 
Fig. 9. Density of Streets of Intersection  Obtained from NN-based Approach 

(Blue Shows High-priority and Green Show Low-priority Street) 

 
Figure 8 indicates two main notes, First; the proposed 

system controls density of intersecting streets in a way that 
traffic load would be balanced and equal and second; higher 
priority of streets leads to more density at intersections. 

 
For better understanding we review an example: we 

consider intersection’s streets have these main centers: 
• 1st street:  5  Health and Commercial Centers, 4 Official 

Centers, 1 Shopping Center 
• 2nd street: 4  Health and Commercial Centers, 5 Official 

Centers, 1 Shopping Center 
• 3rd street:  2  Health and Commercial Centers, 3 Official 

Centers, 1 Shopping Center 
• 4th street:  1  Health and Commercial Centers, 1 Official 

Centers, 2 Shopping Center 
Note that priorities of streets would be as follows (based on 
fuzzy relationships): 
• 1st street:  0.8333 - 2nd street: 0.8333 
• 3rd street:  0.25 - 4th street:  0.0833 

It’s assumed that standard velocity of all streets are the 
same and equal to 50 km/h, also width and length of streets 
are considered as 10m and 2km. so real velocity would be: 
• 1st street:  13.3194 - 2nd street: 13.3194 
• 3rd street:  42.4375 - 4th street:  50.5769 

At third level of the system density and number of traffic 
cells at 12 o’clock are computed as follows: 
• 1st street:Density: 0.5834,Number of Traffic Cells: 2 
• 2nd street:Density:0.5741,Number of Traffic Cells: 2 
• 3rd street:Density:0.5208,Number of Traffic Cells: 3 
• 4th street:Density: 0.4917,Number of Traffic Cells: 4 

Whereas by regarding NN-based method density and 
number of traffic cells would be as: 
• 1st street:Density: 0.9571,Number of Traffic Cells: 2 
• 2nd street:Density:0.7840,Number of Traffic Cells: 2 
• 3rd street:Density:0.6425,Number of Traffic Cells: 3 
• 4th street:Density: 0.5403,Number of Traffic Cells: 4 

Notice that although inconsiderable density has been added 
to 4th street, density decrement is completely sensible in 
1st,2nd and 3rd streets.  

While existent systems only consider specific limited 
segment behind the intersection for adjusting traffic light, our 
proposed system can control density of vehicles and traffic 
load throughout the street and prevent heavy traffics. 

 

VI. CONCLUSIONS 

In this paper a three level fuzzy system was proposed for 
urban traffic control by adjusting traffic light. Using this 
approach results in traffic decrement and also steady traffic 
dispreading all over the city. In the proposed system priority 
and length of streets are considered variable. Also real 
velocity of vehicles is computed based on fuzzy rules in 
different hours during the day. Considering this factor leads to 
traffic load balancing throughout the city. Another dominant 
note in this paper is that priority of streets and max allowed 
velocity of the street are obtained by fuzzy sets with regard to 
urbanism principals. This matter also reduces traffic 
significantly. 
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Abstract— This paper addresses dynamic scheduling resolution 
and suggests the interest of hybrid approaches trough MAS 
coordination and Meta-Heuristics.  The proposed Multi-agent 
Scheduling System assumes the existence of several Machines 
Agents (which are decision-making entities) distributed inside the 
Manufacturing System that interact and cooperate with other 
agents in order to obtain optimal or near-optimal global 
performances. Agents have to manage their internal behaviors 
and their relationships with other agents through cooperative 
negotiation in accordance with business policies defined by the 
user manager. An Inter-Machine Cooperation Mechanism for 
Dynamic Scheduling is proposed.  
 

Index Terms—Cooperation, Dynamic scheduling; distributed 
agent system; meta-heuristics; manufacturing systems. 
 

I. INTRODUCTION 

 
Scheduling Coordination can be seen as the intelligent 

allocation of resources among individuals and their goals in 
social society, which makes individuals using their resources 
more beneficially, so as to promote the achievement of 
individual and/or social goals. Usually, the requirement of 
coordination comes from the distribution and 
interdependencies of resources, entities and information. In 
scheduling coordination, considering the resource constraints, 
individual plans are to be evaluated and refined, and it may be 
needed to acquire available resources from external 
environment, including other individuals. 

Agent-based computing is a promising approach for 
developing applications in complex domains, a number of 
challenges still need to be faced to turn agent-oriented 
software abstractions into practical tools for facing the 
complexity of a modern application like solving dynamic and 
distributed scheduling problems.  Probably the most important 
challenge is to discover the best option to define the way like 
all the agents present in a system communicate and interact 
among them. Coordination of Multi-Agent Systems is an 
important clue when this approach is considered to solve 
distributed and complex problem like the one that is object of 
our work. 

Bio-Inspired Techniques form a class of powerful and 
practical solution techniques for tackling complex, large-scale 

combinatorial problems producing efficiently high-quality 
solutions. From the literature we can conclude that they are 
adequate for static problems. However, real scheduling 
problems are quite dynamic, considering the arrival of new 
orders, orders being cancelled, machine delays or faults, etc.  
Scheduling problem in dynamic environments has been 
investigated by a number of authors [1][2]. 

This paper addresses dynamic scheduling resolution and 
suggests the interest and utility of hybrid multi-agent 
coordination. This work is included in project 
MASDScheGATS [1] that aim to continuously and efficiently 
adapts the current solution to a changing environment.  

The remaining sections are organized as follows: section II 
summarizes some literature review on Multi-Agent Systems. 
Section III presents an overview about coordination in Multi-
Agent Systems. In section IV MASDScheGATS System, the 
developed system, is described and a coordination algorithm is 
proposed in order to allow the improvements of systems’ 
performance and reliability. Finally, the paper presents some 
conclusions and puts forward some ideas for future work. 

II. MULTI-AGENT SYSTEMS   

 
Multi-Agent Systems (MAS) definition depends on the 

domain where agents are used and because of that MAS 
definitions abound.  We believe that a solid and generic 
definition is presented by [2] that define MAS as a system 
capable to “solve complex problems in a distributed fashion 
without the need for each agent to know about the whole 
problem being solved”.  This definition and many others 
imply the existence of an organizational model, or 
management mechanism, that allows for interaction, 
communication and achievement of objectives within the 
group of agents, regardless whether the system is comprised 
of self-interested, group oriented or both types of agents. A 
proper definition for such mechanism is given by the 
definition of the word coordination, particularly if one 
considers coordination applied to MAS. Notice that in [3] we 
can find several reasons on why agents need to be 
coordinated: 

� Chaos and anarchy prevention – coordination is desirable 
because in distributed system anarchy is easy to implement, 

� Global restrictions – agents must obey to a set of 
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restrictions in order to be well succeeded,   
� Knowledge, resources and information is distributed – 

agents can have different capacities and specializations. 
Alternatively agents can have different information resources, 
responsibilities and limitations. 

� Dependency between agents actions – agents’ objectives 
are normally inter-dependent, a situation that requires 
coordination of actions. 

� Efficiency – autonomous agents can work in an 
independent way, but at the same time they may have the 
necessity to coordinate their actions with other agents. The 
information of an agent can be sufficient for in group with 
another agent solve a problem quickly. 

Scheduling problems arise in a diverse set of domains, 
ranging from manufacturing to hospitals settings, transports, 
computer and space environments, amongst others. Most of 
these domains are characterized by a great amount of 
uncertainty that leads to significant system dynamism. Such 
dynamic scheduling is receiving increasing attention amongst 
both researchers and practitioners.  

In spite of all previous contributions, the scheduling 
problem is known to be NP-complete [4]. This fact incites 
researchers to explore new directions and Multi-Agent 
technology has been considered an important approach for 
developing industrial distributed systems [5-6].  

III. COORDINATION IN MULTI-AGENT SYSTEMS 

 
 In a real manufacturing system a product is produced, step 

by step, passing on several machines. In each machine it will 
be performed at least one operation (job) of the process plan. 
However, if solutions obtained are joined by machine agents 
will be observed that in most of cases the founded solution is 
not feasible. In fact, if operation Op1 (in machine m1) 
precedes operation Op2 (in machine m2) and Op2 precedes 
Op3 (in machine m3) in a manufacturing process, it is not 
guaranteed that the initial time for Op2 in m2 will be after the 
end of Op1 in m1 nor that the end of Op2 in m2 will be before 
the start of Op3 in m3. 

Cooperation and negotiation are the two main types of 
coordination protocols developed in the literature and 
implemented in the existing systems. Therefore some of these 
protocols and mechanisms will be listed in the next 
paragraphs. 

Cooperation is generally defined in the literature as the act 
of combining efforts, in order to accomplish a common 
objective that one autonomous agent alone cannot reach by 
itself. In other words, “cooperation refers to a coordination 
protocol among nondisputant agents” [7]. Such protocol is 
suited when agents need to share tasks or results as a way to 
reach the system’s objective, so normally it is used in team 
like based architectures.  

On the other hand, “negotiation is the coordination among 
competitive or simply self-interested agents”[7]. Negotiation 

can be described like the process in which at least two agents 
negotiate through a protocol in order to accomplish an 
agreement. This protocol is suitable for systems composed by 
a set of agents that pursuit their own individual goals but need 
interaction with other agents to achieve a satisfactory 
outcome. The buyer-seller situation is the best analogy to 
demonstrate this protocol. Negotiation is normally used in 
market like based approaches. 

In [6] can be encountered a recent state of art related with 
the application of Multi-Agent Systems to solve production 
planning and scheduling problems.  

There exist some important approaches on agent-based 
production scheduling and control [8] [9], therefore, here we 
concentrate on the most important aspects. 

A Collaborative coordination control (CCC) mechanism is 
proposed in [5].  

In [10] a hybrid, agent-based scheduling and control system 
architecture is presented in order to solve task allocation 
problems. 

A multi-agent software system RIDER (Real-Time 
Decision Making in Manufacturing) has been developed for a 
cable producing company and for a carpet manufacturer [12]. 
Upon the occurrence of an event (machine breakdown, new 
orders, etc.), the agents use a mechanism for generating local 
alternatives and follow a message exchange procedure to build 
decision trees, which are evaluated by user defined cost-based 
objective functions.  

A system that uses an agent-based collaborative production 
control framework capable of conducting scheduling and 
dispatching functions among production entities is reported in 
[13]. 

Cooperation and conflict resolution are the main concerns 
in agent-based scheduling systems. For solving this kind of 
problems, the idea of negotiated factory scheduling are 
normally considered. 

A market-based negotiation mechanism, called precedence 
cost tâtonement (P-TÂTO), is described in [14]. The system is 
composed of a project manager agent, task agents, resource 
manager agents, resource agents, and coordinator agents.  

In [15] and [16] a market based mechanism was proposed 
which made cooperation in the control of distributed 
manufacturing systems possible. The system included self-
interested, autonomous agents that the main objective is to 
pursuit their goal. The planning problem is responsibility of a 
central agent, machine agents were responsible for generate 
and execute local generated schedules at machines. Non 
feasible schedules was the responsibility of the central agent, 
but scheduling decisions were reached using a system of bides 
between the central agent and the machine agents. 

Stimergy is a coordination mechanism for multi-agent 
systems based on animal interactions i.e. animal-animal 
interactions, evolved significantly and, presently, the analogy 
with the social insects confuses rather than helps the 
discussion [17]. This system is a coordination protocol applied 
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to PROSA reference architecture [18]. It is inspired by natural 
systems i.e. food foraging behavior in ant colonies. Stigmergy 
is an indirect coordination tool within an insect society where 
parts of global information is made available locally by 
pheromones informing other ants about remote facts. 

In [19], the problem of distributed resource allocation in 
collaborative environment, such as distributed manufacturing 
environment or network of enterprise in supply chain, is a 
main focus specially in the environment where there is a high 
degree of autonomy among the independent entities, e.g. 
factories, companies, and enterprises. It is based in a 
centralized control, where the given tasks are assigned based 
on a specific resource allocation algorithm, the coordination 
protocol guides the interaction among the independent entities 
(task and resource owners) via communication channel.  

Xue [20] introduces a system where two scheduling 
strategies are used to optimize the solution, the first earliest-
delivery-time-based that allow to give the product the 
customer as soon as possible and the second due-time-based 
to start the product manufacturing as late as possible in order 
to reduce the time to store the finished product. Constraint 
based search and agent-based are used to identify the optimal 
schedule. 

In [21] the allocation of resources to production jobs is 
carried out in a way similar to an open marketplace. Each part 
agent tries to full the processing requirements to achieve its 
own set of objectives (due date, quality, costs, etc.); for this 
purpose it is given a certain amount of currency, representing 
its own purchase capacity, in order to acquire the needed 
service from the single production resources.  

Tseng et al [22] proposed a collaborative control structure 
is proposed for the mass customization manufacturing system. 
Each workstation is considered as an autonomous agent 
seeking the best return. The individual work order is 
considered as a job agent that vies for the lowest cost for 
resource consumption. The system schedule and control are 
integrated as an auction based bidding process with a price 
mechanism that rewards product similarity and response to 
customers' needs.  

A MAS-based platform [23] to integrate manufacturing 
planning and control with systems reconfiguration and 
restructuring is proposed. This system has the capability to 
model complex heterogeneous systems, their structures and 
physical constraints, and also product orders. It allows the 
hierarchical structures of complex manufacturing systems to 
be modeled but avoids centralized control in classical 
hierarchical and hybrid control frameworks.  

In [24] are developed some extension to the work 
represented in [20] in order to introduce a reactive mechanism 
for responding to changes of production orders and 
manufacturing resources.  

Dumond et al [25] argues that algebra provides an 
appropriate context both for specifying the agents and their 
global coordination. They use the p- calculus for the 

description of the following entities, the internal behavior of 
the agents, i.e. the treatments to be achieved in response to 
external requirements, the agents’ respective interfaces with 
the other agents, the coordination layer, i.e. the global outline 
of the agents’ collaboration. 

Shehory et al [26] adopt methods used by physicists to 
study interactions among multiple particles. The physics-
oriented methods are used to construct a coordinated task-
allocation algorithm for cooperative goal-satisfaction.  

In [27] there are enumerated very important approaches 
referents to agent coordination like mutual adjustment, direct 
supervision, coordination by standardization, mediated 
coordination, coordination by reactive behaviour. 

IV. MASDSCHEGATS SYSTEM 

 
Distributed environment approaches are important in order 

to improve scheduling systems flexibility and capacity to react 
to unpredictable events. It is accepted that new generations of 
manufacturing facilities, with increasing specialization and 
integration, add more problematic challenges to scheduling 
systems. For that reason, issues like robustness, regeneration 
capacities and efficiency are currently critical elements in the 
design of manufacturing scheduling system and encouraged 
the development of new architectures and solutions, 
leveraging the MAS research results.  

The work reported in this chapter is concerned with the 
resolution of realistic scheduling problems, called here 
Extended Job-Shop Scheduling Problems (EJSSP) [1]. 
Moreover, it is concerned with integrated scheduling of jobs 
which are products composed by several parts or components 
that may be submitted to a number of manufacturing and 
multi-level assembly operations. 

The EJSSP scheduling problem is decomposed into a series 
of Single Machine Scheduling Problems (SMSP) which are 
independently solved and results incorporated into the main 
EJSSP problem. MASDScheGATS (Multi-Agent System for 
Distributed Manufacturing Scheduling with Genetic 
Algorithms and Tabu Search) system, which is a Team-Work 
based MAS, assumes the existence of several machines agents 
that interact and cooperate with other agents in order to obtain 
optimal or near-optimal global performances. The idea is that 
from local, autonomous and often conflicting agent’s 
behaviors a global solution emerges from a community of 
machine agents solving locally their schedules trough 
cooperative negotiation with other machine agents in order to 
increase schedule quality. 

Machine Agents (which has a Meta-Heuristic associated) 
represents a SMSP and it is responsible for scheduling this 
resource. We can name Machine Agents like Meta-heuristic 
Agents, considering that each Machine Agent performs a 
Meta-heuristic Algorithm. As the Machine agents find their 
respective local optimal, they must negotiate with other agents 
in order to overcome inter-agent constraints and achieve a 
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global schedule. 
The work described in this paper is a system where a 

community of distributed, autonomous, cooperating and 
asynchronously communicating machines tries to solve 
scheduling problems.  

The main purpose of MASDScheGATS is to  decompose 
the scheduling problem into a series of Single Machine 
Scheduling Problems (SMSP) and create a Multi-Agent 
system where each agent represents a resource (Machine 
Agents) in a Manufacturing System [28]. Each Machine 
Agent must be able: 

� to find an optimal or near optimal local solution trough 
Genetic Algorithms or Tabu Search meta-heuristics.  

� to deal with system dynamism (new jobs arriving, 
cancelled jobs, changing jobs attributes, etc). 

� to change/adapt the parameters of the basic algorithm 
according to the current situation. 

� to switch from one Meta-Heuristic algorithm to another.  
� to cooperate with other agents. 

 
Figure. 1. MASDScheGATS System Architecture 

 
The proposed architecture is based on three different types 

of agents: User Interface, Task agents and Resource Agents. 
In order to allow a seamless communication with the user, a 
User Interface Agent is implemented. This agent, apart from 
being responsible for the user interface, will generate the 
necessary Task Agents dynamically according to the number 
of tasks that comprise the scheduling problem and assign each 
task to the respective Task Agent. 

The Task Agent will process the necessary information 
regarding the task. That is to say that this agent will be 
responsible for the generation of the earliest and latest 
processing times, the verification of feasible schedules and 
identification of constraint conflicts on each task and the 
decision on which Machine Agent is responsible for solving a 
specific conflict.  

Finally, the Machine Agent is responsible for the 
scheduling of the operations that require processing in the 
machine supervised by the agent. This agent will implement 
meta-heuristic/local search procedures in order to find best 
possible operation schedules and will communicate those 
solutions to the Task Agent for later feasibility check (Figure. 1). 

V. COORDINATION MECHANISM 

 
We propose an algorithm that in each time elects a machine 

to cooperate with another one. This process of election is 
based in the number of conflicts that each has in a determinate 
moment. The elect machine will be the one with the higher   
number of conflicts. After each negotiation round (we 
consider a round the act of a specific machine “negotiates” 
with another one) all conflicts are counted again and the 
machine with higher number of conflicts will be elected to 
cooperate. The elected machine will try to cooperate with 
other machines considering operations ordered by descending 
of processing time [28]. 

 
TABLE I 

JOB DATA FOR THE EXAMPLE  
Job Operation Machine 

ijklp
 ijklt

 

1111o
 1m

 
5 0 

2121o
 2m

 
7 5 

1j  

3131o
 3m

 
4 12 

1211o
 1m

 
2 0 

2221o
 2m

 
9 2 

2j  

3231o
 3m

 
4 11 

1311o
 1m

 
8 0 

2321o
 2m

 
2 8 

3j  

3331o
 3m

 
7 10 

 
Initialization  

 

Each machine is initialized with a flag (flagM1, flagM2, …, 
flagMn) that will be used to control which machine has been 
elected in the last coordination round. In the beginning the all 
the machine flags are equal to zero, and after each round the 
nominated machine flag will be -1. A machine cannot be 
elected in two contiguous rounds. 

In the beginning a penalization for each task (job) is 
generated based on the it delivery date. For example if the 
delivery date of j1 is 30, j2 is 25 and j3 is 32, the penalization 
will be 2 for  j1 , 3 for j2  and 1 for j3 . 

Each operation inherits the penalization from its job. With 
these values a penalization for each machine is calculated 
based in the penalizations sum of operations that are in 
conflict in each machine.  

A variable count (countM1, countM2, ..., countMn) is 
created for each machine to save the number of time that a 
machine is elected to cooperate. 
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A. Algorithm 

The machine with total higher number of conflicts will be 
elected to cooperate with the one with it has more conflicts. In 
a case in which more than one machine has the higher number 
of conflicts with the elected one, the penalization calculated 
for each machine will be used and the one with higher 
penalization will cooperate. 
When the total number of conflicts of one machine reaches 
zero, the cooperation mechanism will not allow any change in 
the scheduling plan that can affect this. 
 
// Inicialization 

arrayFlags[NumberofMachines]  
arrayCountElection[NumberofMachines] 
arrayPen[NumberofJobs] 
arrayDeliveryDates[NumberofJobs] 
 
For var=0 to var= NumberofMachines-1 
// Put arrayflags positions equals to zero 
Loop 

 
For var1=0 to var1= NumberofJobs-1 
// create penalizations for each job based on each 
delivery date 
Loop 

 
Function verifyConflicts 

For var2=0 to NumberofMachines-1 
// Verify conflits for each machine. 
// Discover the two machines with the higher number 
of conflicts. This function verifies if the machine 
with more conflicts was the last to be elected. If 
it is true the second will be the elected.  The two 
machines that will coordinate are returned.  
Loop 

 

End function 

 
FunctionSolveConflicts 
// Function verifyConflicts is called. If zero 
conflicts are reached processing is stopped. 
// The higher one between these two will be elected 
and will negotiate with the other.  
//ArrayFlags and ArrayCountElections are changed.  
 

End Function 

 

B. Illustrative Example 

Step1: Generate locally in each machine a solution using an  
MetaHeuristics. 
 

Figure 2. Schedule generated by Meta heuristics (Results of  1st step) 

 
Machine agents will send local plans to Task agents that will 
recognize all conflicts. For example, we have the following 
conflicts: O1211 and O2221, O2121 and O3131, O1311, O2321, O3331. 
 

TABLE II 
EXAMPLE OF MACHINE CONFLICTS 

 M1 M2 M3 

M1 0 2 1 

M2 2 0 2 

M3 1 2 0 

Total 3 4 3 

 
On machine M1 we identify conflicts on operations O1211 and 
O1311. The penalization is PenM1 = 2 + 1 = 3. 
On machine M3 we identify conflicts on operations O3331 and 
O3131. The penalization is PenM3 = 1 + 2 = 3. 
 

  Step 2: The M2 machine will cooperate with M1. Operation 
cooperation order O2221, O2121, O2321. 
 
Results of step 2 

 

 

Figure 3. Schedule plan after 1st step 

The flagM2 will be set to minus 1 and countM2 is 
increment by one. 

TABLE III 
EXAMPLE OF MACHINE CONFLICTS 

  M1 M2 M3 

M1 0 0 0 

M2 0 0 2 

M3 0 2 0 

Total 0 2 2 

 
Step 3: The M3 machine will cooperate with M2. The number 
of conflicts of M2 and M3 is the same, but flagM2 is set to 
minus 1 so M3 will be elected. Operation cooperation order 
O3331, O3231, O3131. 

In this case O3231, O3131 have the same processing time so 
the alphabetical order is considered to create operation  
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Results of  step 3 

Figure 4. Final Schedule Plan 
 

TABLE IV 
EXAMPLE OF MACHINE CONFLICTS 

  M1 M2 M3 

M1 0 0 0 

M2 0 0 0 

M3 0 0 0 

Total 0 0 0 
 

VI. CONCLUSIONS AND FUTURE WORK 

We believe that a new contribution for the resolution of more 
realistic scheduling problems (Extended Job Shop Problems) 
was described in this paper. The particularity of our approach 
is the procedure to schedule operations, as each machine will 
first find local optimal or near optimal solutions, succeeded by 
the interaction with other machines trough cooperation as a 
way to find an optimal or near-optimal global schedule. 
A Coordination Protocol for Team-work based Architecture 
was proposed based upon a cooperation mechanism.   
Work still to be done includes the testing of the proposed 
system and negotiation mechanisms under dynamic 
environments subject to several random perturbations.  
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Abstract – This paper asks a new question: how, as computer 

scientists, we can save the lives of the people living in the troubled 

areas of the world where suicide bombing and improvised explosive 

devices (IEDs) explosions become routine incidents in daily lives. 

How we can utilize the power of modeling and simulation and the 

advantages of agents based simulation to create a virtual 

environment to run and test the suicide bombing incidents. And to 

gain valuable insights on geometrical arrangements, and crowd 

formations and densities to find out the optimum and safest crowd 

formations. Which when followed will minimize the number of 

deaths and injuries during a suicide bombing attack. This paper 

presents the science of suicide bombing under the framework of 

agent based simulation. It also explains the physics, explosive 

models, mathematics and the assumptions we need to create such a 

simulation. The work also describes human shields available in the 

crowd with partial and full coverage in both 2 dimensional and 3 

dimensional environments. A virtual simulation tool has been 

developed which is capable of assessing the impact of crowd 

formation patterns and their densities on the magnitude of injury 

and number of casualties during a suicide bombing attack. Results 

indicated that the worst crowd formation is street (Zig-Zag) where 

30% crowd can be dead and 45% can be injured, given typical 

explosive carrying capacity of a single suicide bomber. Row wise 

crowd formations was found to be the best for reducing the 

effectiveness of an attack with 18% crowd in lethal zone and 38% in 

injury zones. For a typical suicide bombing attack, we can reduce 

the number of fatalities by 12%, and the number of injuries by 7% 

by simply following the recommendations in this paper. Simulation 

results were compared and validated by the real-life incidents and 

found to be in good agreement. Line-of-sight with the attacker, 

rushing towards the exit, and stampede were found to be the most 

lethal choices both during and after the attack. These findings, 

although preliminary, may have implications for emergency 

response and counter terrorism.  

 

I. INTRODUCTION 

 
Suicide bombing is an operational method in which the 

very act of the attack is dependent upon the death of the 

perpetrator [12]. A suicide attack can be defined as a 

politically motivated and a violent-intended action, with prior 

intent, by one or more individuals who choose to take their 

own life while causing maximum damage to the chosen target. 

Suicide bombing has become one of the most lethal, 

unforeseeable and favorite modus operandi of terrorist 

organizations. Though only 3% of all terrorist attacks around 

the world can be classified as suicide bombing attacks, these 

account for 48% of the casualties [12].  

Past research has focused on developing psychological 

profiles of suicide bombers, understanding the economical 

logic behind the attacks [6,7,8], explaining the strategic and 

political gains of these attacks, their role in destabilizing 

countries [2, 5], and the role of bystanders in reducing the 

casualties of suicide bombing attacks [8, 10]. The specifics of 

the actual crowd formation and orientation of the bomber with 

respect to the crowd has not been examined. The presented 

simulation examines variables such as the number and 

arrangement of people within a crowd for typical layouts, the 

number of suicide bombers, and the nature of the explosion 

including equivalent weight of TNT and the duration of the 

resulting blast wave pulse for both 2D and 3D environments. 

The goals of the analysis are to determine optimal crowd 

formations to reduce the deaths and/or injuries of individuals 

in the crowd, to determine what architectural and geometric 

changes can reduce the number of casualties and injuries, and 

what is the correlation between variant crowd densities and 

formations with the weight and pulse duration of the 

explosives? The main objective of our research is to explore 

and identify crowd formation precautions that when followed 

will minimize the number of deaths and injuries during a 

suicide bombing attack.  

 

II. EXPLOSIVE MODEL 

 

In order to model the effects of a suicide bomber on a 

given crowd formation, it is essential to properly model the 

deleterious properties of the blast waves themselves. A 

conventional bomb generates a blast wave that spreads out 

spherically from the origin of the explosion. The strength of 

the blast wave decreases exponentially with distance [13]. 

Although the physics of blast waves are complex and 

nonlinear, a wave may be broadly characterized by its peak 

overpressure (pressure above atmospheric) and the duration of 

the positive phase of the blast event.  

 

 
Figure 1: Ideal Overpressure Vs Distance Curve [9]. 
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Experimental and theoretical means have been used to 

obtain important parameters associated with blast waves. A 

theoretical analysis for peak overpressure utilizes the same 

mathematical approach as for a planar shock wave, but 

includes the effects of spherical divergence and the transient 

nature of the blast event [3, 9]. As an example, values for the 

peak overpressure generated in a standard atmosphere for the 

blast wave generated from a one pound spherical charge of 

TNT are shown in Figure 1. Also shown is the peak 

overpressure that would be expected at various distances had 

the energy released by the one pound point source of TNT 

been concentrated into a point source.  

In order to apply the behavior depicted in Figure 1 for any 

weight of TNT, scaling laws for explosions based on 

geometrical similarity are used. Two explosions can be 

expected to give identical blast wave peak overpressures at 

distances which are proportional to the cube root of the 

respective energy release [9]: 
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The energy release factor is contained in a ratio (W/W0)
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where W is the energy release, or amount of TNT, in the 

explosion to be described, and W0 is that of a reference 

amount of TNT, such as the one pound explosion shown in 

Figure 1. By using this scaling law, the distance at which a 

given peak overpressure is produced by a reference explosion 

may be scaled up or down to provide a corresponding distance 

for other explosions.  

Impulse is also an important aspect of the damage-causing 

ability of the blast, and may become a controlling factor for 

short duration, small yield explosives. The significant portion 

of the impulse is associated with the positive phase. The decay 

of blast overpressure does not follow a typical logarithmic 

decay relation, because the overpressure drops to zero in finite 

time (Figure 1). A quasi-exponential form, in terms of a decay 

parameter, α, and of a time, t, which is measured from the 

instant the shock front arrives, the pressure can be given as: 
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Where p is the instantaneous overpressure at time t, p0 the 

maximum or peak overpressure observed when t is zero, and, 

td, the time duration. The decay parameter is also a measure of 

intensity of the shock system. Equation (2) may also be used 

in the simulation if the decay parameter, α, is specified, for 

example to determine the evolution of the positive phase 

duration as a function of distance from the explosive center. 

In order to tie together the influence of peak overpressure 

and duration to injury and fatality probability, a series of data 

curves were utilized. Figure 2 shows the fatality curves 

predicted for 70-kg man applicable to free-steam situations 

where the long axis of the body is perpendicular to the 

direction of propagation of the shocked blast wave. 

The inputs to the simulation for the suicide bomber are 

the equivalent amount of TNT that the bomber is carrying and 

the initial duration (or α if equation (2) is used) of the blast 

wave at the bomber’s location. Specifying the amount of TNT, 

using the scaling law of equation (1), and the overpressure 

versus distance curve of Figure 1, then allows for the 

calculation of the peak overpressure at any distance away from 

the bomber. Using this peak overpressure and the increasing 

duration given by the scaled baseline data set a new duration 

of the blast wave can be calculated at any distance away from 

the bomber. Using these two pieces of information and injury 

or fatality probability curves, such as Figure 2, an estimate of 

the injury or fatality levels at any location of the bomber can 

be calculated for various crowd formations. 

 

 
Figure 2: Fatality curves as a function of blast wave peak overpressure and positive 

pulse duration [3]. 

 

III. BLOCKERS AND ZONES 

 
Blockage or human shields present in the crowd can play an 

important role in the event of suicide bombing attack. A 

person in front of you, and thus providing a blockage in the 

line-of-sight between you and the suicide bomber, can actually 

save your life by taking most of the shrapnel coming from the 

explosion or by consuming the part of the blast wave 

overpressure PSI. Spatial distribution of individuals in the 

crowd can significantly alter the casualty toll, and different 

crowd formations can yield different outcome with the same 

amount and kind of explosives.   

Persons on the line of sight between a given target and the 

blast point are termed as full blockers. The partial blockers are 

those who are not on the line of sight but their body width can 

cover some part of the body of the person from the blast 

projectiles. To the best of our knowledge, this study is the first 

instance of introducing partial blockers in the blast wave 

simulation.  Figure 3 presents the blockage model. Each 

person in the area is modeled by a line segment, where mid-

point is the position of the person and the length is the 

specified width of the person. Each line in the model is 

represented by the coordinates of the two end points. The line 

between the mid-point of the target and the blast point is 

called the line-of-sight. Each target is represented by a line 

segment termed as body-width-line. The triangle whose base 

is the body-width-line of the target and opposite vertex is the 

blast point and is termed as blast triangle.  

The line segment between the blast point (b1, b2) and the 

center of the target (t01, t02) is constructed and its slope is 

calculated. Assuming all the people are going to face towards 

the blast point at the moment of blast, the body-width-line of 

the target will be perpendicular to the line of sight. The slope 
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of this line is minus of the slope of the line of sight. Using 

simple coordinate geometry, one can easily determine the end 

points of the body-width-line of the target ((t11,t12):(t21,t22)) 

having the mid-point of the line ( (t01,t02) ), the body width and 

the slope of the line. Finding the end points of the body-width-

line of the target, we can easily construct the two other sides 

of the blast triangle. All other people’s body-width-line is 

assumed to have the same slope as the slope of the body-

width- line of the target. Taking this slope and the position 

coordinate and the width, it is trivial to determine the end 

points of the body-width-line of each person.   

 

Figure 3. Full, Partial and No Blockers 

It is also worth noting that all infinite slopes are 

approximated by ±1×10
6
 in the code. To determine the 

blockage we have to see if the body-width-line (representing a 

person) is intersecting with either the line-of-sight or the sides 

of the blast triangle. If a body-width-line is intersecting the 

line of sight, the person represented by this line is taken as full 

blocker. Else, if it is intersecting with either of the sides of the 

blast triangle, the person will be considered as a partial 

blocker. Otherwise the person has no interaction with the 

target.  

To find blockers in 3 dimensional, a Cartesian(x-y-z) plane 

is used as a reference to the distribution of agents. Each agent 

is modeled by a four sided polygon whose dimensions are 

determined by the height and width of the agent. These 

polygons are made to lie parallel to the y-z plane to reduce the 

computational overhead. 

Figure 4 illustrates the concept. There are four planes which 

enclose the cone whose vertex is the bomber position and 

whose base is the 4 sided polygons modeling the agents. The 

cone is called the blast cone and the enclosing planes are 

termed as blast cone planes.  The plane containing this 

polygon is called the agent body plane and the polygon is 

called the agent body polygon.  The four lines segments 

extending from the bomb position and the corner points of the 

polygon are called the blast lines. The algorithm consecutively 

considers all of the agents as a target and checks if the other 

agent is interfering with this target agent from the blast point 

or not. It determines the blockage of an agent if the other agent 

polygon is intruding into the blast cone. A blocker is called a 

full blocker if it is intersecting the line of sight between the 

bomber and the target agent and called a partial blocker 

otherwise.  

To check if an agent is intruding into the blast cone, first 

we find the smallest distance between the line of sight and the 

blast lines from the position point of the agent and the bomb. 

If this distance is less than half of the width of the agent, the 

line apparently crosses the body plane between the polygon 

sides and the agent will be considered as a blocker. If the line 

is the line of sight, it will be the full blocker and if the line is 

one of the blast lines, it will be considered as a partial blocker. 

If the smallest distance from each of the lines obtained is 

greater than half of the width the agent it is not a blocker.  

 

Figure 4. Finding Blockers in 3D 

Injuries that occur as a result of explosions can be 

grouped into several broad categories. We have divided our 

results in six zones, three for lethality and three for injuries. 

Lethal zone one refers to 99% probability of death, lethal zone 

two represent 50% probability of death and the zone three 

counts the persons with 1% probability of death. Similarly, 

injuries are divided into three zones. Injury zone one 

represents the persons who are getting 60 or more 

overpressure PSI, zone two refers to more than 40 and less 

than 60 overpressure PSI and zone three for more than 20 and 

less than 40 overpressure PSI. In general, 60 PSI means severe 

injury like missing body parts, amputation, brain or heart 

rupture or Abbreviated Injury Score (AIS) 3. 40 PSI usually 

refers to the rupture of air-filled organs like lungs and kidney 

or AIS 2, and 20 PSI is usually responsible for minor bruises 

and ear-drum rupture or AIS 1. Persons below the range of 20 

PSI are generally unharmed.  

 

 

Figure 6. Full and Partial Blockers Impact 

Self-explanatory Figure 6 provides the details of the 

respective impacts of the full and partial blockers on the lethal 
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and injury zones. For example, a person within the 50% 

lethality zone blocked by a full blocker will be unharmed or 

the same person blocked by a partial blocker will be 

downgraded to the lethal zone 3 (1% probability of death).  

 

IV. SIMULATION 

 
The simulation is programmed in Visual C++. We choose 

the Visual C++ programming language due to its extensive 

library of graphics and geometry functions (to generate the 

Cartesian grid with agents) and exceptional coverage of code 

integration with other third party tools like MatLab® (to code 

the blast overpressure and explosion models). In the 

simulation, it is assumed that the crowd is uniformly 

distributed throughout the area. The explosive range is 

determined by its weight. Specific simulation inputs are the 

number of individuals in the vicinity, walking speed of the 

attacker, time associated with the trigger, crowd formation, 

pulse duration and the total weight of TNT that is detonated. 

Additionally the arrival time of the explosive pressure front to 

travel from the bomber to any given location may also be 

calculated within the simulation. 

We have considered mostly “open space” scenarios to serve 

as the basis for our crowd formation types (e.g., mosques, 

streets, concerts etc.). Type of injury caused by overpressure 

depends on whether overpressure occurs outdoor in open air or 

within buildings and whether they cause collapse of a building 

or other structure. 

 

 
Figure 7: Nine Possible Crowd Formations 

 

There are nine different settings a user can choose from 

the simulation main screen to estimate the outcome of an 

attack for a particular crowd formation. There are 

formations for Conference, Market, Street, Bus, Concert, 

Hotel, Shopping Mall, Mosque and University Campus. 

These nine settings were derived from the findings of Mark 

Harrison, where the majority of the suicide bombing attacks 

from November 2000 to November 2003 in Israel, occurred 

on the Streets, Cafeterias, Buses or other open spaces [8]. 

Users can also define number of participants (victims), 

number of attackers (suicide bombers), bomb strength (TNT 

weight in pounds), and bomb-timer (if any). Figure 7 shows 

the selection menu for crowd formation styles, and Figure 8 

shows the display after the blast is simulated. 

The display depicts the casualties by red colored icons, 

those with injuries in light red colored icons, and those who 

remain unharmed in the attack are shown in blue colored 

icons. Thus, there are three states of victims after the blast: 

dead, injured and unharmed (but in panic and contributing 

in stampede).   

 

 
Figure 8: Simulation Screen After the Blast 

 
There are three models of the simulation: Level 0, Level 1 

and Level 2. Level 0 (L0) is the basic simulation of blast wave 

without blockage (full or partial), Level 1 (L1) model is with 

the full and partial blockage in 2 dimensions and the Level 3 

(L3) is the full simulation with partial and full blockage in 3 

dimensions (incorporating the height and width of the agents). 

We have divided the models to examine the exact impact of 

blockers and switching from 2D to 3D environment in the end 

results.  

 
V. RESULTS AND VALIDATION 

 
We run the simulation for average case loss scenario for 

all of the models (L0, L1 and L2). The weight of the 

explosives being used in the simulation for following results 

ranges from 1 lb to 30 lbs. The numbers of participants were 

from 20 to 100 and the pulse duration used for each set of 

simulation runs were from 0.5 milliseconds to 2 milliseconds. 

We have also run the simulation for sensitivity analysis for 

bigger crowds like with 500 to 1000 participants. The overall 

impact of blast on number of participants get stabilized as the 

participants increases. For example, the average of participants 

in the lethal zone were 10 with 20 total participants (50%) and 

358 for total participants of 1000 (35.8%). These findings are 

parallel with Moshe Kress findings in [10]. The simulation 

was performed for all nine crowd formations with same 

number of participants and same weight of explosives. The 

height, weight and number of participants were exactly the 

same for each run for all three models of the simulation. 

Following are the average results of 200 simulation runs for 

each crowd formation with different explosive mass, pulse 

duration and the number of participants. 

We were expecting the upper bound of the results with L0 

model, since there is no blockage shield available to people in 

the crowd, so the model should report more injuries and 

deaths. For L1 we were expecting the lower bound of the 

results, since in two dimensions anyone in the line-of-sight 

can provide blockage, thus minimizing the impact of blast 

wave overpressure to the people behind the shields.  
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Figure 9. Casualties and Crowd Formations 

Our expectations for L2 model results were in between L0 

and L1, it should be lower than L0 since it is providing blockage 

shields to the crowd and it should be greater than L1 due to its 

three dimensional capabilities. For example, a child standing in 

front of an adult person in 2D simulation can provide the full 

blockage while he will be providing only partial blockage in 3D 

simulation model. 

Figure 9 summarizes the findings of the percentages of the 

people in the lethal and injury zones with given crowd 

formations. Each set of three bars in Figure 9 represents a crowd 

formation. It is clear to see that L1 model with blockers have 

less number of dead and injured people than L0 (without 

blockers) and L2 has the higher number of death and injuries as 

compared to L1. The behavior of L2 results makes it more 

realistic and close to real life situations. We have also performed 

the simulation runs with 40 and 50 lbs of explosives (though it is 

uncommon to see the pedestrian suicide bombing attack of that 

magnitude). The relationship between the increase in the 

percentage of casualties and injuries with the amount of 

explosive is observed to be piecewise linear. This relationship is 

logical since augmenting the explosive material will increase the 

overpressure pounds per square inch (psi) in the vicinity. 

The average deadliest crowd formation for casualties is 

found to be the Street (Zig-Zag) scenario, where 30% of the 

participants were in lethal zone and 45% in injury zones. Row 

wise crowd formations like Market were found to be the best for 

reducing the effectiveness of an attack, with on average 18% 

crowd in lethal zone and 38% in injury zones. Thus by only 

changing the way crowd forms, we can reduce the deaths by 

12% and injuries by 7% on average. This is really useful where 

we have the control to form the crowd, like on airports by 

placing them in queues, banks, cafeteria, and stadium or in the 

presidential debates or political rallies.  One of the reasons of 

that dramatic change in the casualties is that in row wise 

formations, there are fewer people in the direct line-of-sight with 

the bomber and more people also provide the human shield to 

others by blocking the blast wave.  

To validate our results and to see how close they are with 

the real-life incidents, we have compiled the database of every 

single suicide bombing attack in Pakistan from January 1995 to 

October 2008, 120 incidents in total. Figure 10 shows the 

comparison of the average number of persons killed and injured 

in all of the simulation runs against the suicide bombing attacks 

in Pakistan.  

Clearly, the Level 2 3D model with blockers is more close 

to real-life results than Level 0 with no blockers and Level 1 of 

blockers in 2D. The average injury per fatality ratio in real-life 

incidents is 2.18, that is, for every dead person there are 2.18 

injured people. The number is pretty much consistent in the 

history of modern world, where we have 2.6 injuries per fatality 

ratio in Vietnam War, 2.8 in Korean War, 1.8 in World War I, 

and 1.6 in World War II. Simulation models on the other hand 

had produced 1.9 Injuries per fatality in L0 model, 1.6 for L1 

model and 1.54 for L2 model.  And there is couple of reasons for 

that. First the current simulation does not count secondary and 

tertiary blast injuries by fire, debris, fragmentation and shrapnel. 

Second, the current simulation only accounts for TNT explosive, 

while in the real-life there are quite a few mixtures of explosives 

being used. For example, RDX and TNT mixture in the recent 

suicide bombing attack in Pakistan that claims the life of former 

Prime Minister Benazir Bhutto and the mixture of Ammonium 

Nitrate and RDX in Oklahoma City bombings. Third, simulation 

is not giving the exact number of dead and injured people; 

instead it is giving the number of people in the lethal and injury 

zones based on their probabilities of death and injury. For 

example, a person in the lethal zone 3 with 1% chances of being 

dead is most likely to be injured and not dead, similarly a person 

in Injury zone 3 with 20 PSI can be unharmed. There are 

demographical, environmental and physical characteristics as 

well, that play an important role in the overall toll. For example, 

an infant next to the fire cracker can die while a muscular six 

and half feet person with 250 lbs of weight can survive 1 pound 

of TNT explosion. 

 

 

Figure 10. Models Comparison 
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We expect more realistic results with the incorporation of 

non-human shields, refraction waves, secondary and tertiary 

blast injuries and physical characteristics. However, this 

simulation can provide a good upper bound, lower bound and 

medium estimates of the number of dead and injured for 

emergency preparedness, triage of patients and the required 

number of medical and ambulances facilities for such an event.  

The results are in good agreement for the death count but little 

bit off for injury counts. Beside the aforementioned reasons, one 

of the reasons for this difference can be totally political, where  

governments are tend to show the manipualted figures to 

minimize the aftereffects (like riots, revenge etc) by victim’s 

supporters or a huge cryout in the home state. For example, 

4,000 soldiers have been died in Iraq so far since the invasion of 

the country by US forces in October 2003. Media only 

concentrate on the dead, while, little has known about more than 

250,000 injured soldiers [14]. An injured soldier costs atlesat 

three times more than the dead soldier economically to the 

country. Government has to pay disability and social security 

allownces, and it is a loss of one worker from the labor force, 

thus a loss of one statical value of life, and the injured also need 

a caretaker, therefore another loss of the statistical value of life. 

Given the current geo-political conditions of the world and the 

US on going war in Iraq and Agahnistan, it is more necessary 

than ever to examine and employed the technologies to reduce 

the rate of injured and the dead. Another reason of the gap in the 

number of injured might be the level of injuries – a victim who 

has the minor injury and was able to walk may not have been 

included in the actual count of the injuires in the reallife events.  

We have also performed the sensitivity analysis for all of our 

models. L0 or the basic model results are the same as L1 2D 

model without blockage. And the L1 2D model without 

blockage results are similar to the results of L2 3D model 

without blockage. We recommend to use L0 basic model if there 

is no need of considering the blockage. L0 can also gives the 

upperbound of body count. If blockage has to be considered, we 

recommend using L1 2D model, since L2 3D model contribution 

is statistically insignificant if only considering the blockage in 

the crowd, while, 3D demands more computational power and 

resources. We suggest to use L2 3D model when there is a need 

of blockage with uneven surfaces like stage or stadium, and the 

user has to work on bomb fragments, shrapnel, projectiles, and 

secondary and tertiary blast injuries. 3D model is more realistic 

when used with the majority of blast characteristics. For the 

simple estimates L1 2D model is as good as 3D, while, the L0 

bsaic model can be used for quick estimation for the required 

number of medical and emergency management facilities. 

Announcing the threat of suicide bombing in the crowd can 

only make the condition and the causality toll much worse. 

People will panic and thus increase the possibility of more 

victims in the line-of-sight with the suicide bomber than before. 

People will also try to rush towards the exit gates (thus coming 

closer to suicide bomber in majority of cases) and there will be 

high chances of a stampede.  

 

VI. CONCLUSIONS AND FUTURE WORK 

 

There are a number of lessons we can learn from the analysis 

of this suicide bombing simulation with given crowd formation 

styles. For example, we can reduce the number of fatalities by 

12% and number of injuries by 7% by switching the crowd 

formation from Zig-Zag to Row-Wise formation styles. To avoid 

the stampede in possible crowd formation, we could arrange 

more exit points than normally available to such crowds. 

Suggestions can also be made for architectural design changes in 

the buildings to reduce the count, for example by placing 

entrance and exit gates by X feet away from the main venue, 

victims can be reduced by Y% (the values depends on 

environment, crowd information and the weight of explosive). 

The results can also help to plan for post-disaster management, 

for example, how many ambulance and doctors we will need if 

something like this happen to given crowd or how to direct the 

crowd to behave or run towards particular exit by announcing it 

through loudspeakers. In the light of these findings, the crowd 

can be manipulated in real-life by imposing formation guidelines 

like queues at the airport or by placing the chairs in particular 

order that will block the line-of-sight with any perspective 

attacker with the rest of the crowd. 

The simulation and findings are limited in that it only 

incorporates the primary injuries. Future plans are to add 

secondary effects (e.g., injuries by fire, debris, etc.) to better 

approximate the real world environment and provide more valid 

comparisons with the data of suicide bombing attack aftermaths 

[11]. We will also add the flexibility to create the user defined 

crowd formations with variable number of entrances and exits in 

the future. This paper provides an interesting direction for future 

research to take in investigating the catastrophic event of the 

suicide bomber attack in hopes of making the world a safer 

place. 
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Abstract- Fuel cell electric vehicles are mostly relying on 

operation of their fuel cell and battery system. Single power 
source systems use battery units as backup; however, in 
heavy loads or instances with low State Of Charge (SOC) 
levels, there is a need for other mechanisms to provide 
reliable energy for the system. This paper investigates the 
natural enhanced reliability of operation in an advanced 
system configuration with two downsized fuel cells. The two 
fuel cell configuration brings high fuel efficiency by 
economic load sharing between two fuel cells. The reliability 
of this system configuration is investigated and compared 
with conventional designs of hybrid fuel cell vehicles.  

Keywords: Hybrid Fuel Cell Vehicle, Reliability, Double Fuel 
Cell. 

I. INTRODUCTION 

Recent advancements in fuel cell technology have made 
them suitable candidates for portable applications and 
specifically in vehicles. Electric vehicles take the most 
advantage of fuel cells in different configurations. They 
bring the advantage of longer driving range compare to 
battery-powered vehicles and increase the performance of 
the system by providing fuel-economy configurations. 
Electric vehicles use fuel cells either as the only source of 
energy or they are connected to a backup source of power 
such as battery or ultracapacitors to configure non-hybrid 
or hybrid fuel cell electric vehicles respectively. 
Traditional designs of hybrid electric cars utilize a single 
fuel cell and battery backup. The new configuration of 
two fuel cell power sources in hybrid fuel cell vehicles 
was proposed in [1]. Fuel cells were downsized to provide 
the same amount of power and offered the advantage of a 
highly fuel economic design. Highly efficient driving 
conditions in urban applications were obtained. Figure 1 
shows the double downsized fuel cell vehicle topology. 

 

 
Figure 1, Double downsized fuel cell vehicle topology 

 
One of the major obstacles in commercialization of fuel 

cell vehicles is their low reliability of operation [2] which 
results in a huge reduction in the overall system 
reliabilities. [2] and [3] have conducted research on 

overall reliability of fuel cell vehicles. Reliability analysis 
of a single PEM (Proton Exchange Membrane) fuel cell 
system is studied in [4] and [5]. [6] has focused on the 
reliability analysis of a single Direct Methanol Fuel Cell. 

Reliability of a single source fuel cell system highly 
depends on the operation of the source. Reliability of a 
fuel cell power source follows the Weibull distribution 
that decreases over time. This means that an aged fuel 
system is less reliable. In addition, backup sources such as 
battery units in electric vehicles are designed for transient 
operations and cannot provide energy for long time to act 
as a reliable source. This paper investigates the reliability 
of operation of a two fuel cell source without considering 
the contribution of the battery unit since it is designed for 
a short period of operation.  

In the following sections, reliability enhancement of a 
double fuel cell power source is compared with the 
reliability of traditional designs. The reliability is 
introduced and used for various system configurations. 
 

II. RELIABILITY 

Reliability by definition is “the probability that an item 
will perform its function adequately for the desired period 
of time when operated according to specified conditions” 
[7]. Reliability is defined mathematically as 
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t

dxxftR )()( ,                             (1) 

 
where f (x) is the failure probability density function and t 
is the time period. F(t), the cumulative probability 
distribution function which is also called the failure 
probability, is defined as 
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In reliability analysis, it is assumed that the system have 
the chance to operate without failure during a specific 
period of time. A fuel cell is a two state device which 
either operates or fails during its operation. Configuration 
of components in the system can categorize a network into 
four distinctive cases of series, parallel, k-out-of-m unit 
network and standby redundant system. These systems are 
defined for the convenience of readers. 
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A. Series Network 

If the devices/subsystems of a network are connected in 
series, it is called a series network. In such network, 
failure of any of the components leads to failure of the 
whole system. In the series network, overall reliability of 
this network consisting of k components is calculated by 

 
{ } { } { } { })(1...)(1)(1)(1)( 321 tFtFtFtFtR ks −−×−×−= ,      (3) 

 
where )(tRi  is the ith unit/component reliability 

and )(tFi is the ith component failure probability for 

ki ,....2,1=  and is defined as, 
 

{ } )()(1 tRtF ii ≡− .                          (4) 

 
B. Parallel Network 

If the devices/subsystems of a network are connected in 
parallel, the network is called a parallel network. This 
type of system only fails when all its 
components/subsystems fail to operate; therefore, this 
configuration is used to increase reliability of the overall 
system. The reliability of the overall system is calculated 
by 
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C. k-out-of-m Unit Network 

This type of network contains m units and operates if k 
parallel units operate. The reliability is defined as 
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where )(tR is the unit reliability, m is the total number of 
system units and k is the number of units required for the 
function of the system. 
 
D. Standby Redundant System 

In a standby redundant system, k units are on standby 
while one unit functions. The system reliability in this 
case is calculated by 
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where λ is the hazard rate or instantaneous failure rate 
and is defined as “the rate of change of the failed 
components quantity divided by number of survived 
components at time t” [7].  
 

III. WEIBULL DISTRIBUTION 

Different distributions such as Weibull, Normal, 
Exponential Uniform, Extreme value, etc. have 

applications in reliability engineering analysis. Weibull 
distribution is commonly used for reliability analysis 
related to PEM fuel cell systems [5]. The hazard rate for 
the Weibull distribution is defined as, 
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More details are defined as 
 

1

0)(
−

⎟⎟⎠
⎞⎜⎜⎝

⎛ −
=

β

θθ

β
λ

tt
t ,                           (9) 

 
where β  is defined as the shape parameter, θ  is the 

characteristic life or scale parameter and 0t is the location 

parameter. The probability density function of Weibull 
distribution is expressed as, 
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.                       
The reliability function is expressed as 
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Weibull distribution becomes an exponential case 

when 1=β  (the failure rate is independent of age). In the 
next section the system reliability analysis for the 
proposed configuration of multiple fuel cells in hybrid 
fuel cell vehicle is presented. 

 

IV. RELIABILITY ANALYSIS FOR DOUBLE FUEL CELL 
SYSTEM 

In this section, reliability analysis of one fuel cell is 
formulated and is used for analysis of a parallel network. 
The probability of a single fuel cell is considered “1” at 
the start of operation and is decreased as time increases. In 
(11), β  equals 1 [8] which results in a constant failure rate 

of
θ

λ
1

= , and 0t is zero for a brand new fuel cell unit [9].  

Figure 2 shows the reliability of individual fuel cells 
and the resultant parallel network of double power sources 
for different failure rate values. This figure illustrates a 
case where failure rate of fuel cell #1 is more than failure 
rate of fuel cell 2; therefore, the reliability of fuel cell #1 
decays faster. This figure also shows an improvement in 
the overall reliability of the system which is greater than 
each of fuel cells individually. This demonstrates higher 
reliability of the multiple fuel cell configuration proposed 
in this research.  
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Figure 2, Each fuel cell and the parallel system reliability curves for 

21 λλ >  

 
Figure 3 shows the reliability evaluation of fuel cells 

with the same failure rate values. In this case, both fuel 
cell reliability curves decay with the same rate; however, 
the overall reliability of the parallel system is higher than 
the individual cells. 

 
Figure 3, Each fuel cell and the parallel system reliability curves for 

21 λλ =  

 

Simulations indicate that by using the multiple fuel 
cell configuration not only higher efficiency is gained for 
the system in urban driving cycles, but also a more 
reliable system is achieved by implementing the new 
topology. 
 

V. CONCLUSION 

In this paper the reliability analysis for the new 
configuration of a double fuel cell vehicle was discussed. 
The configuration of double fuel cells in hybrid fuel cell 
vehicles brings the advantage of high efficiency and fuel 
economic operation while enhancing the reliability of 
operation in power sources. Results demonstrated that 
higher reliability was obtained in the system by 
downsizing the fuel cell power source. 
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Abstract: In power systems that are restructured on the 
basis of system reliability or the costs, various methods can 
be employed for allocating the spinning reserve to various 
generating units.  
This paper firstly describes two methods for allocation of 
reserve power: 

• a cost-based method  
• a reliability-based method   

and secondly, presents a combined method that 
simultaneously considers both reliability and the costs.  
After reviewing the results of each method, a new method 
will be presented that can be applied in the restructured 
power system. To demonstrate the results of various 
methods, this research has used the IEEE network model 
RTS (Reliability Test System) with 24 Bus bars. 
 
Keywords and Phrases:  Spinning Reserve (SR), Allocation, 
Reliability, Cost, Restructuring, Risk 
 

1. Introduction 
 The main purpose of any power system is to secure the 
uninterrupted, economical, and reliable provision of electrical 
energy to satisfy the demands of the small and large 
consumers (customers).  Because of social patterns, life-styles 
and behavioral patterns, modern societies are dramatically 
dependent on continuous access to electrical energy.  
 Because of unpredictable failure or malfunctioning of 
some system components that are beyond the control of 
engineers, the continuous and uninterrupted availability of 
electrical energy requires special equipments that cost money.  
Increased investment in planning and operating phases may 
reduce the probability of power outage and interruptions in the 
supply of energy to consumers. 
 Excessive capital investment increases the operating 
costs and necessitates a corresponding boost in the tariffs or 
schedule of rates; and this violates the economical constraints. 
Conversely, if investment is below a certain level, then 
reliability will be decreased that costs the loss of customers. 

Making a sound decision on reliability and economic 
constraints is a critical problem for system management in 
both planning and operating phases and always a main 
concern of the managers of system operations.  

For reliability of power networks in restructured 
systems, various models are studied, one of which is 
outsourcing for power system reliability from the market of 
peripheral services.  Important problems that are considered in 
this market are: reactive power and voltage-regulation 
services, spinning reserve, non-spinning reserve, frequency 
control services etc. 
 In this context and direction, to achieve the desirable 
levels of the indicators of network reliability, one of the main 
challenges of the power systems is designing a model to 
quantify the necessary and sufficient levels of required 
services and regulate the planning for acquisition of the 
services. 
 As an important component of the peripheral services, 
SR needs special attention, and one of the main problems is 
the method of determining the optimal level of SR in any 
power system. Previous research in operating a power system 
has offered several methods.  However, the quantity of SR is 
not the only factor that influences the system reliability, as the 
method of allocating the SR to various production units is also 
important and deserves particular attention.  
 

2. Methods of Allocating the SR 
 In operating a power system, the operator is strictly 
required to consider certain constraints. Ignoring these 
constraints can cause great damage and loss. Reliability is one 
of the critical constraints that demands particular attention 
otherwise customer base and profitability will be seriously 
endangered.  
 2-1 Risk-Based SR Allocation Method (RBSRAM) 
In this method, optimized allocation of SR is achieved by 
optimizing Unit Commitment Risk(UCR).  
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 Using a Capacity Outage Probability Table (COPT), the 
reserve capacity is calculated on the basis of  UCR for various 
allocations, and the allocation scheme with lowest risk is 
selected as the allocation that provides highest reliability. 
 
Related constraints are as follows: 
(a) The Constraint for Reserve Capacity of the System: 
This constraint shows that the sum of spinning reserve of all 
generating units should be equal to the SR capacity needs of 
the system. 
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Where, 
Ngi      is the number of generating companies in the power 
market for allocation i 
Nbi      is the number of generating buses in allocation i 
gsrgbi  is the available SR from unit g in generating bus b in 
allocation i 
Tsr is the required capacity of SR for the desired level of 
system reliability 
 

(b) The Constraint for Reserve Capacity of the Unit: 
This constraint shows that SR capacity of each unit should be 
less than or equal to its maximum output. 
 

max
srgbisrgbi gg ≤

                           (2-2) 

Where, 

max
srgbig is the maximum SR  generated by unit g in 

generating bus b for allocation i 
To calculate the risk, we utilize the COPT table. ].2[  

 
2-2 Cost-Based SR Allocation Method (CBSRAM) 
In restructured environments, cost is the central issue, and the 
invariant goal of higher profitability persuades all companies 
to search for methods that minimize the cost. In cost-based 
allocation method, the objective is selection of the optimal SR 
allocation from the set of all possible allocations. This is 
achieved by minimization of the total cost with respect to the 
limits of SR capacities of various generating units.    In this 
method, risk is not considered. [1] 
 Once the constraints (2-1) and (2-2) is satisfied, the 
objective function is formulated on the basis of the cost: 
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Where, 
 SRCi Total cost of the SR of the system in allocation i 
 

2-3 Hybrid SR Allocation Method (HSRAM) 
In optimal SR allocation, companies and operators should 
carefully consider reliability otherwise substantial losses, in 
terms of opportunity costs may incur in the power system. 
 
Cgbi(gsrgbi) cost curve of SR of generating unit g in 
generating bus b in allocation i 
 But ensuring reliability via observance of its respective 
constraints is also costly, therefore a trade-off is needed to 
minimize the total costs, i.e. minimize the sum of SR 
generation and reliability costs. In other words, the minimum 
cost of SR generation plus the opportunity costs of the 
involved risks define the optimal SR allocation.  Reliability 
cost is defined as the lost potential revenue due to outage of 
generating units.  
 Provided the constraints (2-1) and (2-2) are observed, the 
optimization is formulated as follows:[1] 

iii SRCUCRRCTC += )(min          (2-4)  

Where, 

iTC
     

is the total cost   

)( iUCRRC
 

is the
 
reliability cost for SR allocation i  

iSRC
  

is the SR cost for allocation i  

The flowcharts of all three methods of spinning reserve 
allocation are shown in Fig. (1) below.  
 

 
Fig. (1) –Flowchart for Three Algorithms of SR Allocation 
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Fig. (2) – Flowchart of SR Allocation in Restructured Systems 
 
 
2-4 Our Proposed Method for SR Allocation in 
Restructured Systems 
Opportunity cost is not significant in restructured systems, 
because in such systems, the operator chooses from the set of 
Market offerings an allocation that has the least cost and at the 
same time, satisfies the reliability requirements. In this 
context, a new method for SR allocation in restructured 
systems is presented in the following.  In this method the 
operator assigns the greatest weight to the cost constraint and 
evaluates the least cost allocation as the optimal choice.  The 
difference between this method and the cost-based method is 

that the cost-based method disregards the risks involved in 
conditions of choosing or selection of the allocation. But in the 
proposed method, the operator chooses the allocation that 
firstly, has the least SR generation cost, and secondly, satisfies 
the reliability constraint. 
 For this purpose, the operator should consider all offers 
of SR generation in the market, and prepare a sorted list in 
ascending sequence of cost. Then he needs to perform the 
following loop until the criteria for both cost and reliability are 
satisfied: 
Step 1: For the desired level of SR, choose from the least 
expensive offer(s).  
Step 2: Calculate the risk for the chosen candidate(s).  
Step 3: If the risks satisfy the reliability criterion, select the 
chosen candidate(s). Stop■ 
Step 4: Go back to Step 1 and choose from the remaining 
offerings.  

 
Figure (3) – Schematic Diagram of IEEE-RTS Network 

Table (1) – Generating Units in SR Market 
Unit 
Number 

Bus Company Capacity 

(Mw) 

Price 
($/Mw) 

224 22 3 50 30 
225 22 3 50 30 
226 22 3 50 30 
153 15 2 12 45 
154 15 2 12 45 
155 15 2 12 45 
11 1 1 20 50 
21 2 1 20 50 
22 2 1 20 50 
23 2 1 76 50 
24 2 1 76 50 
231 23 2 155 45 
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3. Studies on IEEE Reliability Test System (RTS) 
The methods described in this paper were studied using the 
IEEE RTS test system. [3] 
 The typical network of IEEE-RTS consists of 24 buses. 
This network includes 10 generating buses, 10 load buses, 33 
transmission lines, 5 transformers, and 32 generating units. 
Total network capacity is 3405 Mw and the daily peak load is 
estimated at 2850 Mw. 

Table (2) – Various Cases of SR Allocation 
Alloc. 

No. 
Company 

SR Capacity 
(Mw) 

1 20 
2 165 1 
3 100 
1 95 

2 
2 190 
1 135 

3 
3 150 
1 150 
2 35 4 
3 100 
1 215 
2 20 5 
3 50 

 

 
Fig (4) – Risk Curve of the System, for 4th Allocation  

 
The system is divided among 3 generating companies: 
1. Generating Company 1 with 11 generators on buses 1, 2, 

and 7.  
2. Generating Company 2 with 13 generators on buses 13, 

15, 16, and 23.   
3. Generating Company 3 with   8 generators on buses 18, 

21, and 22. 
Required reserve capacity is estimated at 10% of the peak 
load, or 285 Mw. 
 After surveying the energy market   12 generating units 
were chosen that are shown in Table (1). 
All three methods of SR allocation were tested on the IEEE 
RTS system and the results are as follows: 
 
3-1 Risk-Based SR Allocation Method (RBSRAM) 
The objective of RBSRAM is to select the allocation with 
minimum risk from a set of available allocations. The required 
SR of the system was assumed to be about 10% of the peak 
load.  This method does not require the consideration of cost 

on selection of the SR allocation.  From the 12 remaining 
generating units in the market, and combining the units, 5 
cases of allocation were derived with the following risks 
(Table 3):  

Table (3)- Risk of Various Allocations 
Alloc. Risk% 
1 0.002682833769 
2 0.002682833814 
3 0.002682182671 
4 0.002682182488 
5 0.002682182791 

 
Fig. (5) – Plot of Allocations’ Risk 

 
It can be seen that the 4th allocation has the lowest risk, and 
according to RBSRAM, this allocation should be selected as 
the optimum choice.   Fig (4) shows the probability that 
several units go out of service simultaneously is very low. 
 
Table (3) shows the risk associated with various allocations of 
285 Mw.  The 4th allocation has the lowest risk when the 
system load is 2850 Mw.  
 
In Fig (5), the allocation numbers and their respective risk are 
plotted.  It can be seen that the allocations 3, 4 and 5 are very 
close together, while the 4th allocation has the least risk.  
 
3-2 Cost Based Spinning Reserve Allocation Method 
 For constant SR capacity, if the risk of Unit 
Commitment is not considered, then the allocation with the 
least SR cost should be selected. 
 To provide for a constant SR capacity, we can depict 47 
different combinations of the generating units. The units in 
these 47 combinations are grouped in 5 SR allocations. 
 Using the CBSRAM method, the allocation number 3 
that has the least cost is selected. In this allocation, ISO 
purchases 135 Mw from unit 1, and 150 Mw from unit 3. 
Table (4) shows the SR cost of various allocations.  In Fig (6), 
the horizontal axis shows the allocation number and the 
vertical axis shows the cost of providing the SR for each 
allocation. The cost for allocations 1 and 3 are less than the 
cost of other allocations, and in allocation 3, the cost is 
minimum.  Though allocation 3 has the minimum cost, but its 
risk is unacceptable.  This risk is equal to the opportunity cost 
(unrealized profits or the imposed costs.   In selection of the 
optimal allocation, both risk factor and the cost should be 
minimized, and this is the goal of the Hybrid SR allocation 
method (HSRAM). 
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Table (4) – SR Cost for Various Allocations 

Allocation No SR Cost 
1 11425 
2 13300 
3 11250 
4 12075 
5 13150 

 
Fig (6)- Plot of Allocations’ SR Cost 

 
 

3-3 Hybrid  SR Allocation Method (HSRAM) 
 In this method, the goal of SR allocation is to minimize 
the sum of reliability cost and the SR cost. It is assumed that 
the risk cost is modeled by the following linear function.  
  

4510)( 7 EUCRUCRRC +×=  

Using the HSRAM method, the total cost for each allocation is 
summarized in Table (5) and is shown in Fig (7). The total 
cost of allocation number 3 is minimum ($ 88071.82671). 
 It can be seen that the CBSRAM also produced the same 
result. This is due to the high reliability of the network that 
minimizes the risk, and applying the respective risk cost. In 
general, these two methods may not necessarily produce the 
same results.  
 In Fig (7), the horizontal axis shows the allocation 
number and the vertical axis shows the total costs of SR and 
risk. The total cost for allocations 1 and 3 is less than the cost 
of other allocations, and the cost for allocation 3 is the 
minimum. 
 
 

Table (5) – Combined costs of SR and Risk 
Cost ($) Alloc. 

Number 
 

Risk Risk SR Total 
1 0.002682833769 76828 11425 88253 
2 0.002682833814 76828 13300 90128 
3 0.002682182671 76821 11250 88071 
4 0.002682182488 76821 12075 88896 
5 0.002682182791 76821 13150 89971 

 
 

 
Fig (7) – Plot of SR+Risk costs for Allocations 

 
3-4 The Method of Allocating Spinning Reserve in 
Restructured Systems 
 In restructured systems, the goal of SR allocation is to 
find the allocation with minimum SR allocation cost while its 
risk is acceptable. 
 To perform this procedure that is based on algorithm 
flowchart of Fig (2), the operator firstly sorts in ascending sequence 
of cost, the list of participating units in the SR market.  The 
proposals of various units for SR costs are shown in the Table (1). 
These units are sorted in sequence of the costs derived in Table (6). 
 The least cost combination is when 150 Mw is purchased 
from the unit 3 and 135 Mw from unit 1. With this selection, 
the COPT table is prepared for the network under study and 
the risk is calculated for this case. To ensure that the network 
reliability constraint is satisfied, a permissible risk level, (α), is 
defined, and in COPT table, where the available capacity 
matches the load demand, the value of risk is compared 
against α and the risk should be less than α (risk < α).  
According to references [2] and [4], the permissible value of α 
is 0.001.  If the risk is higher than α, then the next allocation 
with a higher SR allocation cost will be considered. Again, the 
COPT table should be formed on the basis of this allocation 
and its respective risk is re-calculated…   
 This sequence of operations are repeated until the 
condition of (risk < α) is satisfied. The first allocation that 
satisfies this condition will be selected as the optimum choice.   
 Selection of the 4th allocation yields a risk of 
0.002682182488 and all other allocations produce a risk that 
exceeds the permissible value.  Hence, we select the allocation 
that creates the minimum risk as the optimal allocation thereby 
reliability of the system is maximized.  Using this method, the 
4th allocation would be chosen as the allocation that will have 
the lowest risk.  
 

4. Analysis of the Results 
4-1 RBSRAM Method 

• Using the RBSRAM method, we obtained an 
allocation that provides the lowest level of risk. This 
method can greatly enhance the reliability but in the 
system under our study, the risk-factors of all cases 
were within the permissible limit. 

• Figure (5) indicates that the allocations 1 and 2 have 
higher risks, because the units chosen for SR 
provision had the higher risk of outage.  
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• Figure (5) also indicates that the system risk for 
allocations 3, 4, and 5 are close together and allocation 
4 has the minimum risk. Since the difference of the 
risks is negligible, any one of these allocations that has 
the lowest SR cost can be selected. 

• It is seen that the risk of allocations 3, 4, and 5 are lower 
than that of the allocations 1 or 2. In these three 
allocations, more units lend themselves to  SR provision. 

• In allocation number 4 that has the least risk, units 
with 12 Mw, 50 Mw, and 76 Mw are chosen  that 
have a lower probability of outage. 

4-2 CBSRAM Method 
• Considering the Fig (6), it can be seen that SR 

provision cost of allocation 3 is the lowest, and 
allocation number 1 is next to that. 

Table (6) – Generating Units in the SR Market  
In sequence of Price 

Unit 
No. Bus Company 

capacity 
)Mw( 

Price 
)Mw/$( 

224 22 3 50 30 
225 22 3 50 30 
226 22 3 50 30 
231 23 2 155 45 
153 15 2 12 45 
154 15 2 12 45 
155 15 2 12 45 
11 1 1 20 50 
21 2 1 20 50 
22 2 1 20 50 
23 2 1 76 50 
24 2 1 76 50 

• According to the results obtained from CBSRAM 
method, the allocation number 3 was found to have 
the least cost. In this allocation the units with lowest 
price were used. 

4-3  HSRAM  Method 
• Fig (7) indicates that allocations 3 and 1 have the 

lowest combined costs of risk and SR provision.  
• It is seen that the cost of SR provision has a higher 

impact on the final cost, and this is due to   high 
reliability of the system under this study that has 
reduces the impact of risk in various allocations. 

 
4-4 The method of SR allocation in Restructured systems 

• In restructured systems, where the risk or opportunity 
cost is meaningless and insignificant, a wise operator 
should search for an allocation that creates the least 
cost. In this approach, he should also consider the 
reliability constraint. In other words, he should select 
an allocation with the least cost that satisfies the 
permissible risk. 

 
4-5 Comparison of the Results Obtained in Various Methods 

• Execution of the RBSRAM algorithm is far more 
difficult and time consuming than the CBSRAM 
algorithm.  Therefore, in highly reliable networks, 
like the network in our study, the cost based 
algorithm CBSRAM is more suitable. 

• In systems with low reliability, the RBSRAM algorithm 
is more suitable as it upgrades the reliability. 

• The hybrid algorithm (HSRAM) yields an allocation that 
has the least total costs of SR provision and risk, and the 
selected allocation is, in a way, the optimal selection. 

• The new method for restructured systems presented 
in this paper minimizes the costs and satisfies the 
reliability constraint, and additionally, can be 
performed very quickly.  This method is 
recommended for cases that the system operator is 
not concerned about the opportunity costs. 

• Due to standard characteristics of the RTS networks, 
and the low probability of outage that is due to highly 
reliaility, both algorithms HSRAM and CBSRAM 
produce identical results. 

• The results obtained for restructured systems and 
those obtained from the cost based method were 
identical, because all selectable allocations were 
associated with the same low risk. 

 
5. Conclusion and Recommendations 

 From the results of various algorithms, we can highlight the 
following points: 
 
Due to varying degrees of importance associated with the 
outage of various loads, it seems reasonable to have the units 
with low probability of outage serve the more important loads. 
 
To avoid the high traffic in transmission lines, the risk of the 
transmission line outage may be considered, too. 
 
Regarding network incidents, any sudden load surge on each 
bus may be considered as a network fault. This allows us to 
calculate the network risk of such situations. 
 
For provision of the total network reserve, the consumer side 
reserve of some buses can be utilized.  In other words, when a 
network fault occurs, the consumers of power may reduce 
their loads thereby help the system in restoring its balance. 
 
Since the costs of risk for industrial and residential loads are 
different, the spinning reserve of a power network should be 
allocated in such a way that loads with high-cost- risk are 
protected against outage threats.  We propose that in addition 
to probability of unit failure, future studies should take into 
consideration the probability of   transmission line failures and 
the failures of high-voltage substations.  
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Abstract-In the current presentation we would like to propose a 

method for collecting of stereovision data which can be extended 

to robust regression technique for multi-image stereo correlation 

of microscopic data. 
  

3D Stereo vision has evolved in the last 30 years from a theory to a real 

application. Getting its motivation in one side from topography and space 

imagining and on the other from robotics the stereovision approach for 

recognition and measurements has been extensively studied and developed 

[1-3]. The purpose of this paper is to propose a stereo vision approach for 

micro and nano-measurements. Recently the interest on that area has been 

raised significantly and several publications appeared [4-14]. In this paper the 

authors would like to outline a method of collecting stereovision data and to 

point out on a clear opportunity for improvement of the collection of data 

which would eventually resolve multiple problems with ambiguities and 

occlusions in the stereo correlation algorithm. 

 

APPROACHES 

Stereo vision is based on two images of an object taken from two slightly 

different view point. To achieve that it is possible to follow two approaches – 

watching the object from two different optical systems located near to each 

other or moving/rotating the object and taking both images from two (or 

more) positions of the object.  

For the purpose of optical microscopy the first approach can be achieved 

using classic stereomicroscopy technique [4]. The second approach needs 

some special additions to be implemented. As the depth of view of classic 

microscopy is relatively small two options are needed – first a pinhole to 

increase the depth of view of the microscope and a special microscope stage 

which provide adjustable rotation to allow rotation against a defined axe in 

the specimen which lay in the focus plane of the microscope. 

A stage which can be inclined in different angles is designed. The axe of 

rotation of the stage is placed higher then the stage plate so that the angle 

change does not defocus the specimen. 

The actual stage allows adjustment of the bottom plate of the stage in a way 

that the specimen is positioned properly in the focus plane of the microscope 

in all angles. 

 

 
Fig 1. Scheme of single optics stereoscopic micro-

measurement system. 

 

Fig 2. Micro-stage mechanical implementation and image. 

The stage allow regulation of the vertical position of the 

specimen (screws 2) and fixation of the angle on both 

directions (screws 1). 

 

 

 

The actual tolerance for the inclination angle is to be adjustable so different 

granularity of the surface can be observed without significant occlusions from 

stereo-correlation. 

 

CALIBRATION OF A STEREO-MICRO-MEASUREMENT SYSTEM 

Model for calibration should handle two important issues - Calibration of 

camera projection and distortion model and calibration towards epipolar 

constraints. Rectification process is important to reduce “false” matching 

points and potential occlusion or ambiguity issues. Nevertheless due to 

mechanical implementation of the angle changing stage it may lead to small 

tolerances in the calibration (Deviations of order of magnitude 1-2px over the 

range of 1280pxs may take place). The described mechanical mistake in angle 

definition is discussed in Resolution section. To avoid the problems involved 

by the mechanical imperfection a relaxed rectification approach is used. The 

matching is done in a rectangular area instead of strictly following epipolar 

lines (see Fig 3.) [17]. 
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Fig 3. Correlation region (Black rectangle - left is the 

correlation BOX, Blue rectangle – right is the correlation 
area, red line – right is an example epipolar line). 

 
RESOLUTION AND PRECISION 

Horizontal resolution X, Y direction of the measurement is defined 
(practically) by the resolution of the used sensor. The Z direction (depth) 
resolution depends on sensor resolution and observation angle difference. 
Usually a sub-pixel estimation of the correlation is used in most 
implementations which may deliver 0.1 even 0.01 pixels according to some 
authors [9]. Significant impact on the precision of the measurement can be 
attached to the noise of the sensor. The disparity range obtained in angles of 

10
o
 is of order of magnitude of up to 10 pixels. With the discussed above sub-

pixel precision one can expect resolutions in the Z direction of 100 to 1000.  
PRELIMINARY RESULTS 

To outline the possibilities of the proposed measurement technique few 
experiments with optical materials obtained in the department of Physical 
chemistry [15] have been done. 
   

 

 
Fig4. Surface of SiO2 dotted with Sm. Scanned 
and stereo-reconstructed with the stereo micro 

vision system. 
 
Correlation of the images has been done with a custom assembled procedure 
based on comparison of gradients and phase of the images using Minimum of 
Squared Differences. 
 

( ) ( )[ ]∑ ΔΔ+Δ+Δ−=
square

yxyx IIIId
222)1( αα  

Where 
jijix III ,1,1 −+ −=Δ , 1,1, −+ −=Δ jijiy III and α is chosen to 

be 0.5. 
Bidirectional matching for elimination of ambiguities has been applied. To 
avoid need of rectification, searching has been done in a rectangular area. 
Obtained results have been checked for epipolar constraints [17] (see Fig. 3). 
This approach practically combines stereo-correlation with epipolar 
calibration. 
 
Another interesting option may be provided using SEM images of one 
specimen obtained from different angles of observation. 

  
Fig 5. Left image and reconstruction of SEM of a Cu 

coated surface Stereo correlation from images with 15o 
rotation of the stage magnification used is x5000. 

   
 

FUTURE DEVELOPMENT 
Once having observed a defined object from different points it sounds 
reasonable to extend the proposed approach to collect multiple images from 
many different angles. Following Radon transformation[18] approach used in 
Computed tomography one can imagine similar approach in light microscopy 
with tilting stage. 
A simple device extension of the current stage is in development at the 
moment which will give the possibility to collect multiple images from 
different observation angles. For that purpose a precise synchronization of a 
mechanical actuator moving the stage is the main focus of current efforts.  
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Abstract- Distance interaction among educational communities 

is becoming increasingly important.  Courses and talks are shared 
among institutions and individuals who are located in different 
places.  The Telepresence tool, developed by Eafit and 
Universidad del Quindío, permits course sharing among the 
institutions.  Instructors from one institution can teach students of 
the other one, thereby sharing the positive features of each course. 
In this paper, we present the recent improvements of the 
Telepresence tool.  We also report on the use of the tool in a 
Multi-Variable Calculus course, designed in accordance to the 
Teaching for Understanding (TFU) pedagogical framework..  

Keywords: Telepresence, distance education, Multi-Variable 
calculus, Teaching for Understanding 

 

I. INTRODUCTION 

The Telepresence tool aims at supporting distance-education 
processes through the application of pedagogical concepts, 
such as TFU and the use of novel technologies (high-speed 
networks and shared virtual environments), in order to create 
teaching environments that allow the instructor and students to 
interact remotely. 

 
Currently, most distance-education processes are mostly 

based on web-published contents. Interaction among the 
instructor and the students happens in an asynchronous 
manner, using forums or e-mail.  We claim that this interaction 
is not appropriate to explain complex concepts. Experiences 
reported in [1], [2], [3], [4] and [5], show that the use of shared 
virtual environments with a Telepresence tool has fostered 
interesting interactions among the instructor and the students, 
that would be difficult to attain even in face-to-face education.  
Additionally, when students interact with virtual objects, the 
abstraction effort is reduced, thereby fostering the acquisition 
of knowledge and skills.  

 
In a similar manner, designing the courses following TFU, 

allows the instructor to focus on the development of 
competences and skills in students, and this is a fundamental 
objective of current education systems. The pedagogical 
models used in distance-education are mostly based on 
traditional approaches.  In other cases, the pedagogical 
approach is reduced to the interaction with a technological tool. 
The use of TFU allows the instructor to keep a log of each and 
every student’s progress, and to focus on the development of 
competences and skills of the course at hand. These type of 

experiences that involve pedagogy and technology allow for a 
rapid incorporation of novel technologies, such as Virtual 
Reality and high-speed networks. Our experience with this 
project has been that successful practices can be shared 
between institutions when using the Telepresence tool. The 
ultimate goal of the project is to create and maintain a 
repository for creating and sharing learning objects among 
institutions. 

 

II. THE TELEPRESENCE TOOL 

When using our Telepresence tool, instructors create a 
shared virtual environment that allows the instructor and the 
students to interact from remote places. The tool allows users 
to load graphic files to support teaching, and, more 
interestingly, to load a 3D interactive simulation of the concept 
at hand.  The 3Dcontents are currently created using Java3D.  

 
The most important enhancements of the Telepresence tool, 

implemented both by Eafit University and Universidad del 
Quindío, are presented in the next subsection. 

 
A. Networks 

Developers from Universidad del Quindío have implemented 
a multi-point communications protocol that allows one 
instructor to communicate with several groups located in 
different places.  These changes were done by extending the 
previous network protocol.  A new message server was added 
creating a local cache of the remote users. 

 

B. Learning Objects 

We have also implemented a program that packs each 
content as a SCORM learning object, based on the RELOAD 
Editor (http://www.reload.ac.uk/new/editor.html). The example 
of that object is shown on Figure 1.  These contents can be sent 
to remote users, when the content is not stored locally. 

 
After the content is sent, the tool will allow users to interact 

over the 3D scene. 
 

C. Mathematical contents 

 
Members of another Project at Eafit University have 

developed a 3D calculator.  The calculator allows users to  
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Fig. 1.  Example of a SCORM-packaged content loaded in 

Telepresencia tool. 
 
write the equation of a function involving X, Y and Z 

variables, and plots the corresponding surface.  This software 
is written in C++.  In order to add the functionality of the 3D 
calculator to our Project (written in Java), we are making use 
of JNI, a software tool that allows a Java program to call 
functions written in C.  This allows the Java program to 
retrieve a mesh of points in space that will be later plotted in 
the Telepresence tool using Java and Java3D.  Cartesian, polar, 
spherical and cylindrical coordinate systems can be used. This 
functionality was requested back in 2005, when the 
Telepresence tool was used in a course on Physics for Civil 
Construction professionals. 

 

D. Handling voice and video 

The current teleconferencing system is based on the “Java 
Media Framework” (JMF), which has not been updated since 
2003. Since we are not aware of other java based applications 
for handling voice and video, we are considering the use of 
external tools.  We are currently evaluating several platforms, 
including: jffmpeg, jvlc and FMJ. The first tool to evaluate will 
be JVLC, based on VLC.  JVLC provides an API that can be 
used directly from the Telepresence application. VLC is, by 
itself, a video-stream server.   

 
A new Graphical User Interface has been proposed (see 

Figure 2), it   allows the instructor to switch easily among 
contents, without the need to close and re-open the application. 

 
Lastly, since the development group is distributed 

geographically, we are using a code repository in GoogleCode 
in order to keep the current version. 

 

III. INSTRUCTIONAL DESIGN 

 
The quality of the contents that are included in the tool have 

the utmost importance for the group. Since TFU is used as  

 
Fig. 2.  GUI of the Telepresence tool. 

 
pedagogical framework, all members of the research group 

received instruction in the basis of the framework. 
 

A. Teaching for Understanding - TFU 

Several pedagogical studies have explored methodologies to 
teach instructors adopt strategies that allow students to attain a 
better and more profound learning. One of these studies is the 
one led by researchers of Project Zero, at the Graduate School 
of Education at Harvard University, who have formulated the 
Teaching for Understanding (TFU) pedagogical framework.  
TFU proposes  both instructors and students to participate 
actively in building and acquiring knowledge [9]. Ausubel, 
when creating the meaningful learning approach, suggests that 
learning implies a restructuring of ideas and concepts within 
the student’s cognitive structure [7], [8], [9].  Ausubel also 
proposes the use of Conceptual Maps as a strategy to acquire 
new concepts.  Concept Maps (CM) serve as organizers of 
previous knowledge and as a strategy to approach new 
concepts. Concept Maps can increase meaningful learning, 
helping the student to discover new relationships between the 
new concepts and those existing in his/her cognitive structure.  

 
When a student is exposed to learning new concepts, 

knowledge has to be presented in a way that captures his/her 
attention. In this sense, Ausubel [7] provides the following 
criteria to structure teaching: (i) Knowledge to be learned has 
to be clear and explicit, presented in a language according to 
the student’s previous level, (ii) The student has to have the 
previous relevant knowledge, (iii) the student has to choose to 
learn meaningfully, in other words, he/she has to be motivated 
towards learning.  When a student learns, he/she builds 
meanings, i.e., organized cognitive structures that are related to 
current knowledge, thereby producing meaningful learning.  
When relationships are established in an arbitrary form, or are 
not generated at all, memorization learning takes place.  
Memorization learning is easily forgotten.   

 
One of the strongest motivations that human beings have in 

order to attain a concept, is the possibility of applying it in the 
solution of existing problems. In order to attain this goal, the 
student must have an appropriate set of pedagogical tools.  In 
TFU, the “portfolio” is used.  The portfolio is a collection of 
activities and tangible resources that the student uses and 
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builds during his/her learning process; it is the student’s 
learning log.   

 
The construction of a portfolio can be divided in three 

phases: (i) Concept Exploration (ii) Guided Research and (iii) 
Final Performance.  In each of them, students show their work 
to their peers, the instructor and experts.  The different phases 
are described next: 

 
1) Concept Exploration. The student’s environment is 

explored in relation with the topic at hand. In this phases the 
individual or group’s interests become evident.  

2) Guided Research: Each student or group, with the help of 
the instructor, selects a Project in which to apply the concepts 
of the concept at hand. 

3) Final performance: Students present their findings and the 
solution they have implemented. They present the 
performances they have done during the project.  

 
The portfolio is built by students and they use it either to 

revise concepts or cognitive relationships, or to form new ones.  
 
The instructor’s relationship with the student plays a very 

important role in the learning process.  He/she has to favor the 
presentation of new knowledge in an orderly and appealing 
fashion, and should try to foster the student’s interest on 
learning by applying teaching strategies that encourage 
learning.   

 
TFU integrates various pedagogical theories [6] in order to 

Foster the students deep understanding of the proposed 
contents, particularly those that are fundamental when building 
the knowledge of the subject.  For this purpose, it is important 
to link the students’ interests with meaningful real-life 
situations. TFU does not propose a unique way to be applied, 
and for this reason the way how knowledge is presented to the 
student and the instructor’s own understanding play a key role 
in the process. 

 

B. The course 

The way how we relate to our environment and the capacity 
to extract various properties from the objects in it, are key 
issues in the teaching-learning process.  Based on these ideas, 
the course on Multi-Variable calculus was chosen, since it 
allows students create relationships between the environment 
and the mathematical concepts, as well as the concepts covered 
in other courses in the same semester.  For this reason, the 
instruction modules to be used with the Telepresence tool were 
designed based on the syllabus of the Multi-Variable Calculus 
subject. Figure 3 presents the training process of TFU for 
teachers of Calculus in Universidad del Quindío 

 

C. Course design under the TFU 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 3.  Training on TFU for the whole research team – June  

2008. 
 
The Multi-Variable calculus course is part of the 

Engineering Curriculum at the universities that take part of the 
Project. The design of the course was built around the question 
“How can I apply Calculus in my field of study?”. With this 
question we try to encourage students to relate the course with 
other subjects in their curricula, and also with concrete objects 
in their environments. As part of the course, the students look 
for real-life objects that can be modeled with the equations 
covered in the course.  

 
Calculus-related concepts that are particularly important are: 

vectors on the plane and vectors in space, partial and 
directional derivatives, multiple- and line-integrals. These 
concepts lead to the concept of "surface", therefore, students 
appreciate how the surface's concept is key for understand the 
Multi-Variable calculus course. In this course, students are 
asked to establish relationships between real-life objects and 
the concepts of the course. For this reason the concept of 
surface was defined as one of the key concepts. 

 
For each concept in the course, several ways were proposed 

for students to demonstrate their deep understanding:  
 
1) Concept Exploration. Students created an idea network, in 

which students put together the ideas they have about calculus 
and how it’s related to their life. Concrete applications of 
calculus in various engineering fields were presented by the 
instructor.  During this exploratory phase, students chose a 
problem to be solved by them.  The problem was supposed to 
be related to their field of study.  

2) Guided Research. Students starting solving the chosen 
problem, using the course contents and the technological tools 
to support the process. During this phase, students created a 
report with the problems they faced and the solutions they 
found 
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3) Final Performance. Each student demonstrated his/her 
understanding in a final Project that was presented to their 
peers.  

 

IV. THE USE OF THE TELEPRESENCE TOOL IN THE MULTI-
VARIABLE CALCULUS COURSE 

One of the main objectives of this Project is to use the 
Colombian high-speed network (called RENATA). It links the 
research community in the country with the international 
research community, as a platform to run our Telepresence 
tool. The added value of the use of RENATA as 
communication platform is its power to Foster communication 
and collaboration among the various communities involved.  

 
RENATA is the academic high-speed network in Colombia.  

It is linked to other academic high-speed networks in the world 
and allows the Colombian academic community to share data, 
information, lab equipment and transfer large amounts of data 
with other communities in our country or abroad. Also, 
RENATA enables the use distant of lab equipment and access 
to academic information between Universities in Colombia.  

 
The Telepresence tool, running over RENATA, will allow 

an instructor from Eafit University to teach a Multi-Variable 
calculus to students in Universidad del Quindío. It will also 
allow an instructor from Universidad del Quindío to teach 
students at Eafit University. In both cases, the instructor and 
the students will interact in a shared virtual environment. The 
3D content to be used are being built by the development 
groups. 

 
 

CONCLUSIONS 

The opportunity to integrate academic and technical groups 
from different universities, each with different perspective on 
the education process makes the collaborative work more 
enriching and interesting. Some of the highlights of the current 
collaborative work are: 

 
1) Pedagogical training on TFU of the math instructors 

involved with the experience.  
2) Training on the use of virtual resources by the instructors 

that take part of the design of the Multi-Variable Calculus 
course at both institutions. 

3) Collaboration and integration of the two development 
groups in creating a stable single code base.  

 
This integration will result on an improvement of the 

teaching process of the Multi-Variable Course at both 
universities, as well as a better utilization of the available 
technological resources by the students at both universities.  

This project will foster the use of new technologies in the 
teaching-learning processes that are built on top of high-speed 

networks like RENATA.  Our goal is to continue improving 
the Telepresence tool in order to make possible new and novel 
ways of interaction between the instructor and the students. 
High-speed networks should allow the academic communities 
to share learning objects and promote the integration and 
collaboration of academic communities in our country and 
abroad. 
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Abstract-To acquire basic data for lifetime estimation, tensile 
test, which is a type of mechanical test of ACSR, is required. By 
identifying the correlation of such tensile test results to aging and 
performing statistical processing, the lifetime can be estimated. 
Regression analysis is the most commonly used statistical 
processing method. 

In this study, we performed ACSR tensile test on sound wires, 
wires deteriorated by artificial flame, and deteriorated wires 
collected from forest fire sites. The limit of lifetime analysis was 
selected as the 20% loss point of rated tensile strength which is the 
standard set by Canada’s Ontario Hydro Research  

 

I. INTRODUCTION 

In Korea, there are many cases in which ACSR have been 
installed as power transmission lines or overhead lines a long 
time ago; in this situation, interest in the remaining lifetime of 
cables is rising. [1, 2] 

In addition, if power transmission lines are deteriorated by 
forest fire or resulting flames, the zinc plating on the zinc 
plated steel cables may be damaged or lost resulting in rapid 
corrosion which not only adversely affects the tensile strength 
of the steel cables but also it is likely that the property of the 
steel cable itself will be altered. 

Since ACSR are installed in a variety of environments 
encompassing clean areas, contaminated areas, salt sea areas, 
salt contaminated areas etc. and vary in time after installation, 
there are tremendous difficulties in estimating the lifetime of 
cables deteriorated by flames while the extent of corrosion 
differs due to the influence of such environments. Thus. we 
assume that a wide variety of factors affect the lifetime of 
power transmission cables. 

Since the ACSR cables are built from an outside layer of 
aluminum conductor  and an inside core of zinc plated soft 
steel cable, the aluminum forms an oxidization layer due to 
atmospherically corrosion while being exposed to the 
atmosphere after installation, the mechanical tensile strength of 
aluminum was reported to decrease logarithmically while the 
decrement ratio of the zinc plated steel cable’s tensile strength 
was reported to decrease exponentially since the corrosion 
proceeds while the zinc is lost. [3]. 

ACSR power transmission cables will be not only subject to 
loss of tensile strength due to corrosion and fatigue but also 

subject to rapid corrosion if exposed to flames which results in 
oxidation of the steel cable and therefore the tensile strength 
will be decreased. While the heat might increate the strength of 
the steel cable, the properties of the steel cable’s material itself 
will be altered so that it loses the properties of a steel cable. In 
addition, its expansion rate, which is a measure of expansion 
upon being heated appropriately heated, increases so that the 
entire power transmission line expands;thus, wear or fatigue 
may accumulate due to frequent collision between conductors 
resulting in shorter lifetime of the power transmission line. 

Therefore, in this paper, we attempt to estimate the lifetime 
of ACSR power transmission lines subject to flames based on 
the lifetime estimates from destructive testing performed 
together with nondestructive testing and by researching 
lifetime estimation using the tensile strength decrease rate 
which is a mechanical testing method forming the basis of 
lifetime analysis. 

 

II. ACSR POWER TRANSMISSION LINES LIFETIME ANALYSIS 
USING REGRESSION  

To estimate the lifetime of ACSR power transmission lines 
subject to flames as pursued by this research, the lifetime 
estimation of generic power transmission lines has to be 
reviewed first. It would be possible to attempt estimation of 
ACSR lifetime through regression analysis on data acquired 
through tension tests to analyze the relationship between aging 
and tension loss rate as a direct method. As an indirect method, 
eddy current testing method can be used. Such test results will 
be explored through the test results on Ontario Hydro. 

Tensile strength testing was performed on each conductor 
sample collected from the power transmission line; the aging 
of sound cables was set to 0 and the aging to tensile strength 
loss ratio calculated relative to that of sound cables. Here, the 
lifetime estimation function according to the regression 
analysis results is as follows: 
 

1.41 0.024xY e +=                                                       (1) 

 
 Lifetime analysis is also conducted using the torsion 

malleability test. This is done by doing the test on conductor 
samples taken from installed power transmission lines and 
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sound cables. The lifetime is estimated from the resulting data 
of aging to number of torsions from multiple conductors based 
on the average value of malleability tests on the outer layer of 
steel cables. Here, the formula for lifetime estimates according 
to the torsion malleability test is as follows. 

 
1.86 0.02740 xY e += −                                                      (2) 

 

III. LIFETIME ESTIMATION OF ACSR BY TENSILE STRENGTH 
ANALYSIS 

We have studied the lifetime estimates of ACSR lines by 
applying regression analysis on aging, tensile strength loss rate 
and the number of torsions from Canada’s Ontario Hydro 
Research. Each result shows that there was a slight difference 
in the years of estimated lifetime. In addition, the results were 
not specific but presented in average lifetimes estimated by 
extracting samples from single layered structures. 

Therefore, in this research, we intend to estimate the lifetime 
of ACSR lines exposed to flames by only using the tensile test 
results.  

In this research, we will perform lifetime estimates by only 
using the tensile strength results. The tensile strength tests were 
performed on samples including sound cables, cables subject to 
artificial flames and cables recovered from forest fires. 

 
A.  Sampling and Experiment Method 

 

To understand the description of samples, each is named as 
shown on Table 1. 

 
Table 1. Remarks  

NEW Sound cable 

PH Cable deteriorated by forest fire flames

AF_00 Artificial fire contacted with sample 

AF_10 Artificial flame of 10cm from sample

AF_20 Artificial flame of 20cm from sample

 
The sound cable called NEW is new cable purchased 

directly from the manufacturer’s factory; tensile strength test 
was performed on this cable without any treatment.  The cable 
called PH is a collected sample which was deteriorated by 
forest fire; it refers to 10 specimens each collected at a distance 
of 10m from a removed cable of 100 m total length. The 
specimen called AF is a sound cable exposed to artificial 
flame; AF_00 refers to a condition in which the artificial flame 
and the sample were in direct contact ; AF_10 and AF_20 
mean that the sample and the artificial flame were separated by 
10[cm] and 20[cm],respectively.  

The tensile strength of such samples was tested using a 
tensile strength tester. Fig.1 below shows the artificial flame 
test in progress; the flame’s size is ca. 20 [cm]. Fig.2 shows the 
tensile strength test; the test sample’s length is 50 [cm] the 

parts fixed on the jig are 5[cm] at both ends while the tension 
speed is 100[mm/min]. 

 
 

Fig. 1. Shape of Artificial fire equipment 

 

 

Fig. 2. Equipment of mechanical test 

 

B. Lifetime Estimate Using Aging to Tensile Load Loss Rate 

by Standard 

 
A piece of cable recovered from a forest fire was installed 20 

years ago. It was used as a sample for estimating the lifetime of 
ACSR power transmission lines exposed to flames. We 
analyzed the cable’s condition and conducted tensile strength 
and torsion tests to estimate the cable’s lifetime. Since these 
cables have no reference point, it is impossible to estimate their 
lifetime directly. Therefore, we compared and reviewed cables 
by applying identical mechanical experiments on sound cables 
and cables deteriorated by artificial flames. 
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In addition, the lifetime estimation function for cables was 
based on reference [4] which estimated the lifetime not 
according to flame but the years elapsed after installation and 
the environment of the installation area.  

The regression analysis can be categorized into linear 
regression analysis and nonlinear regressing analysis, 
respectively.   As in the case of Canada’s Ontario Hydro 
Research, we assume that, in a diverse set of samples with 
aging reaching from 19 to 70 years, nonlinear analysis can 
derive an advantageous result and that there is no problem in 
analysis using Canada’s nonlinear function’s results under 
situations like those in Korea, we used nonlinear regression 
analysis in this research. Fig.3 shows the tensile strength loss 
ratio for each of the 5 types of samples. Here, NEW and AF 
cables each show the rate of tensile strength change under 
artificial flame exposure while for PH cable, the change of 
tensile strength according to forest  fire flame is shown for 10 
samples. 

Fig.4 shows lifetime analysis using Formula (1) on tensile 
strength loss rate calculated from cable collected from forest 
fire exposed to flame. Here, the black part is the tensile 
strength change rate of 10 samples collected from a forest fire 
site; the tensile strength values in case of 20 years of use period 
are superimposed. The curves labeled from 10% to 90% show 
the results of Formula (1) in percentage. Here, to find the 
lifetime estimation point, the point where the average value of 
the test sample’s tensile strength on the 30% curve meets the 
80% RTS curve is the lifetime estimation point. The x 
coordinate of this point is the lifetime estimate in years. 

In addition, (a)~(j) of Fig.5 are the lifetime estimation curves 
derived using the tensile strength change rates by distance from 
flame and flame exposure time when artificial flame is applied. 
The black rectangle symbol shows the tensile strength change 
rate for each sample; as shown roughly in Fig.3, even at the 
same flame exposure time, the tensile strength change rate is 
shown to differ according to distance from the flame. Here, 
from bottom to top, the  curves are for sound cables, 
AF_20,AF-10 and AF_00. In addition, the tensile strength 
change rates are shown for 20 years for comparison with forest 
fire samples. 

Lifetime from (h) of Fig.5 can be estimated as follows: 82 
years for the bottom sample which is a piece of sound cable; 58 
years for the sample exposed to flames 20[cm] away; and, 
while not accurate, 35 years for the sample exposed to flames 
10[cm] away. For the sample subjected to artificial flames, 
making an estimate is not possible. 

 
C. Analysis and Discussion of Test Results 

 
The estimated lifetime of cables in years was analyzed by 

the nonlinear regression result of the rated tensile strength to 
each sample’s tensile strength. Based on a lifetime of 82 years 
of sound cables, this lifetime analysis has been performed on 
collected cable samples replaced due to deterioration by forest 

fire and samples which were exposed to artificial flames 
according to time. 

The cable used as samples was collected after subject to 
oxidation fire; as shown on Fig.4, differences were found 
depending on the place of collection. We assume that this is 
because the forest fire did not occur on one location but moved 
by wind or firewood thus affecting cables differently; as shown 
in this figure, the average lifetime can be estimated to 65 years. 

 
 

 
Fig. 3. Loss of tensile strength 

 

Fig. 4. Tensile strength loss for life-time 

  
 

 
(a) Artificial flame application-2 min 
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(b) Artificial flame application-4 min 

(c) Artificial flame application-6 min 

 

(d) Artificial flame application-8 min 

 

(e) Artificial flame application-10 min 

(f) Artificial flame application-15 min 

(g) Artificial flame application-20 min 

(h) Artificial flame application-25 min 

(i) Artificial flame application-30 min 
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(j) Artificial flame application-40 min 
 

Fig. 5. Tensile strength loss for life-time 
Estimation of AF 

 
In addition, the lifetime estimation curve by distance and 

application time on cables with artificial flame applied is 
shown in detail on Fig.5; we see that, the cable lifetime 
decreases not only with longer exposure time to artificial flame 
but also with shorter distance to the flame. We assume that this 
phenomenon occurs since the zinc plating on the steel cable is 
lost due to flame; therefore, not only does corrosion occur 
which results in the steel cable’s loss of tensile strength but 
also is the property of the steel cable material changed 
therefore affecting the loss of tensile strength. Therefore, if 
such cable sustaining damage from flame is not replaced but 
used for a long time remaining installed, we presume that rapid 
corrosion will occur on the steel cable thus resulting in severe 
loss of tensile strength. In addition, the loss will be larger on 
installation sites such of coastal or contaminated areas. 

Therefore, in order to compare such conditions in a concrete 
manner, we summarized the lifetime estimates for sound 
cables, cables collected from forest fires, and cables with 
artificial flames applied, as shown on Fig.6. 

If there are cables exposed to flames in the future, the 
replacement status of cables should be determined by 
estimating the changes in tensile strength loss rate as shown by 
the result of such experiments. This will enable a more stable 
and reliable power supply. 

Finally, to increase the reliability of the nonlinear regression 
analysis used here, more samples and aging are required; 
therefore, we assume that, by continuous mechanical testing of 
cables in the future, we will be able to achieve more reliable 
results. 

In collecting field samples, the selection of parts for 
collection is deemed important together with keeping storage 
of new cables at the time of installation and the recordkeeping 
of cable history since systematical sampling is required. In 
addition, the installation environments should be categorized 
into clean areas, salt water areas, salt contaminated areas, 
industrial areas etc. to facilitate more comprehensive studies. 

 

Fig. 6. Life-time Estimation 

 
 

IV. CONCLUSION 

The purpose of this research was to estimate the lifetime of 
ACSR power transmission cables deteriorated by forest fire; 
for lifetime estimation on general aging , the formula derived 
from research of Canada’s Ontario Hydro Research was used. 
Bu applying the separation distance between flame and cable 
and the tensile strength change rate varying according to flame 
exposure time, the lifetime varying by flame extent was 
estimated. 

In particular, to estimate the lifetime of cables deteriorated 
by forest fire using the results of this research, the tensile 
strength’s rate of change for each case was tested using an 
artificial flame generator; by comparing the two cases to each 
other, we acquired comparative data from which the extent of 
deterioration on cables deteriorated by forest fire can be 
estimated. 

Therefore, the key of this research is the tensile strength 
change rate of each case; the comparative results for lifetime 
estimation are as on Section 3 above. By acquiring 
experimental data for a variety of conditions in the future and 
collecting such data on a database, we will be able to estimate 
lifetime by simply collecting cables deteriorated by forest fire 
and checking its tensile strength change rate. 
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Abstract - Most of the causes of the failures of power 

transformers in operations are mechanical defects due to 
vibration. To identify these causes, the vibration phenomenon 
was measured from the power transformers in operation in the 
substations under the Daejeon Power Transmission District 
Office of KEPCO. The measurement was performed in a 6x4 
structure on one side of the transformer. The vibration of the 
measured points was presented in 2D and 3D, and analyzed. The 
results according to the period in use of the transformer and the 
load applied to the transformer were analyzed. These results will 
be used as basic data to establish the vibration standard for the 
power transformer. 

 

I. INTRODUCTION 

 
In 1842, James Joule explained the magnetostrictive 

phenomenon, which is a property of a material that causes it 
to change its shape when it is subjected to a magnetic field 
[1]. A device with a mechanical exciting force is 
accompanied by resonance when the external vibration 
frequency is equal to the natural frequency. Changing the 
natural frequency of the device by attaching a heavy object to 
it to change its mass or by connecting a differently shaped 
object such as a T-structure to it can be a measure to endure 
the specific vibration frequency [2]. An electric frequency of 
multiples of 120 Hz generated by the magnetostrictive 
phenomenon of the inner iron core is emitted outside through 
the transformer enclosure. At this time, the resonance is 
increased by the frequency equal to the magnetostrictive 
phenomenon frequency of the transformer enclosure [3-4].  

This resonance can cause mechanical defects, but there are 
few data on the vibration of the power transformer in 
operation in Korea. To solve this problem, the vibration of the 
single-phase 154kV transformers in operation was measured 
so that the analysis results can be used as basic data for the 
vibration standard for the power transformer. 

 

II. MEASUREMENT AND ANALYSIS OF THE VIBRATION 
OF THE TRANSFORMER IN OPERATION 

In this study, the vibration level of a power transformer in 
operation was measured in compliance with the KS A 0603 

standard (1998 Vibration Level Measurement) and KS B 
07114 (2001 Mechanical Vibration and Impact: Mechanical 
Installation of the Accelerometer). A RION PV-95 
accelerometer, a RION UV-06A charge amplifier, and a B&K 
pulse data acquisition/analysis device were used in the 
measurement.  

The vibration measurement system was constructed as 
shown in Fig. 1 [5]. For the noise of the transformer, the 
audio frequency range for a human being is 20Hz – 15 kHz. 
In particular, the physical strength of the sound is determined 
by the sound pressure, but the strength felt by a human being 
varies also according to the sound frequency. The measured 
frequency range was set at 0Hz - 3.2 kHz (Step = 1 Hz).  

 

 
Fig. 1. Vibration measurement system 

 
Thirty-two transformers were selected for measurement 

according to the period of their use: 15 transformers with a 
period in use of less than 10 years; 12 transformers with a 
period in use of 10 years or more but less than 20 years; and 
five transformers with a period in use of 20 years or more but 
less than 30 years. The 32 transformers in use were installed 
in nine substations. The operation conditions, installation 
conditions, and load capacity at the time of the measurement 
were also used in the data analysis. One hundred twenty 
vibration data were acquired at intervals of 0.5 s for 1 minute, 
and their trend was observed. Fig. 2 shows the instantaneous 
vibration data for Transformer No. 1 in Substation E, and Fig. 
3 shows the trend of the vibration data for Transformer No. 1 
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in Substation I for 1 minute, And Fig. 4 shows the 
instantaneous vibration data for Transformer No. 1 in 
Substation I, and Fig. 5 shows the trend of the vibration data      
for Transformer No. 1 in Substation I for 1 minute.  

 

Fig. 2. Vibration data for Position No. 1 of Transformer No. 1 in 

Substation E 

 

Fig. 3. Vibration trend at Position No. 1 of  

 Transformer No. 1 in  Substation E for 1 minute  

Fig. 4. Vibration data for Position No. 6 of Transformer No. 1 

in  Substation I 

Fig. 5. Vibration trend at Position No. 6 of Transformer No. 1 

in Substation I for 1 minute 

 
 

The results of the vibration level measurement for the first 
transformer in each substation are shown in Fig. 6. Table 1 
shows the peak value of the vibration level according to the 
frequency of the first transformer in each substation. As 
shown in Fig. 6, the transformer in Substation E generated the 
largest vibration, whereas the transformer in Substation I 
generated the smallest vibration. This result showed that a 
longer period in use generates a larger vibration. This is 
deemed to have been not only because the transformers had 
defects, but also because the transformer was not sufficiently 
supported by the old auxiliary equipment. 

 
 

Fig. 6. Vibration levels of the No. 1 transformers  

 
 
Fig. 7 shows the vibration map that exhibits the vibration 

on the side of Transformer No. 1 in Substation E, wherein the 
highest vibration level was measured at the rear left side for a 
frequency of 120 Hz. Fig. 8 shows the vibration map for 
Transformer No. 1 in Substation I. Fig. 7 shows the overall 
vibration of a transformer with a long period in use, and Fig. 
8 shows the partial small vibration of a transformer with a 
short period in use.  
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Table 1. Vibration Levels of the No. 1 Transformers by Frequency 

(Unit: mm/s) 

 120 Hz 240 Hz 360 Hz 480 Hz 

A 1.87 0.38 0.39 0.44 

B 1.95 0.29 0.70 1.53 

C 0.86 1.65 1.07 0.44 

D 0.81 1.15 0.43 0.45 

E 6.12 5.00 2.19 0.97 

F 3.08 0.67 0.33 0.16 

G 1.64 1.04 0.79 0.44 

H 2.23 1.86 0.25 0.29 

I 0.62 0.28 0.46 0.32 

 
 

 
(a) 120Hz 

 
 

 
(b) 240Hz 

 
 

 
(c) 360Hz 

 
(d) 480Hz 

Fig. 7. Vibration of Transformer No. 1 in Substation E 

 

(a) 120Hz 

 

 
(b) 240Hz 

(c) 360Hz 
 

 
(d) 480Hz 

Fig. 8. Vibration of Transformer No. 1 in Substation I 
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The vibration level according to the manufactured year and 
by manufacturer was also analyzed. Fig. 9 shows an example 
for Manufacturer A, wherein the vibration level clearly 
increases according to the increasing period in use for 120 Hz 
but not for 240 Hz, 360 Hz, and 480 Hz. The example for 
Manufacturer B in Fig. 10 shows almost no change in the 
vibration level according to the period in use, which is 
deemed to have been because the transformer was designed in 
sufficient consideration of the effect of vibration. The 
example for Manufacturer C in Fig. 11 shows a high vibration 
level for the transformer with a long period in use, and on the 
contrary, recently installed transformers that show a high 
vibration level. 

 

 
Fig. 9. Vibration level by manufactured year for Manufacturer A 

 

 
Fig. 10. Vibration level by manufactured year for Manufacturer B  

 
Fig. 11. Vibration level by manufactured year for Manufacturer C 

 
The observed fluctuation of the vibration level under 

different loads is shown in Fig. 12. The vibration level did not 
change much vis-a-vis the load fluctuation, except for some 

transformers wherein the change was large. Therefore, it is 
deemed to have been due to the installation condition or other 
factors. 

 
Fig. 12. Vibration level by load 

III. CONCLUSION 

 
 

Changes in the vibration level according to the period in 
use and the load were observed in single-phase power 
transformers in operation. All the transformers showed high 
vibration levels at a frequency of 120 Hz. There was a high 
risk of resonance at 120 Hz for the transformer enclosure, but 
it did not appear to have been significant. It is deemed to have 
been largely due to the damping of the structure. Some 
transformers in Substation E showed vibration levels higher 
than those of the other transformers, although there was no 
concern for the resonance phenomenon. It seems that one of 
the reasons why the resonance phenomenon did not increase 
was the resonance-resistant design of the transformer. 
Standards for transformer vibration measurement and 
evaluation can be established in the future based on the 
measurement and analysis of the vibration level of the 
transformers in this study. 
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Abstract- Video Surveillance is an omnipresent topic 
when it comes to enhancing security and safety in the 
intelligent home environments. In this paper we propose a 
novel method to detect various posture-based events in a 
typical elderly monitoring application in a home surveillance 
scenario. These events include normal daily life activities, 
abnormal behaviors and unusual events. Due to the fact that 
falling and its physical-psychological consequences in the 
elderly are a major health hazard, we monitor human 
activities with a particular interest to the problem of fall 
detection. Combination of best-fit approximated ellipse 
around the human body, horizontal and vertical velocities of 
movement and temporal changes of centroid point, would 
provide a useful cue for detection of different behaviors. 
Extracted feature vectors are finally fed to a fuzzy multiclass 
support vector machine for precise classification of motions 
and determination of a fall event. Reliable recognition rate 
of experimental results underlines satisfactory performance 
of our system. 

 

I. INTRODUCTION 

Intelligent video surveillance systems are receiving a 
great deal of interest especially in the fields of personal 
security and assistance. The fundamental capabilities of a 
visual surveillance system are to provide recognition 
trajectories of the moving objects in the scene, and to use 
them for further processing.  In the past few decades, 
vision-based surveillance has been extensively applied on 
industrial inspection, traffic control, security systems, and 
medical and scientific research. One of the application 
areas of video surveillance is monitoring the safety of 
elderly in home environments.  

Human society is experiencing tremendous 
demographic changes in aging since the turn of the 20th 
century. And in most of our countries elderly people 
represent the fastest growing segment of the population 
and this trend will increase over the next years. 
According to a report of U.S. Census Bureau, there will 
be a 210% increase in the population with age of 65 and 
over within the next 50 years [1]. In the case of elderly 
people living on their own, there is a particular need for 
monitoring their behavior, such as a fall, or a long period 
of inactivity. A fall incident not also causes many 
disabling fractures but also has dramatic psychological 
consequences that reduce the independence of the person. 
It is shown in [11] that 28-34% elderly people in the 

community experience at least one fall every year, and 
40-60% of the falls lead to injury. Thus with the 
population growing older and increasing number of 
people living alone, supportive home environments able 
to automatically monitor human activities are likely to 
widespread due to their promising ability of helping 
elderly people. Nowadays, the usual solution to detect 
falls is wearable sensors. These autonomous sensors are 
usually attached under the armpit, around the wrist, 
behind the ear’s lobe or at the waist. These devices 
integrate accelerometer and/or inclinometer sensors and 
can monitor velocity and acceleration, vertical posture 
toward lying posture. However the problem of such 
detectors is that older people often forget to wear them, 
indeed their efficiency relies on the person’s ability and 
willingness to wear them. Moreover in the case of 
noncontact sensors, they often provide fairly crude data 
that’s difficult to interpret. Computer vision systems track 
the resident using cameras installed at vantage locations 
and attempt to detect a fall event based on image-
processing algorithms that are designed to identify 
unusual inactivity [3].  

In this paper we present a novel video analysis based 
approach for monitoring human activities with a 
particular interest to the problem of fall detection. The 
reminder of the paper is organized as follows: in section 
II we briefly review some existing vision-based fall 
detection systems, in section III our proposed system is 
introduced and more technical details are described. 
Experimental results are represented in section IV. 
Section V draws conclusions and outlines future work 
directions. 

 

II. RELATED WORK 

Recently some research has been done to detect falls 
using image processing techniques. A simple method was 
used in [5], [6] based on analyzing aspect ratio of the 
moving object’s bounding box. This method could be 
inaccurate, depending on the relative position of the 
person, camera, and perhaps occluding objects. The 
works in [2], [7] used the normalized vertical and 
horizontal projection of segmented object as feature 
vectors. To overcome occluding objects problem, some 
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researchers have mounted the camera on the ceiling: Lee 
[8] detected a fall by analyzing the shape and 2D velocity 
of the person. Nait-Charif [9] tracked the person using an 
ellipse and inferring falling incident when target person is 
detected as inactive outside normal zones of inactivity 
like chairs or sofas. Rougier [4] used wall-mounted 
cameras to cover large areas and falls were detected using 
motion history image and human shape variation. Other 
systems used the audio information or using 3D trajectory 
and speed of head to infer events [11]. These mechanisms 
tend to be more complex and need more additional cost. 
Despite the considerable achievements that has 
accomplished on this field in the recent years, there are 
still some clear challenges to overcome. To address 
limitations, this paper presents a novel approach which 
aims not only to detect and record fall events, but also 
other postures in a home environment with a considerable 
recognition rate. The main contributions of this paper are 
as follows: 
• One of the major challenges of vision-based systems is 

the perceived intrusion of privacy because of the way 
that image data are transmitted and analyzed. To 
circumvent intrusion of privacy problem, the captured 
images in the proposed method are immediately filtered 
at the first level into motion features, which encapsulate 
only the motion vectors of the subject. Visual images 
are not stored or transmitted at any stage of the process 
so that it is impossible to reconstruct the abstract 
information back into the original image. 

• Visual fall detection is inherently prone to high levels 
of false positive as what appears to be a fall might not 
be a fall, but a deliberate movement towards the ground. 
In other words, most of current systems [6], [7], [9], 
[10] are unable to discriminate between real fall 
incident and an event when the person is simply lying 
or sitting down abruptly. This paper presents an 
approach which is not inherently prone to false 
positives. This is because it incorporates an efficient 
classifier in assessing the presence of fall events.  

• To simulate real life situations, we considered 
comprehensive and various movement scenarios 
consisting normal daily life activities such as walking, 
running, bending down, sitting down and lying down, 
some abnormal behaviors like limping or stumbling, 
and also unusual events like falling.  

 

III. PROPOSED SYSTEM 

This paper proposes a novel method for monitoring 
human posture-based events in a home environment with 
focus on detecting three types of fall. Our approach 
exploits computer vision techniques to detect and track 
people inside a single room with a single camera for 
classifying different postures and detecting falls. Since 

we are interested in analyzing the motion occurring in a 
given window of time, firstly we need to obtain the 
segmentation of moving objects. Therefore, a background 
estimation procedure is performed to separate motion 
from background. After the silhouettes are acquired, the 
next step involves extracting features and tracking their 
patterns over time. Because of the dependence of 
classification results on efficient representation of images 
by the feature vectors, this procedure is a determinant 
factor in the performance. Since changes in the human 
shape can discriminate if the detected motion is normal 
(e.g. the person walks or sits) or abnormal (e.g. the person 
falls), we analyze the shape changes of the extracted 
silhouettes in the video sequence. It seems that 
combination of approximated ellipse around the human 
body, horizontal and vertical velocities and temporal 
changes of centroid of human body; would provide a 
useful cue for detecting different behaviors. The extracted 
features will then be fed to the fuzzy multi-class support 
vector machine for precise classification of motions. 

 
A. Foreground Segmentation 

Background subtraction is a particularly popular 
method for motion segmentation and attempts to detect 
moving regions in an image by differencing between 
current image and a reference background image in a 
pixel-by-pixel fashion. In order to human segmentation 
and extracting the moving objects; here we use a 
background subtraction method described in [15], which 
is fairly robust and gives appropriate results on image 
sequences with shadows and highlights.  

 
B. Feature Extraction 

One of the issues of major importance in a recognition 
system is feature extraction, i.e., the transition from the 
initial data space to a feature space that will make the 
recognition problem more tractable. Intuitively, the 
human shape appears to be a good feature to look at as it 
captures the motion of most of the body parts. So we 
analyze the shape changes of the extracted silhouettes in 
the video sequence. To this aim, three main features that 
retain the motion information of the actions and can be 
easily obtained are selected to form the feature vector. 

 

1) Best-fit Ellipse 
When a motion is detected, an analysis on the moving 

object is performed to detect a change in the human 
shape, more precisely in orientation and proportion. The 
person is then approximated by an ellipse using moments 
[4]. An ellipse is defined by its center ),( yx , its orientation 
ș and the length a and b of its major and minor semi-axes 
[13]. The authors believe that this representation is rich 
enough to support recognition of different events. For a 
continuous image f(x, y), the moments are given by: 
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The center of the ellipse is obtained by computing the 
coordinates of the center of mass with the first and zero 
order spatial moments. Then the centroid ),( yx is used to 
compute the central moment as follows: 
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The angle between the major axis of the person and the 
horizontal axis x gives the orientation of the ellipse,   and 
can be computed with the central moments of second 
order: 
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Values Imin and Imax, (the least and greatest moments of 
inertia) are computed by evaluating the eigenvalues of the 
covariance matrix [10]: 
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Then the major semi-axis a and the minor semi-axis b 

of the best fitting ellipse are given by [6]: 
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With a and b, we can also defined the ratio of the 
ellipse ρ = a/b (related to its eccentricity). Fig. 1 shows 
examples of the approximated ellipse of the person in 
different situations. In order to detecting changes in the 
human shape discriminate an abnormal behavior from 
other normal activities, two values are computed: 
• The orientation standard deviation σθ of the ellipse: 

If a person falls perpendicularly to the camera optical 

axis, then the orientation will change significantly and 
ıș will be high. If the person just walks, ıș will be low.  

• The ratio standard deviation σρ of the ellipse: If a 
person falls parallelly to the camera optical axis, then 
the ratio will change significantly and ıρ will be high. If 
the person just walks, ıρ will be low.  
Note that ıș and ıρ are computed for a 2 second 

duration (approximately 60 frames). As Fig. 1 
demonstrates, the orientation standard deviation of the 
ellipse and also the ratio standard deviation of the ellipse 
are completely distinctive for different postures.  

 

2) Vertical/Horizontal Velocity 

The velocity in the vertical direction (Vv) and in 
horizontal plane (Vh) are calculated and then two 
parameters were determined: peak velocities, and lead 
time of fall activities, defined as the time between both 
velocities exceeding the peak velocity of the normal 
activity (e.g., 1 m/s) and the time when the vertical 
position of the body reached either the height of the 
mattress or minimum. 

 
   Fig. 2.  Absolute Peak Velocity in Horizontal and Direction 

There are two main observations for all the normal 
activities. Firstly, peak Vh and Vv are limited within 1m/s 
range, as shown in Fig. 1. Secondly, it was found that 
these peak velocities did not occur at the same time. 
However, for all fall activities, in contrast to the normal 

           
                   Walk                               Run                                       Stumble                             Limp                               Bend down                         Sit down 
           ıș =1.16, ıρ=0.18            ıș =2.53, ıρ=0.24                ıș =5.14, ıρ=0.56                ıș =8.32, ıρ=0.53               ıș =19.32, ıρ=0.47           ıș =16.17, ıρ=0.62 

    
                                      Forward Fall                              Backward Fall                                 Sideway Fall                                   Lie down 
                                     ıș =9.10, ıρ=0.72                      ıș =13.56, ıρ=0.81                            ıș =11.87, ıρ=0.79                       ıș =12.13, ıρ=0.70 

Fig. 1.  Approximated Ellipsis of Different Human Postures 
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activities, the peak Vh and Vv tended to occur 
simultaneously. Besides, both Vh and Vv were found to 
exceed the 1 m/s range at about 300-400 ms before fall. 

 
   Fig. 3.  Absolute Peak Velocity in Vertical and Direction 

 

3) Temporal Changes of Centroid 

Centroid is an effective way to estimate object motion 
in space. We choose to track the centroid because it is a 
potentially powerful and intuitive pointing cue if it can be 
obtained accurately, and has a large movement during a 
fall. Our proposed method tries to estimate a person's 
centroid in every frame of a video sequence and further 
infer his/her attentive behavior. 

 
Centroids can be computed as temporal averages of a 

series of events. To localize the centroid of the person, 
firstly silhouette is enclosed by minimum bounding 
rectangle and then the centroid point (xc,yc) of the 
bounding box is marked in each frame: 

The sequence of centroid points over successive frames 
forms this part of our feature vector. The curves obtained 
from sequence of successive centroid positions are shown 

in Fig. 5. Notice that the movement of centroid is 
computed for a 2 second duration. We can infer from Fig. 
4 that the trajectory of centroid is completely different in 
ten scenarios. For example when fall starts, a major 
change occurs in vertical direction and the centroid point 
has meaningful fluctuations, but while walking or running 
movement of centroid is not so sensible.  

 
C. Posture Classification 

The Support Vector Machine (SVM) is a new and 
promising classification technique. Basically, there are 
two types of approaches for multi-class SVM. One is 
considering all data in one optimization formulation; the 
other is constructing and combining a series of binary 
SVMs, such as One-Against-All (OVA), One-Against-
One (OVO) and DAGSVM. OVO is constructed by 
training binary SVMs between pairwise classes. Thus, 
OVO model consists of k(k-1)/2  binary SVMs for K-class 
problem. Each of the k(k-1)/2  SVMs casts one vote for its 
favored class, and finally the class with most votes wins. 
Furthermore, to resolve unclassifiable regions and 
improvement of recognition rate, we introduce fuzzy 
version of OVO SVM. 

 

1) Conventional OVO SVM  
Although pairwise SVMs reduce the unclassifiable 

regions but they still exist [16]. In pairwise SVMs, we 
determine the decision functions for all the combinations 
of class pairs. In determining a decision function for a 
class pair, we use the training data for the corresponding 
two classes. Let the decision function for class i against 
class j, with the maximum margin, be: 

ij
T
ijij bxWxD += )()(  

     (7) 

Where Wij is the 健- dimensional vector,  g(x) is a 
mapping function that maps x into the 健- dimensional 
feature space, bij is the bias term, and )()( xDxD ijij −=  . The 
regions },,...,2,1,0)(|{ ijnjxDxR iji ≠=>=  do not overlap, 
and if  x is in Ri, we classify x into class i. If  x is not in Ri 
,  x is classified by voting. Namely, for the input vector x, 

D(x) is calculated as follows: 
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If ikfornxDnxDRx kii ≠−<−=∈ 1)(,1)(, , then x is 
classified into i. But if any of  Di(x) is not n-1,  equation 
(9) may be satisfied for multiple i s, so x is unclassifiable.  
 

2) Fuzzy OVO SVM  
To resolve unclassifiable regions we introduce the 

membership function. To this aim, for ith optimal 
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        (a) Unsual Behavaior( Fall)                     (b) Abnoraml Gait 
 

 
                                         (c) Normal Daily Activity 

 
Fig. 4.  Centroid Displacement 
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separating hyperplane )(0)( jixDi ≠=  one-dimensional 
membership functions mij(x) are defined in the directions 
orthogonal to  Di(x)=0 as follows: 
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Class i of membership function of  x is defined by the 
minimum or average operation for ),...,2,1,()( njijxmij =≠  
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Now an unknown datum  x is classified into the class:  
)(maxarg
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Equation  (11) is equivalent to  
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Because  mi(x)=1 holds for only one class, 
classification with the minimum operator is equivalent to 
classifying  into the class: 
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So the unclassifiable region is resolved for the fuzzy 
SVM with the minimum operator. 

 

IV. EXPERIMENTAL RESULTS AND DISCUSSION 

A. Data Acquisition 

In order to validate the overall system performance we 
applied the proposed approach to a set of videos recorded 
in our lab. The dataset has been collected along two 
weeks, by considering different light and weather 
conditions. 48 subjects with different height, weight and 
genders whose ages ranged from 20 to 30 were asked to 
participate in the project. We repeated 10 kinds of 
activities by 5 times in the experimental space and finally 
50 video clips were captured and recorded in AVI format 
with a resolution of 320*240 pixels at 30 frames per 
second. Figure 4 illustrates examples of each motion. Our 
dataset for our experiment is composed of video 
sequences representing three main categories: 
a) Normal Daily Activity: Five different normal daily 

activities have been considered: Walking with normal 
speed, Running, Bending down for catching something 
on the floor and then rising up, Sitting down on the 
floor and then standing up and Lying down on the floor. 

b) Unusual Behavior (Fall): Although the scenarios of 
falling are very various, we can categorize them in three 
classes. Detection of various types of falls is valuable in 

clinical studies to determine fall incidence and costs 
associated with the treatment of fall injuries. As most 
falls occur during intentional movements initiated by 
the person, they happen mainly in forward or backward: 
stumbling on an obstacle during walking, backward slip 
on wet ground. But in some cases the fall occurs 
sideways, either during a badly controlled sit to stand 
transfer. In this case, the person frequently tries to grip 
the wall [1].  

c) Abnormal Gait: Subjects were asked to walk in two 
special unusual ways: Stumbling and Limping. In the 
first case subjects were asked to walk in an unusual 
way, e.g. as if they were suffering a balance deficiency 
such as dizziness. In these situations person is unable to 
keep his balance or symmetry and synchrony of his 
movement. Body movements suggest the person is in a 
dubious condition. Whereas the case of limping may be 
caused by unequal leg lengths, experiencing pain when 
walking, muscle weakness, disorders of proprioception, 
or stiffness of joints. Someone taking a step with a limp 
appears to begin to kneel and then quickly rise up on the 
other leg; to bystanders the process may appear arduous 
and painful.  

 
B. Performance Evaluation 

The experimental results show that the system has a 
robust recognition rate in detecting occurrence of 
considered events. Table I represents the experimental 
results. aN  refers to number of actions. cN  is number of 
correctly detected events, fN  is number of falsely 
detected events and R is the recognition rate. 

TABLE I 
RECOGNITION RATE OF DIFFERENT BEHAVIORS 

Events aN  cN  fN  R  

Walk 120 108 12 90.00 
Run 120 104 16 86.66 
Stumble 120 100 20 83.33 
Limp 120 101 19 84.16 
Forward Fall 120 109 11 90.83 
Backward Fall 120 112 8 93.33 
Sideway Fall 120 104 16 86.66 
Bend down 120 102 18 85.00 
Sit down 120 103 17 85.83 
Lie down 120 114 6 95.00 

 

Also, for better understanding wrong classification 
results, confusion matrix of classifier output is illustrated 
in Table II. Notice that E1-E10 are respectively 
representative of these events: Walk, Run, Stumble, 
Limp, Forward Fall, Backward Fall, Sideway Fall, Bend 
down, Sit down and Lie down. 
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TABLE 2 
CONFUSION MATRIX 

 

V. CONCLUSIONS AND FUTURE WORK 

In this paper a novel efficient approach for activity 
recognition, principally dedicated to fall detection is 
proposed. The combination of motion and change in the 
human shape gives crucial information on human 
activities. Our experiments indicate that fuzzy multi-class 
SVM method is more suitable for human motion 
recognition than the other methods. Our fall detection 
system has proven its robustness on realistic image 
sequences of ten different normal, abnormal and unusual 
human movement patterns. Reliable average recognition 
rate of experimental results (88.08%) underlines 
satisfactory performance and efficiency of our system. 
Moreover while existing fall detection systems are only 
able to detect occurrence of fall behavior, the proposed 
system is able to detect type of fall incident (forward, 
backward or sideway).  

Future works will include the incorporation of multiple 
elderly monitoring which is able to monitor more than 
one person in the scene and also be able to handle 
occlusion. Using additional features is also a subject to be 
explored in the future work. Although the human shape 
has thus far proven to be a useful method for feature 
extraction; additional features may be necessary or useful. 
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Classified as 

 E1 E2 E3 E4 E5 E6 E7 E8 E9 E10 

E1 108 6 4 2 0 0 0 0 0 0 

E2 9 104 4 3 0 0 0 0 0 0 

E3 10 6 100 4 0 0 0 0 0 0 

E4 8 5 6 101 0 0 0 0 0 0 

E5 0 0 0 0 109 0 6 4 1 0 

E6 0 0 0 0 0 112 4 0 0 4 

E7 0 0 0 0 8 4 104 4 0 0 

E8 0 0 0 0 2 4 6 102 6 0 

E9 0 0 0 0 5 0 4 6 103 2 

E10 0 0 0 0 0 4 2 0 0 114 
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Abstract – Thermography is usually used to observe processes’ 
evolution, to make predictions about a process, to diagnose a 
process and so on. In this paper the authors present a simple 
application which processes data from thermographic images 
automatically in order to draw conclusions about the observed 
processes (to diagnose the process). The application is tested on 
thermographic images taken from different processes and the 
accent is put on the limits imposed by each process in creating a 
general algorithm to diagnose correctly any kind of process. The 
purpose of this application is to diagnose a process automatically, 
with no human analysis involved. 

 
I. INTRODUCTION 

In order to keep a process within a range of parameters, 
called nominal parameters, a process observer (human or 
integrated software) has to keep track of the parameter 
evolution in time. This is usually done with data acquisition 
techniques and equipments. With the acquisitioned data about 
the observed parameters, the observer can establish a 
diagnosis for the process.  So, diagnosis is of the essence for 
maintaining a process to function in normal conditions. From 
a diagnosis report a specialist could predict what would 
happen to certain equipments if no change is made in the 
process or if changes are made, thus preventing dangerous 
situations.  In big industrial complexes, there are trained 
specialists who develop their own software for specific 
applications, function of the processes that needs to be 
controlled, monitored or diagnosed. 

State of the art techniques and methods used for diagnosis 
depend on the observed process. We could use frequency 
analysis to determine the technical state of the aggregates, 
simple parameter measurement to determine nonmeasurable 
values, thermography as a noninvasive technique where 
conditions impose or when we have a process in which heat is 
emitted etc.  For example, in the abstract of Reference [1] 
there are three diagnostic techniques for renewal of electrical 
equipment installed in public plat such as water purification 
plant, sewage treatment plant, and waste matter disposal plant. 
1. Physical Diagnosis: Visual Check and Measurement with 
Instruments, 2. Functional Diagnosis: Hearing from Operators 
of the Plant, 3. Economical Diagnosis: To investigate cost for 
Construction, Maintenance, and Repair respectively and also 
total. 

In this paper the authors chose to apply and present 
automated thermographic image processing as a method and 
for non-destructive detection: heat variations detection in 

building insulations and maximum heat radiation value 
detection in electrical equipments for two cases using an 
infrared camera to capture images of samples that have been 
studied during process functioning. The authors have taken 
into account for comparison how would the processes in 
nonworking state look through the “eyes” of automated 
thermographic analysis. 

Data contained in the thermographic images (called 
thermograms from this point forward) are very important for 
diagnosis of processes, predictive maintenance, interfering in 
the process before equipments or systems fails or stops 
working.  The extracted data can be analyzed with different 
algorithms, compared, stored in a database, processed, and 
also can be used to create maps or graphics which present an 
evolution in time of certain observed parameters, all these 
without modifying the thermogram.  The diagnosis is given by 
the way these data are interpreted. From the experience the 
authors have in the IR field, these data are not enough for a 
programmer to create software which will diagnose correctly 
any kind of processes.  

Every producer and distributor of infrared cameras offers 
software with the camera at a very high price. From Reference 
[2] is known that this software is actually a reporter, and it 
usually extracts and processes all the data found in 
thermograms for us, and presents them in a technical report for 
the thermographic inspection. This is about all that an infrared 
camera reporter can do, so it limits the possibilities of data 
processing. But a thermographer may need for certain 
processes (like our case of automated processes, in 
surveillance or predictive maintenance) more than that. He 
would need certain data from the thermogram plus additional 
data which is not given (such as: emissivity for each material 
in the thermogram, whether there are other sources of thermal 
radiation around the observed process which do not appear in 
the thermogram, but have the capacity to influence the 
interpretation etc) for further processing and correct 
interpretation of the thermogram.   

So the limits come from the fact that each process is 
characterized by a set of parameters which differ from a 
process to another.  A personal opinion would be that this is 
the reason the infrared camera distributors only offer a 
reporter as software for the camera, remaining that each 
thermographer to use the given data from the thermogram in a 
particular way for each process in order to draw conclusions 
and put a diagnose.  
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In Reference [3] the author states that the special theme of 
industrial diagnosis, planning and simulation is structured 
around a selection of industrial problems rather than a 
particular type of technology or methodology, so a variety of 
techniques and applications that are of relevance to these 
problems must be chosen.  The authors would add that the 
diagnosis is made in order to prevent a problem from 
appearing in a process, and any problem can be described 
through variation of certain process parameters outside the 
normal limits.  

 
II. DATA IN THERMOGRAMS 

A. What is a thermogram 

From Reference [6] is known that Infrared Thermography, 
thermal imaging, or thermal video, is a type of infrared 
imaging science. Thermographic cameras detect radiation in 
the infrared range of the electromagnetic spectrum (roughly 
900–14,000 nanometers or 0.9–14 µm) and produce images of 
that radiation. Since infrared radiation is emitted by all objects 
based on their temperatures, according to the black body 
radiation law, thermography makes it possible to "see" one's 
environment with or without visible illumination. The amount 
of radiation emitted by an object increases with temperature, 
therefore thermography allows one to see variations in 
temperature (hence the name). When viewed by 
thermographic camera, warm objects stand out well against 
cooler backgrounds; humans and other warm-blooded animals 
become easily visible against the environment, day or night. 

It is important to note that thermal imaging displays the 
amount of infrared energy emitted, transmitted, and reflected 
by an object. Because of this, it is quite difficult to get an 
accurate temperature of an object using this method.  

So, a thermoram is a thermal radiation distribution shown in 
a variety of colors, according to the chosen color palette, not a 
map showing temperatures. The temperature is usually 
calculated and displayed by the camera after some internal 
calculus which takes into account emissivity, reflected and 
ambient temperature. 
 

B. The format of thermograms 

Infrared cameras save the thermograms in different file 
formats, depending on the camera producer, but mainly 
in .jpeg formats, because this format allows a very good 
compression without data loss and this because more storage 
space is available on the camera’s memory card. 

For example, at page 13 in Reference [4] is noted that the 
ThermaCAM™ QuickView software (from Flir Systems) 
supports a variety of different radiometric and non-radiometric 
file formats. These include not only FLIR Systems propriety 
file formats, but also a number of third-party file formats. 

ThermaCAM™ QuickView supports the following 
radiometric file formats: 

- ThermaCAM radiometric *.jpg 
- ThermaCAM radiometric *.img 
- ThermaCAM radiometric 8-bit *.tif 
- ThermaCAM radiometric 8/12-bit *.tif 
- ThermaCAM radiometric 12-bit *.tif 

- ThermoTeknix *.tgw 
- ThermoTeknix *.tmw 
- ThermoTeknix *.tlw 

ThermaCAM™ QuickView supports the following non-
radiometric file formats: 

- *.jpg – as defined by Joint Photographic Experts 

Group. A widely used image format that is 
compatible with the majority of all image software on 
the market. It takes advantage of a powerful 
compression algorithm named after the committee 
that defined it. 

- *.bmp – as defined by Microsoft®. This is one of the 
most wide-spread file formats for images and is 
supported by the majority of image browsers and 
wordprocessing programs. However, the *.bmp file 
format creates considerably larger files than the *.jpg 
file format.   

As in Reference [7], arrangement of detector and image data 
of infrared thermography is shown in the figures below: 

Temperature distribution image data (fig. 2): 
Temperature distribution image data of infrared 

thermography consists of matrix of pixels (number of detector: 
for example, 320 horizontal x 240 vertical pixels) as shown in 
fig. 2. Thermal image data can be transferred to PC. 
Subsequently, the data can be calculated and utilized freely. 
Thermal image data is colored up pixel by pixel based on 
temperature, in fact on thermal radiation distribution. 

 

 
 

Fig. 1 

 
 

 

Fig. 2 
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A thermogram contains as any .jpeg, the information in the 
image in pixels, and also some metadata about the camera 
model, photographer, resolution etc., function of the type of 
camera and what it can put as metadata. 

 Some of the metadata extracted with specific algorithms 
and can be used for image processing, but most of the 
necessary information for image processing is found within 
the pixels of the thermogram. 
 

C. Transfer of thermographic images 

Connecting the camera to a PC is done as in fig. 3, as 
presented in Reference [4]. 

The camera can be connected to a laptop or desktop 
computer using one of the following three communication 
protocols:  
- RS-232 serial communication protocol 
- USB Universal Serial Bus communication protocol 
- FireWire communication protocol 

Different camera support different communication protocols. 
For example, a ThermaCAM S60 will support both USB and 
FireWire, while a ThermaCAM E2 will support USB and RS-
232. 

In fig.3. the callouts are: 
1 – FireWire communication cable. 
2 – RS-232 communication cable 
3 – USB communication table 
4 – USB communication table 
5 – RS-232 communication cable 
 

 
Fig. 3 

III. APPLICATION TESTED ON SEVERAL THERMOGRAMS 

For our application we used the principle of measurement by 
Infrared Thermography equipment found in Reference [6], and 
represented in fig. 4. 

In reference [4], on pages 79-80 there are some 
Thermographic measurement techniques explained in the 
following rows. 

An infrared camera measures and images the emitted 
infrared radiation from an object. The fact that radiation is a 
function of object surface temperature makes it possible for 
the camera to calculate and display this temperature. However, 
the radiation measured by the camera does not only depend on 
the temperature of the object but is also a function of the 
emissivity. Radiation also originates from the surroundings 
and is reflected in the object. The radiation from the object 
and the reflected radiation will also be influenced by the 
absorption of the atmosphere. To measure temperature 
accurately, it is therefore necessary to compensate for the 
effects of a number of different radiation sources. This is done 
on-line automatically by the camera. The following object 
parameters must, however, be supplied for the camera: 
- The emissivity of the object 
- The reflected temperature 
- The distance between the object and the camera 
- The relative humidity 

The most important object parameter to set correctly is the 
emissivity which, in short, is a measure of how much radiation 
is emitted from the object, compared to that from a perfect 
blackbody. Normally, object materials and surface treatments 
exhibit emissivity ranging from approximately 0.1 to 0.95. A 
highly polished (mirror) surface falls below 0.1, while an 
oxidized or painted surface has much higher emissivity. Oil-
based paint, regardless of color in the visible spectrum, has an 
emissivity over 0.9 in the infrared. Human skin exhibits an 
emissivity close to 1. Non-oxidized metals represent an 
extreme case of almost perfect opacity and high spectral 
reflexivity, which does not vary greatly with wavelength. 
Consequently, the emissivity of metals is low – only 
increasing with temperature. For non-metals, emissivity tends 
to be high, and decreases with temperature. 

 
Fig. 4 
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As the first author learned from [5], the following 
applications were studied in order to observe and diagnose two 
processes: 

- cold air infiltration in walls or heat loss; 
- a high voltage switch during functioning who’s upper 

region was heated on purpose in comparison with a 
panel with different materials. 

 
A. The software used for the applications 

We used LabWindows CVI as software to implement the 
algorithm which decides whether there is a problem and where 
It works in the following way: 

- first, a thermogram is loaded.  
- a threshold is set 
- after that, the thermogram is scanned at a bit level 

with the purpose of finding color maximums 
(maximum of Red, of Green and Blue) above 
threshold. 

- with the obtained maximums we set a new image 
only in black and white. 

- the obtained image is displayed in the right side of 
the panel. 

- in the obtained image will only be distinguished the 
areas which are of the interest for the observer (the 
areas with air infiltration problems, respectively the 
areas with maximum values of thermal radiation, 
which theoretically means that they have the highest 
temperature if the emissivity is set correctly) 

All these operations happen after pressing the “OK” button 
on the panel. 
 

B. Application for thermal radiation variation  

Thermograpy as diagnosis technique is used more and more 
for checking building insulation, infiltrations, or heat loss in 
different areas of the constructions domain. 

Analyzing a thermogram showing a house interior wall, we 
need to find out without looking at the picture if there is heat 
loss or if there are cold air infiltrations into the room and the 
position of that area in the thermogram. In order to develop a 
simple program which would determine the “if” and “where”, 
the algorithm should only decide if there is a difference of 
thermal radiation in the thermogram and to highlight that area, 
and the algorithm described at subsection A fits the 
description. 

On the left of fig. 5. the thermogram of the wall can be seen, 
and in the right side is the resulted image after being processed 
with the algorithm described above.  

As seen in the left image of fig. 5., the areas drawn with a 
lighted color represent the thermal radiation of the wall. If the 
color is the same all over the observed wall (thermogram), the 
thermographer or software puts the following diagnosis: the 
insulation of the wall is good, and there are no air infiltrations. 
This is not our case.  In our case, in the middle of the 
thermogram, upper-right corner and bottom-right corner, the 

human eye detects a sudden variation of color, which leads to 
the conclusion that in that area there is a problem (cold air 
infiltration, or heat loss, because it appears in the range of 
colors closer to darker colors, which mean by default, colder 
spots). Also, applying the algorithm, in the right picture we 
can see in the locations mentioned above (middle, upper-right 
corner, bottom-right corner) that a zone of white appears, 
signaling in that exact position that there is a problem. A 
thermograms without problems would be all black. 

 
C. Application for finding the maximum temperature value 
 In electrical processes we use thermography because of the 
advantages it offers compared to other investigation 
techniques. In this paper, for the second application, I chose a 
lab platform used in [5] which shows a high voltage switch 
that was heated on the upper side on purpose, in order for us to 
interpret the thermogram and diagnose the process it is used in. 
 Where the value of the color in the thermogram exceeds a 
certain threshold, the area containing it will be reproduced in 
the result picture. The threshold must be given function of the 
nominal parameters at which the equipment works. 
 In this case, using the same algorithm for the first 
application, the authors observe the following: 

- the result given by the algorithm is wrong, because it 
shows that there are problems not only where they 
really are, but also in other areas. In this case, the 
algorithm we designed is limited and must be 
improved by making the threshold variable and to be 
introduced by the operator before thermogram 
processing. 

- because of the reflected radiation from other warm or 
hot bodies, we can see on the thermogram a close to 
color pink which doesn’t have the temperature 
corresponding to its color. The specialist knows that. 
The algorithm doesn’t, thus shows the zone in the 
result picture as being a problem.  

Applying the algorithm to thermogram in fig. 7, we will 
obtain a worse result than in the previous application. This is 
because we applied an algorithm which indicates maximum 
values on a thermogram whose role is to point out that for 
different materials which are heated at the same temperature, 
the temperature scale on the thermogram will vary, though it 
should look the same. And this is another limit of our 
algorithm: for each thermogram the software needs to know 
the emissivity of each material situated in the thermogram, 
which is difficult to find out even by a thermographer. Even 
he would need to take several thermograms and to calculate 
several times in order to know the emissivity for each material. 

Also, the distance must be taken into account, because the 
bigger the distance of measurement, the higher the risk to 
make wrong interpretations of the thermograms, thus resulting 
a wrong diagnosis. 
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Fig. 5.  Application for room wall thermogram and result of its processing 

 

 
Fig. 6. Application for high voltage switch thermogram and result of its processing[5] 
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Fig. 7. Application for a panel with different materials thermogram and result of its processing [5] 

 

IV. CONCLUSIONS 

In this paper we only pointed out few of the limits met in 
algorithms for thermographic image processing in process 
automated diagnosis. The author concluded from the results 
they obtained that either a more complex algorithm should be 
designed containing as many extra data included before taking 
the picture in order to be used for as many applications as 
possible, or the algorithms we designed for each process have 
the disadvantage that may not be used for other process’ 
diagnosis. 

The algorithms are simple and still need more adjustments. 
Also, from the authors’ point of view, a thermography 

expert’s eye joined with his experience give a much better 
interpretation, thus a better diagnosis than an automated one 
(with computer algorithm). The thermographer must assure 
that he sets all the parameters for the camera to give a very 
suggestive thermogram. 
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Abstract- The designing tools for an e-learning system in the 
naval engineering are the argument of this paper. The field 
particularity, like variety and size of ship structures and piping 
have defined the methods and techniques for developing the 
specific components of the e-learning system, based mainly on the 
generation of animated virtual models.  Therefore the creation of 
the necessary tools for a correct 3D perception of the ship and also 
the tools for self assessment and assessment are the main 
components for the present e-learning field. The efficient use of 
the e-learning tools is provided by the management of a unitary 
platform as an integrated e-learning system. 
      Testing and validation of the e-learning tools has been an 
important phase in implementing the educational system in the 
Naval Architecture Faculty of Galati. 
Keywords: e-learning tools, naval engineering, typical 

problems,  simulation, testing, validation. 
 

I. INTRODUCTION 

In engineering education, the curriculum requires specific 
technical subjects. The time budget is mostly assigned for 
laboratories and projects. 

If in the electronic and electrical engineering or computer 
science, teaching materials are basically circuits and 
components, in the naval education system, the ships,  blocks 
of  ships and their panels can be presented to the students only 
in  shipyards. Because it is impossible to carry out all 
laboratories and project hours in the shipyard, we had to realize 
the photos and layout models of the ship’s structures and 
piping. 

 Such materials have subsequently been replaced by 
electronic documents like .doc, .pdf and .ppt files. This list has 
been completed by video files with the recordings of welding 
and assembly processes. 

All these materials have been used sequentially in the 
educational process. 

Another feature in preparing naval engineering students is 
related to the ship manoeuverability study. If ship structures 
can be presented in shipyards, manoeuverability has been 
presented only in theory because teaching on board at sea is 
impossible. 

As regards assessment, students were traditionally evaluated 
by classical examination forms with three subjects, two 
argumentative and one problem. 

 

II. PROBLEM FORMULATION 

The quality of the education system is our main concern 
therefore we consider it is very important to design, execute 
and implement an integrated e-learning system. 

E-learning designing platform has to meet the exigencies 
of this particular field of education and the student’s training 
needs, as well as quality teaching standards. 

A successful e-learning system is based on the formulation 
of certain technical specifications. 

The system must:  
have the characteristics and properties of an integrated 

system 
• contain tools for presenting text and hypertext  
• contain presentation tools for 2D and 3D models  
• contain presentation tools for video files 
• contain  self - assessment tools 
• contain assessment tools  
• provide facilities for centralizing the assessment 

and statistic presentation. 

 
 

 

Fig. 1 The menu bars 
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Fig.2.  Virtual model of a block ship structure 

 

• respect psychological and pedagogical recommendations 
on visual perception and assimilation  

• provide free or guided training 
• allow teacher intervention in the system to update the 

information 
• have interfaces with shape patterns, chromatic and 

dynamic, to be consistent with trends in web-art-design. 
 

III  PROBLEM SOLUTION 
 
For application development purposes, we chose Visual 

Basic platform, due to it being situated in the top generators of 
the layout’s manager. E-learning system has been designed like 
any classical Windows application and as a result students are 
very familiar with it.   

 Such a system contains the first headline with the name of 
the discipline, followed by a line for menu bars, designed for 
discipline chapters. Each menu opens submenus particular to 
discipline subchapters, which in turn contain submenus with 
various information type arguments, examples, simulations, 
tests and self-assessment tests (see Fig.1). 

If for the shipbuilding discipline, the e-learning system 
needs tools for virtual models of various types of ship 
structures (see Fig.2) that students can "handle" for the 
maneuverability course, the tools for 2D and 3D simulations 
are required, as well. 

In the case of the turning circle maneuver, the e-learning 
system was designed to open two windows simultaneously (see 
Fig.3). In the lower window the maneuver of 2D turning is 
presented, and in the upper window students can see the virtual 
reality “being” on the command post of the ship. The 2D 
simulation is the result of the transposition of turning circle 
equations of the ship in AutoLISP code file, creating and 
representing the instant ship positions.  

Virtual reality has been conceived by 3D modeling of the 
ship and the port area, in the 3DStudioMAX system, defining 
the ship’s movement curves produced in an animated system. 
Students can see the turning circle maneuver as they would be 
on board, simultaneously visualizing in the 2D and 3D 
windows which form a virtual reality.  

Self-assessment tests were created in Java using items 
form. The instantaneous report (see Fig. 4),   which  displays  if 

 

Fig.3.  E-learning tools for 2D and 3D visualization 

the response was correct or incorrect, is very beneficial to the 
student.  

Self-assessment tests can be found in the structure of the e-
learning system in each chapter and section, thereby allowing 
students to set the new arguments during the teaching. 

Assessment tests have a summative nature and have been 
generated in Java and are divided into 2 types, items with one 
correct answer and with multiple correct answers.  

       The results of assessment tests are viewed primarily 
by the student. At the end of each test the system informs the 
student giving the number of points obtained (see Fig.5). The 
results are sent in the system database, in the location reserved 
for each student, allowing the student to access the test 
solutions.  The tabulation of the results into the same unique 
database permits to obtain information about individual 
achievements of each student (see Fig.6) and for the whole 
group, thus being a tool for teacher self standing (see Fig.7) . 

 
IV TESTING SYSTEM 

 

Like any product, this e-learning application has 
undergone several tests.  

Operational Experiments  
They were focused in two directions, according to 

teacher’s observations and student reaction in front of 
information. Such types of experiments in which teachers 
checked: 
1. Time  

• to browse information guided by the teacher  
• fixing the concepts taught  
• assessment 
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Fig.4.  Instant response in self-assessment tests 

 

 

 
               Fig.5.  E-learning system  tool  for assessment 

 
2. Fluidity  

• in presentation the course chapters  
• of arguments fixing   
• assessment 
 

3. Application efficiency  
Experiments were conducted using two subjects groups: 

3rd year students in Naval Architecture Faculty of Galati (2007-
2008 academic year) (Bologna education plan).  

 
Original conditions were very close:  

• Same specialization (the number of hours)  
• Same teacher  
• Annual average for two groups 7.26, 7.32  

Under those initial conditions it was decided to carry out 
experiments in the next version: 
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Fig.6.  E-learning information facilities for individual achievements 

  

The experiment was applied to the course in maneuverability. 

 

 

 
 
 
 
 
 
 
 
 
 
 
 

Fig.7.  E-learning information facilities for the group achievements 

 
TABLE I 

Educational technologies   
Group Group A Group B 

Ways and Method Classical  E-learning 

If for A group classic educational technologies in teaching 
and assessment were used, for  B group the E-learning system 
was used. 
Results: 
� On teaching:  
        An increased interest for B group versus A group, 
confirmed by attractive teaching methods (presentation on 
computer).  

Browsing a much larger number of examples (of these 
issues) for group B vs. A. 
Setting concepts more efficiently by the teacher 
�  Self – assessment :  
Fixing the self-taught concepts was possible only for the B 
group. 
� Assessment :  

The same assessment tests (items types) were carried out 
for both groups. They contained questions that have pursued a 
number of seven standard parameters   
1. Issues recognition  
2. Forms association, arguments and technologies  
3. Accuracy and rigor  
4. The capacity of synthesis.  
5. Error identification.  
6. Formula identification  
7. Formula knowledge  

 
TABLE II 

Comparative results of correct answers    
Comparative 
parameters  
Item No. 

A group 
correct answers 

[%] 

B group 
correct answers[%] 

1 72 90  
2 68 84 
3 65 96 
4 82 87 
5 66 93 
6 79 81 
7 83 85 
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Fig. 8  Graphical comparison between 
 effects of educational technologies   

  
The answers to these questions were the parameters of 

comparison between the two groups (see fig.8) as follows: 
There were important differences in general (in favor of B 

group) and in particular for the visual perception objectives and 
imagination.  

Explanation for this difference is due to:  
� simulation of the ship maneuvers  
� dynamic teaching  in e-learning system  
� e-learning system facilities for student in self assessment  
� assessment with exclusion of the subjective factor  
�dynamic image viewing and  a very large number of 

examples. 
 

V CONCLUSIONS 
 

There seem to be several reasons for our integrated e-
learning system success: 

• The interface designed in the context of the learner’s 
tasks, for the purpose of supporting tasks to be done 
by the learner, 

• The interface designed are to latest theories  in web- 
art-design 

• Using the visual 2D and 3D perception like a 
language for attention, understanding and motivation  
to acquire and properly use knowledge, 

• The complex systems of ship structures, piping and 
maneuverability simulated in virtual reality  

• Experience in naval architecture teaching  
This e-learning system allows to analyze and to evaluate 

the performance of lecturers in their classroom thus improving 
their teaching skills and contributing to their professional 
training. 

Results of the experiment  show statistical significance in 
favor of implementing e-learning system in our faculty, in 

terms of usability parameters; effectiveness, efficiency, and 
subject satisfaction. 
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 Abstract: This paper presents the possibilities of using the 
augmented reality to control a robot system via Internet. 
 

I.  INTRODUCTION 
 
 Augmented reality allows the user to see the real world, 
with virtual objects superimposed upon or mixed with the real 
world. Therefore, AR supplements reality, rather than 
completely replacing it. [2] 
 In most applications, a scene is captured by a camera and 
additional information is displayed by suitably designed, 
virtual objects added to the real scene view, giving the user a 
better perception of the world state. 
 Azuma [2] defines Augmented Reality (AR) as any system 
having the following three characteristics: 

� Combines real and virtual; 
� Is interactive in real time; 
� Is registered in three dimensions. 

 Although AR systems may also augment other human 
senses, like the auditory or haptic sense, most current systems 
only implement the visual channel. 
 An augmented environment for robotics is a set of online 
tools, databases and managed resources used for remote 
manipulation of robots, not necessary using VR resources.  
 According to this statement, the following type of 
augmented environments can be addressed (by extension from 
some E-learning terminology presented in [1]): 

� Workstation-based robotics - the computer is 
connected to the robot (or to robots if an adequate interface 
is available) and the user interacts with robot using the 
application software [23]. 
� Network-based robotic systems - the workstation is 
embedded in a local area network (LAN) and some LAN 
protocol is used to access the robot from any workstation 
(the application software being network-based) [23, 16, 18]. 
� Web-based robotic systems - the communication is 
based on HTTP protocol [12, 17, 24, 25]. 
� Internet-based robotic systems - can use any IP-based 
protocols [3, 10, 20, 23, 28, 31, 32]. 
� Collaborative environments for robotics - is a 
groupware paradigm already considered in [5] and [19]. 
� Distributed environments for robotics - is a paradigm 
assuming distributed users, resources, and robots. [5, 30]. 

 

 The following milestones have to be considered in 
improving the quality of such environments.  
 Firstly, the network may cause delays and the 
communication cannot be guaranteed (sometimes an Internet 
connection is interrupted and a recovery module is necessary). 
 Secondly, the algorithms implementing compression / un-
compression images, collision detection, and send-receive 
based communication by messages have to be as fast as 
possible to assure an approximately real-time behavior.  
 The third difficulty arises when implementing an interface 
on the client side to support the user in his or her task to 
manipulate the robot over a remote connection. An additional 
approach is based on profile user identification and context 
sensitive local help provided by Java applets, PHP scripts or 
JavaScript functions. 
 

II.  THE TELEROBOT SYSTEM CONCEPT 
 
 The concept of “human supervisory control” (Sheridan, 
1992) that underlies a telerobot is illustrated in figure 1. 
 The human operator interacts with the human-interactive 
computer (HIC). It should provide the human with meaningful 
and immediate feedback.  
 The subordinate task-interactive computer (TIC) that 
accompanies the controlled robot receives commands, 
translates them into executable command sequences, and 
controls command execution. 
 In a supervisory control system the human supervisor has 
the following functions: 

� Planning what task to do and how to do it. 
� Teaching the computer what was planned. 
� Monitoring the automatic action to make sure all is 
going as planned and to detect failures. 
� Intervening, which means that the operator 
supplements ongoing automatic control activities, takes over 
control entirely after the desired goal has been reached 
satisfactorily, or interrupts the automatic control to teach a 
new plan. 
� Learning from experience to do better in the future. 

 The role of computers in telerobotics can be classified 
according to how much task-load is carried compared to what 
the human operator alone can carry. They can trade or share 
control. Trading control includes the following cases: 
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� The computer replaces the human. It has full control 
over the system. 
� The computer backs up the human. 
� The human backs up the computer. 

 

 
Fig. 1. Basic concept of an Internet telerobot 

 
 The most common case in telerobotics is sharing control, 
meaning that the human and the computer control different 
aspects of the task:  

� The computer relieves the human operator from 
certain tasks. This is very common in telerobotics when the 
remote system performs subtasks according to the plans 
specified by the human operator. 
� The computer extends the human’s capabilities. This 
typically occurs in telerobotics when high precision of 
movements and applied forces is required. 

 
III.  THE SYSTEM STRUCTURE 

 
 The telerobot system developed by our research team is 
presented in figure 2. The telerobot system structure consists 
in one server to the remote computer (TIC), and some clients 
the as local computers (HIC). As a robot we have used a 
Mitsubishi Movemaster RV-M1 robot with 5 axes. 
 The structure of the system is similar as the one presented in 
figure 1. 
 Different kinds of objects cubes, parallelepipeds are placed 
on a table, in its workspace. A web camera observes the scene.  
 The task of the telerobot system is to acquire the scene 
image with the objects, to calibrate the image, to transfer this 
image to the client, and then the human operator to generate 

the 3D model of any piece from the visual field, to overlay 
this model on the real object, and in this way to obtain the 
mass centre position and the orientation of the object.  
 

 

Fig. 2. The telerobot system 

 
 With this information, the robot will be driven via Internet 
to pick the object and place it anywhere in the robot 
workspace. As it can be seen, different kinds of objects 
(cubes, parallelepipeds) are placed on the table in the robot 
workspace.  
 The images acquired by the web camera are compressed and 
saved in a file. Each image is read from that file and 
transferred through Internet, by the communication software, 
to the client where the operator, using the AR interface, 
establishes the position and orientation of each object.  
 Using this information a command is generated through the 
soft and transferred through Internet to the TIC, which 
command the telerobot, in order to execute the desired task. 
 

IV.  THE COMMUNICATION SOFTWARE 
 
 The communication software technologies are based on 
PHP. A specific protocol over IP was designed for 
communication between the server-clients.  
 

A. Server Interface 

Application consists in two windows. The smaller is used to 
activate / deactivate the camera. Figure 3 presents a screen 
capture of the application. 
The main window consists of three main regions: 

- The upper zone, where control buttons (1, 2, 3 and ,4) 
can be found  

- The window marked with 5 shows the image sent by 
camera, or, if inactive, the last image transmitted by the 
camera 

- Zone 8 is a list of messages (client connection, data 
transmission, and so on) 
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- Zone 7 presents the 3D scene where the robot 
movement takes place. 
 

 
Fig.3. Server interface 

 
Explanations of the main window zones: 

1. The first zone (1) presents the server settings. In the IP 
textbox, the IP address of the computer on which the 
server part of the application runs is shown. The client 
side of the application must use this address. In the Port 
text box any number between 1 and 65535 can be 
written; this number has no significance for the client 
side. Start Server button is used to activate the 
application thus accepting income connections from 
clients. 

2. The button Start Camera (2) activates window 6. This 
window contains a command button and an image. The 
command button is used to start / stop the camera. 
When camera is started, the image is also visible in the 
frame 5. 

3. Command button (3) resets the cube in the scene (7) at 
its initial state (zero position). 

4. The buttons in zone 4 allow the rotation of the cube to 
the left or to the right 

5. The frame 5 contains the image delivered by the camera 
when the camera is activated or the last transmitted 
image if the camera is stopped. 

6. In the frame 6, the image delivered by the camera is 
shown. If the camera is unavailable, this frame is 
empty. 

7. Frame 7 is used to command the robot arm, positioning 
the green cube inside the image, using the mouse. Cube 
movement and control inside the frame is made using 
TGLCustomSceneObject OpenGL class objects. 

8. Inside frame 8, information about server state, and 
information about image transfer and clients’ state is 
provided. 

The following code presents the command successions to 
process client commands, written in Delphi: 
 
 s:=uppercase(AContext.Connection.IOHandler.ReadLn); 
    sCommand := Copy(s, 1, 3); 
    if ( sCommand = 'LST' ) then 
      begin 
        
AContext.Connection.IOHandler.WriteLn('LIST'); 
        AContext.Connection.Disconnect; 
      end 
    else 

      if ( sCommand = 'CAP' ) then 
        begin 
          if ( captureIMG ) then 
            begin 
              if ( msStream.Size > 0 ) then 
                begin 
                  
AContext.Connection.IOHandler.WriteLn( 
IntToStr(msStream.Size) ); 
                  
AContext.Connection.IOHandler.WriteBufferOpen; 
                  
AContext.Connection.IOHandler.Write(msStream); 
                  
AContext.Connection.IOHandler.WriteBufferClose; 
                  FreeAndNil(msStream); 
                  lstRequests.Items.Add( 
DateTimeToStr(Now) + ' - Image Transfer OK' ); 
                end; 
            end; 
          AContext.Connection.Disconnect; 
        end 
    else 
      if ( sCommand <> 'LST' ) AND ( sCommand <> 
'CAP' ) then 
        begin 
          AContext.Connection.IOHandler.WriteLn('ERR 
- Command'); 
          AContext.Connection.Disconnect; 
        end; 

 
Variable ‘s’ represents the text provided by the client. It is 
verified for valid commands. In the above list, two commands 
(LST and CAP) are used. 
LST command sends back the text “LIST” to the client, and 
then interrupts the connection. 
CAP command sends first the file size then the image file and 
at the end of transaction interrupts the connection. 
 
B. Client Interface 

 

 
Fig.4. Client interface 

 
Figure 4 presents a screen capture of the client application. 
Command Button 1 (ECHO) is used to send LST command to 
the server. 
Command Button 2 (GET CAPTURED IMAGE) sends CAP 
command. 
Textbox (3) contains the server IP address and port. 
Text area (4) shows messages sent by the server (When LST 
command is sent “LIST” text is received from the server) 
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Frame 5 contains the image sent by the server. 
When command button 1 is activated, the following code is 
executed: 
        Connect; 
        IOHandler.WriteLn('LST'); 
        lstServerMessages.Items.Append( 
IOHandler.ReadLn ); 
        Disconnect; 

 
In line 2 LST command is sent to the server. The next function 
always processes data sent by the server. Line 3 shows “LIST” 
text contents sent by the server, in text area (4). 
 

V.  THE AR INTERFACE 
 
 The AR interface has been realized using Matlab software. 
 In the first step, the calibration of the system was made in 
order to improve accuracy and usability of the AR Interface. 
 The system calibration consists in two stages.  
 The first one was the camera calibration and this is made at 
the beginning when the system software is launched. To solve 
this problem we use the Devernay and Faugeras’ technique [4] 
for lens distortion removal from structured scenes. The 
acquired image of the grid is presented in figure 5. 
 

 
Fig. 5. The acquired image of the grid 

 
 The algorithm consists in the following steps:  

• edge extraction on the acquired image as is presented in 
figure 6; 

• the polygonal approximation with a large tolerance on 
these edges to extract possible lines from the sequence; 

• finding the parameters of the distortion model that best 
transform these edges to segments; 

• generating the “undistorted image” using the 
parameters computed using this algorithm (k - radial 
distortion term. cx, cy - x and y coordinates of lens 
centre expressed as fraction of the image size relative to 
the top left corner; s - apparent aspect ratio.) 

 The next step is the calibration of the interfacing image. The 
purpose of this module is to map the two-dimensional 
coordinates as shown on the captured image to three-

dimensional coordinates in real space using four reference 
signs. The algorithm that simulates the third coordinate 
dimension (depth) is based on a single vanishing point model. 
 

 
Fig. 6. The edge extraction on the acquired image 

 

 
Fig. 7. The “undistorted image” 

 
The method consists on the superposing of the “virtual reality” 
image and the real scene in which robot acts. The real image 
can be re-created in virtual space in two steps: 

1. Manual superposing of the viewing direction of the real 
camera over the viewing direction of the virtual camera 
(i.e. the biunique correspondence of the angles under 
the scene is viewed both in real and virtual reality) 

2. This step contains two cases: 
a. Either manual superposing of the distances between 

the real camera and the real scene with the distance 
between virtual camera and virtual scene (the 
movement of the real camera), or 

b. The movement of the virtual camera to attain the 
same distance between the camera and the scene as in 
the real world. 

At this moment the scene calibration can be made using the 
four corners of the scene boundary as the four reference signs 
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mentioned above. Thus, a point-to-point correspondence 
between real scene and the virtual one is made, and the system 
is calibrated. Calibration is made the very first time the system 
is turned on, calculating in Matlab® the correction 
coefficients used in the main program. 
 After the calibration, for each type of the real object in the 
scene a wireframe model is generated using geometrical 
primitives. Using 3D transformations (translation, rotation and 
scaling) wireframe models can now be moved at the desired 
location. 
 

 
Fig. 8 One wireframe model overlaid on the objects 

 
 The dimensions of the object model in the robot’s image 
plan are computed through 3D to 2D transformations, 
considering the vanish point, thus resulting the object’s model 
in the image plane which is overlaid on the object’s image (in 
the image plane – figure 8). 
 The mass centre position and the orientation of the object 
are computed through a software procedure and are used to 
command the robot. 
 

VI.  THE ROBOT CONTROL 
 
 Having that information the human operator transfers via 
Internet a command to the remote computer; this transfers it to 
the robot controller through parallel port. The telerobot will 
execute the task. 
 

VII.  CONCLUSION 
 
 The Mitsubishi Telerobot project demonstrates how much 
an improved AR interface can increase the performance of a 
telerobotic system without having to change any of the 
telerobot technical features. 
 The next step in development of our telerobot system is to 
include in the AR interface not only the visual sense, but also 
the haptic, using haptic gloves and HMD to command and 
control the process. 
 The project was successful in the development of the AR 
interface for the Mitsubishi Telerobot. The objective of the 
project was therefore met. 
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Abstract – We present in this paper a teaching experience in a 

design studio course in an architecture school which had the 
objective of dealing with pedagogical difficulties in integrating 
computers and its most advanced tridimensional modeling 
capabilities into the design studio. 3D computer modeling was 
introduced simultaneously with scaled modeling into at an early 
design studio of our curriculum. Both types of representation 
(virtual and scaled) were mandatory. Our objective was to 
challenge the widespread idea among many architecture teachers 
and students that computers should not be taught before than or 
simultaneously to the teaching of architectural hand drawing 
since this would lead to less creativity, poorer products and 
increased repetition of solutions. In our experience we found out 
that the students did manage to design by representing 3D 
artifacts since the conception, there was no evidence of less 
creativity or repetition and there was no evidence of any inability 
for hand sketching. 

I. THE RESEARCH PROBLEM 

The introduction of computers has brought many changes to 
architectural offices in the last 20 years. Initially it was just 
mimicking the traditional desktop through the automation of 
drafting and construction drawings. However, the work was 
still done two-dimensionally producing floor plans, cross 
sections and elevations, without allowing integrated 
visualization of the parts of the design project. Even today, as 
stated by Stacey, Beesley and Hui in [1]: “…two-dimensional 
drafting still dominates the construction industry… The 
revolutionary potential of three-dimensional modeling is used 
fitfully… only by a few.” 

We believe this underuse of computer’s potential is related 
to the educational approach adopted by most architecture 
schools because the professionals formed by them continue to 
reproduce the design method they learned. Many of the 
architecture schools do not emphasized three-dimensional 
(3D) representations in their design studios. Some have argued 
in the past that 3D representations are too complex and labor 
intensive and 2D representations allows for the reduction of 
such complexity in the design process [2]. However, other 
authors, such as Zevi [3], since long time ago, have argued 
that architecture cannot be apprehended through 2D 

representations. Floor plans, section and elevations give a 
partial view of the building and their sum does not provide a 
complete view of the whole project. It is necessary to 
introduce time as a fourth dimension to fully understand a 
building only as we enter it and move around within it. 

Zevi argued that the traditional 2D drawings are not only 
fragmented and misleading representations of architecture, but 
he has also pointed that they were never intended to be used as 
design media. They were invented and developed just as 
construction instructions to those who are suppose to build 
what was designed. 

Many have tried to overcome the representational problem 
using three-dimensional scaled models. This strategy can be 
observed in professionals as diverse in time and architectural 
style as Antonio Gaudi [4] and Frank Gehry [5]. A scaled 
model allows the conceptual design to take place in a holistic 
way, controlling many variables simultaneously. If adequately 
built with materials in the right size for the chosen scale, it 
allows the testing of constructive and structural problems as it 
can be seen in the work of Gaudi [6].  

However, the scaled model is not a complete solution in 
terms of representing architecture. Although it can represent 
all its dimensions, it suffers from the same limitations of 
permeability of a sculpture: it can only be observed from the 
outside. Besides, it also suffers from the very limitations of 
being scaled. As an example, we usually see the scaled model 
from above, as in an aerial view. This situation is very 
unlikely to happen in the real world. We usually apprehend the 
building from the ground in an infinite sequence of 
perspective views as we walk in and along [3].  

In the context of the technological development of 1948, 
Zevi could not conceive a way in which architecture could be 
properly represented in its four dimensions [3]. However, 
since mid 1980’s, interactive three-dimensional computer 
modeling provides the answer for architectural representation, 
as it is well known from the literature [7].  

A virtual three-dimensional model is not just an equivalent 
to a scaled model as it has been believed by some in the past 
[8]. Besides representing the four dimensions of architecture, 
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it allows for many possibilities which cannot be provided by a 
scaled model or any other traditional media. A virtual 3D 
model offers many exclusive resources such as interactive 
walk-through, object animation, solar animation, global 
illumination calculation, designing complex non Euclidian 
geometries [9], digital fabrication [10] and mass customization 
[11].  

We present in this paper a teaching experience in a design 
studio course in an architecture school which had the objective 
of dealing with pedagogical difficulties in integrating 
computers and its most advanced tridimensional modeling 
capabilities into the design studio.  

Firstly, the school curriculum had no experience in 
integrating computers into the design process. Computers 
were not used in the design studio except for documentation 
through the production of construction drawings.  

Secondly, the school emphasized the teaching of computer 
based on two-dimensional documentation and did not give 
room for tridimensional computer modeling (3D modeling) in 
the mandatory curriculum. There was only one computer 
related course for teaching 2D computer-aided drafting (2D 
CAD) in the second half of the first year. In this course the 
students were taught to represent existing buildings, instead of 
designing new ones. 

Thirdly, the most notably consequences were these: our 
curriculum was considerably outdated in comparison with 
other schools which embedded the teaching of 3D modeling 
into early design studios for at least 15 years [7]. Also, the 
method of designing from documenting their projects in 
multiple 2D representations, rather than representing the 
artifacts being designed, had become much engrained into the 
students’ minds. An elective course, with the purpose of 
teaching 3D modeling in a design context, located later in the 
curriculum, has proven very ineffective in changing such 
rooted practices. 

II. HYPOTHESIS 

Our hypothesis was: 3D modeling could be introduced 
simultaneously with scaled modeling into the design studio 
before 2D CAD. In this way we would be able to overcome 
the existing limitations of design carried out with misleading 
two-dimensional representations that uses computers only as 
presentation. Instead we would teach computers as design 
tools since the project’s conception.  

Our objective was to challenge the widespread idea among 
many architecture teachers and students that design computer 
media should not be taught before than or simultaneously to 
the teaching of architectural hand drawing since this would 
lead to less creativity, poorer products and increased repetition 
of solutions. 

 

III. RESEARCH METHOD 

We have adopted in our research project a problem-based 
learning approach in which we embedded the teaching of 
three-dimensional computer modeling directly into the design 
studio. The objective is to encourage students to learn how to 
use 3D modeling as design tool in the decision making process 
and not just as a drawing tool [12][13][14].  

The course we are responsible for is called Architectural 

Design Studio 2 – Language and Expression and is located in 
the second half of the first year. The emphasis of this course is 
on form exploration and creation and on the use of 
architectural languages and vocabularies in this process.  

Among other objectives of this course we could cite: 1) the 
introduction of the students to the formal aspects of the 
architectural project, observing their relations with the 
functional, environmental and constructive building problems; 
2) the introduction to the study of the form, space and 
principles that guide the organization of the building; 3) the 
contribution for the acquisition of a repertoire through the 
analysis of design precedents; 4) the introduction to the design 
practice through the integrated representation, visualization, 
analysis and synthesis of the artifacts being designed. 

Two small design projects were developed and a scaled 
model and a virtual 3D model were required for each of them. 
We have adopted as themes for this course, in the last two 
terms, the design of a gateway or arch and the design of an 
exhibition pavilion in the context of an entertainment area. 
The students had three weeks to conceive and develop the first 
project and six weeks for the second one.  

The verification of our hypothesis was based on the method 
of designing by thinking the architectural object as a whole, by 
using primarily 3D representations since the conceptual design 
stage. This meant using scaled models and 3D virtual models 
simultaneously. Freedom was given to students to choose on 
what media to begin the project: the virtual or the scaled 
model. However, the projects had to be conceived and 
developed in these two media. There were 28 students 
registered in the course. 

IV. RESULTS 

The results were assessed against the following criteria:  
1) Did the students manage to design primarily by 

representing 3D artifacts in virtual and scaled models? The 
answer to this question is yes because the all the students 
produced a model in both medias. Besides, many of them 
produced also intermediate prototypes for study purposes.  

2) Did they resort very often to 2D representations? The 
answer is no. Only few of them resorted to 2D representations, 
but among those several made an effort to use perspectives 
rather than orthographic projections. The majority, about 75%, 
experimented with the 3D resources.  
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3) Was there any evidence of less creativity, poorer 
products and increased repetition of solutions? The answer is 
no. There was a large degree of creativity and diverse forms. 
Only about 14% of the students work was based on standard 
rectangular shapes. 75% of the students resorted to curved 
shapes in their projects. There is no resemblance with known 
precedents or with other works in the same sample in 60% of 
design projects. In addition 86% of the projects were 
structurally sound. The students strived to be venturesome 
basing their projects on non-standardized components that 
would require digital fabrication in 64% of the cases. Figure 1 
contains a sample of the students’ projects which validates our 
hypothesis. 

  
Fig. 1. Virtual (left) and scaled models (right). 

4) Was there any evidence that the use of computers led to 
greater inability for hand sketching? The answer is no. It was 
just about the learning of how to use the virtual tool and media 
for the design project. 

Above all the students were able to overcome the limitations 
of the 2D representations and all of them learned how to use 
the three-dimensional modeling, gaining an integrated 
perception of the project as a whole, very close to the 
experience of buildings in the real world. 

V. CONCLUSIONS 

We believe the originality of our contribution resides in the 
emphasis on simultaneous use of scaled and virtual models as 
design conceptualization media in early architectural design 
education.  

Some similar experiences come close to ours, but they all 
differ in a number of ways. It might be argued that designing 
with scaled models is not new. Gaudi did it. However, it was 
simultaneously with other traditional design representations 
and, obviously, not with virtual models.  

It might also be said that Frank Gehry designs using scaled 
models and virtual models simultaneously, but that is not quite 
the true. In his office the production of the virtual model only 
starts when the conceptual design is already finished in a 
scaled model [5]. 

The experience of the School of Architecture at Penn State 
University, to the best of our knowledge, places emphasis on 
3D computer modeling and it does not emphasize 
simultaneous use of scaled models. 

We believe our research showed promising results: we 
found out that the students did manage to design by 
representing 3D artifacts since the conception, there was no 
evidence of less creativity or repetition and there was no 
evidence of any inability for hand sketching. In fact our 
students projects showed a large degree of creativity through 
new and complex forms, no fear of experimentation and a 
venturesome attitude. 

 

SIMULTANEOUS USE OF SCALED AND VIRTUAL MODELS 547



 

 

 

 

 

 

 

REFERENCES 
  

[1]  Michael Stacey, Philip Beesley & Vincent Hui, “Digital Fabricators”, 
University of Waterloo School of Architecture Press, p. 6, 2004.  

[2] Alexander Koutamanis, “The future of visual representations in 
architecture”, in Automation in Construction, vol. 2, number 1, 1993. 

[3] Bruno Zevi, “Architecture as space – How to look at architecture”, 1st 
American edition, Horizon Press, New York, pp. 22, 23, 26, 1957.   

[4] Mark Burry, “Between intuition and process: parametric design and 
rapid prototype”, in Branko Kolarevic (editor), “Architecture in the 
Digital Age – Design and Manufacturing”, Taylor & Francis, New 
York, pp. 151, 156, 2003. 

[5] Sydney Pollack, “Sketches of Frank Gehry”, video, Thirteen/WNET 
New York’s American Masters, 2006. 

[6] Branko Kolarevic, “Architecture in the Digital Age – Design and 
Manufacturing”, Taylor & Francis, New York, p. 5, 2003. 

[7] Loukas Kalisperis, “CAD in Education: Penn State University”, in 
ACADIA Quarterly, vol. 15, number 3, 1996. 

[8] Brian Lawson, “Design in Mind”, Architectural Press, Oxford, p. 145, 
1994. 

[9] Branko Kolarevic, “Digital Morphogenesis”, in Branko Kolarevic, 
“Architecture in the Digital Age – Design and Manufacturing”, Taylor 
& Francis, New York, p. 13-28. 

[10] Branko Kolarevic, “Digital Production”, in Branko Kolarevic, 
“Architecture in the Digital Age – Design and Manufacturing”, Taylor 
& Francis, New York, p. 31-51. 

[11] Branko Kolarevic, “Digital Production”, in Branko Kolarevic, 
“Architecture in the Digital Age – Design and Manufacturing”, Taylor 
& Francis, New York, p. 52-53. 

[12] Barry Maitland, “Problem-based learning for architecture and 
construction management”, in D. Boud and G. Feletti (editors) “The 
Challenge of Problem-based Learning”, Kogan Page Ltd, London, pp. 
211-217, 1997. 

[13] Alan Bridges, “A Critical Review of Problem Based Learning in 
Architectural Education”, in Communicating Space(s), in the 24th 
eCAADe, Conference Proceedings, Volos, Greece, pp. 182-189, 2006. 

[14] Neander Silva & Ecilamar Lima, “Design Computing Education: A 
comparative study among learning environments”, in Magued 
Iskander (editor) “Innovative Techniques in Instruction Technology, 
E-Learning, E-Assessment and Education”, Springer, New York, pp. 
387-391, 2008. 

  

SILVA AND LIMA548



                                                                                                              
 

Mohammad Mohammad, Vipul Babriya, Tarek Sobh 
School of Engineering 

University of Bridgeport, 
Bridgeport, CT 06604 USA 

 
ABSTRACT: This paper investigates a Deburring process which is 
integrated with a robotics application. Conventional tumble 
deburring processes have been used for years in the surface 
finishing industries. The manual process is tedious, inconsistent 
and inaccurate. Automation in the finishing process has been 
proved very beneficial. Integration of robots in the process 
provides more flexible and convenient process. We investigate the 
off-line simulation of finishing edges using the Product Life Cycle 
tool DELMIA®. The process extracts the feature to generate a 
part finishing process plan. Collisions with the environment are 
detected and avoided through the simulation of cutting the path 
before the path is downloaded to the actual hardware. Either the 
tool or the part is being fixed on the robot’s end effector and 
simulated with respect to the defined path. This paper presents 
the complete off-line simulation of the Part in Hand as well as 
Tool in Hand approaches for the deburring process. 
 

KEYWORDS: Dexterity, Offline Simulation, Flexi Burr, Tool 

Orientation, Manufacturing, Robotics. 
 
 

I. INTRODUCTION 

 
As the number of robotic applications and installations 

continue to grow, the need for effective and efficient robot 
programming techniques grows proportionally. In the past, 
almost all robotic involvement was through teach-by-show 
techniques/manual deburring operations. This implied that the 
robot’s paths are generated either by mounting a dowel pin 
that matches the tool’s diameter or by mounting a pointed 
teaching tool on the robot. The pin or the teaching tool is 
moved manually to a point where they touch a finished part 
edges, and the software records that point. After repeating this 
process along the part edges, the robot controller uses the 
recorded points to define the path. The more complex the part, 
the more programming time is required to achieve an 
acceptable path [1].  

 

 A.  Off-line simulation   

Off-line simulation refers to the technique of running models 
in a purely stand-alone format, not connected to any hardware 
and normally not run in Real-Time. Off-line simulation and 
lead-though programming promise acceleration and 
streamlining of the robot programming process [2]. They 
enable the user to program robot motions in a simulated 
“virtual computer environment”. 
 
B.  Tumble deburring operation 

 
 
 

 
Tumble Deburring removes sharp edges or burrs, and 

smoothes surfaces of metal components [resulting from some 
manufacturing or casting process]. It can be done as a wet or 
dry process. A six- or eight-sided machine with either 
horizontal or vertical axis is used with abrasive "stones". 

The deburring tool could be small, and a part with many 
small/accurate details is hard to be reached via a CNC 
machine. A good solution would be to use an industrial robot 
(with 6 axis) to perform the deburring process. Pratt & 
Whitney has estimated that 12% of their total machining hours 
are devoted to manual deburring and chamfering of parts after 
they have been machined [3]. 
 

II. BASIC CONFIGURATIONS OF DEBURRING PROCESS 
PERFORMED BY INDUSTRIAL ROBOTS 

  A. Tool in Hand 
            In these applications a compliant tool is mounted 

on the robot end effectors and manipulated over the part to be 
finished. Tool in Hand configurations are used where the part 
to be finished is too large or unwieldy for a robot to carry. Belt 
media is rather rare in tool in Hand applications because it is 
difficult to build compact tools using belts. Figure 1 illustrates 
a tool in hand configuration. 
 

  B. Part in Hand 

The work piece is fixed on the robot end effector while 
the tool is fixed as an auxiliary device and   the robot 
manipulate the work piece to be deburred as result of contact 
between the work piece and the tool. Part in hand applications 
are most often used when the part to be finished is relatively 
small in size (comparing with deburring/grinding/polishing 
tool’s size) .Gripper tooling allows the robot to pick up the 
part and manipulate it against the abrasive finishing media 
[4]. Figure 2 illustrates a part in hand configuration. 

 

 2.2.1 Advantages of the Part in Hand approach 

• Often, robot load/unload operations  can be combined 
with surface finishing operations on a single work station; 
i.e., a robot can remove a part from a serial line conveyor, 
finish the part, and then place the part in final packaging. 
Doubling up these operations can provide a much greater 
return on investment. 

• The surface finishing apparatus, whether it is a belt, wheel 
or disk device, can be quite large using longer belts, large 
diameter wheels, and higher horsepower, meaning that 
parts can be processed faster with longer intervals 
between media changes. 
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2.2.2 Disadvantages 

Sometimes it is impossible to finish the entire surface of 
the part. This can be due to interference with the robot gripper 
and insufficient robot dexterity to reach around the part in 
different positions. 
       
  
 
 
 

 
 
 

 
 
   Fig.1 Tool in hand configuration            Fig. 2 Part in hand configuration 
 

III. EXAMPLES OF INDUSTRIAL ROBOTS USED IN 
DEBURRING  PROCESSES 

A   Motoman 

Figure 3 shows the Motomon DX1350N robot. It is 
frequently used in deburring industrial application. Following 
is the configuration of the robot.  
 
Motoman DX1350N 
Max Reach: 1355 mm 
Max Payload: 35kg 
Weight: 27kg 
Repeatability: 0.6mm 
                                                                         
                                                                  Fig. 3 Motoman DX1350N 

B.   Nachi 

Figure 4 illustrates the Nachi SC35F robot. The Nachi 
SC35F industrial robotic system is designed for heavy loads 
and long strokes, with high positioning repeatability and speed 
[5]. The SC35F is a lightweight design allowing for easy 
installation and transport. Following is the configuration of 
this robot model. 
 
Nachi SC35F 
Max Reach: 2002mm 
Max Payload: 35kg 
Weight: 400kg 
Repeatability: 0.1mm 
 
                                                                         Fig. 4 Nachi SC35F 

                                                                                        
C.   ABB 

The ABB IRB 140 is most commonly used in surface 
finishing industries. This robot is a compact and powerful 6-
axes machine with a unique combination of fast acceleration, 
large working area and high payload [5]. Figure 5 shows the 
IRB 140. Following is the configuration of the robot. 
 
IRB 140  
Axis: 6 
Reach: 810 mm 

 
Payload: 5kg 
Repeatability: 0.03 mm 
 
                                                                          
                                                        
 
                                                              Fig. 5 ABB IRB 140 

D.  Kuka 

The exclusive use of stainless steel on all surfaces, 
together with high IP rating, makes the KR 15 SL suitable for 
fields of applications with stringent requirements as to 
hygiene, sterility and absence of particles – such as in the food 
handling industry or medicine as well as the surface finishing 
industry [5]. Figure 6 illustrates the Kuka KR 15 SL model. 
 
Axis: 6 
Reach: 1503 mm 
Payload: 15 kg 
Weight: 315 kg 
Repeatability: .01 mm 
 
                                                     Fig. 6 Kuka KR 15 SL 

 

IV. TOOL USED IN DEBURRING PROCESSES 

The success of most automated deburring operations is 
dependent on the flexibility and consistency of the deburring 
tool. Problematic burrs, residual material on parting lines, and 
flashing on die-cast parts must be removed. Systems designers 
typically program the robot to move its deburring tool along a 
path defined by discrete points. That path, however, may not 
coincide exactly with the shape or contour of the surface to be 
deburred because of variations in the part itself or differences 
between the part edge and the exact path the robot has 
interpolated [6]. Otherwise, the system designer has to create 
thousands of very physically close tag points automatically to 
reduce the error. Figure 7 illustrates the interpolated path 
defined by off-line simulation and actual path/edge that the 
robot is supposed to follow.  

 
Fig. 7 Illustration of the interpolated and actual path of robot supposed to 

follow 
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A.    Deburring tools with feedback force sensors    

      [Flexdeburr] 

 
Flexdeburr is a high-speed, air turbine driven tool for 

deburring aluminum, plastic, and steel [7]. While spinning at 
high speeds, the lightweight, rotary tool has radial compliance 
supported by air pressure applied to the shaft allowing the tool 
to perform consistently on irregular part patterns. Figure 8 
illustrates, what occurs when a non-compliant tool is being 
linearly interpolated between taught points on a contoured 
surface. The surface contours in figure 8 are greatly 
exaggerated for clarity; however this effect exists in parts with 
even a slight contour. As shown, even though path points are 
taught perfectly on the surface, as the robot interpolates 
between the points, the grinding media position relative to the 
part surface varies. On actual parts with slighter contours, the 
varying contact can be detected by listening for variations in 
the grinding/deburring motor speed [8]. 

The bottom illustration in Figure 8 shows the same surface 
but using an auxiliary compliant tool. With this setup, it is 
possible to maintain consistent media contact with the surface 
with only a minimum number of taught points. In addition, if 
the path is linear or circular, it can be interpolated with a few 
number of discrete tag points. The problem always occurs 
with linear interpolation between tags on an irregular edge of 
the work piece. Thus, using compliant force tool design, one 
does not have to generate a large number of points connected 
by interpolating linear path, but the tool will correct the error 
in real time. Steps of the process on Delmia V5 will be 
clarified later in this paper. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 8 Illustration of the compliance on surface contact 

 
Figure 9 illustrates a deburring tool with feedback sensor. The 
deburring tool has a rigid outer housing and internal 
motor/spindle assembly that provides the compliance. The 
pneumatic motor/spindle assembly is mounted on a pivot 
bearing mounted to the tool housing. This allows the 
pneumatic motor to move with the pivot bearing 
independently of the housing. The radial “compliance field” is 
created by a ring of small pneumatic positions located near the 
front of the tool housing [9]. The compliance force can be 
exerted on the spindle/tool in any direction (360 degrees) 
radially from the tool. 

                                                                                                    
 
 
 
 
 
 
 
 
 
 
                                 Fig. 9 Flexdeburr 
B.   Force/Torque sensor 
In the other types of deburring processes, when the robot holds 
the work piece and the tool/grinding belt is fixed as shown in 
figure 10. There should also be a fixed force/torque sensor 
between the robot and the work piece to maintain constant 
contact force in surface finishing application.  

    Fig. 10 Illustration of force/torque sensor in grinding   process 

 

C.   Path Profile 

Robot motion for both part in hand and Tool in hand 
applications involves smooth sweeping movements. There are 
three important aspects of the motion which have to be 
carefully considered in order to have a good finish: 
 
1.  Surface speed 
2.  Part/Tool Orientation 
3.  Approach Vector 

4.3.1   Surface Speed 

There are four process variables which most greatly affect the 
Material Removal Rate (MRR) in finishing operations. These 
variables are: 
1. The aggressiveness of the media. 
2. The force with which the media is applied. 
3. Rate at which the media is fed (RPM). 
4. Speed at which the media is moved over the part surface. 

It should be noted, that all these variables can influence 
and offset each other when trying to achieve a particular 
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surface finish while maintaining a desired process throughout. 
For example, a more aggressive media can be used with 
lighter applied force at lower RPM so that a higher surface 
speed can be used to increase production rates. However, this 
must be balanced with the fact that aggressive media does not 
produce extremely fine surface finishes. The one rule that 
should be remembered regarding surface speed is that the 
more aggressively a part being worked on a given pass (i.e., 
aggressive media at high force levels with high rpm) the faster 
the surface speeds. Thus, it can cause overheating the part 
surface and media. 

Unfortunately, there is no theoretical approach to 
determine the optimal combination of the process variables. 
Trial and error combined with prior experience seem to be the 
best method to determine these variables. 

4.3.2   Part/Tool Orientation: 

The relative orientation of the part and tool is very important 
in achieving a consistent, uniform surface finish. The overall 
surface appearance is directly affected by the consistency of 
location and shape of the area where the finishing media 
contacts the part. This area is called the contact patch. The 
contact path is “where the rubber hits the road”. Therefore, the 
single most important path programming consideration is to 
maintain constant contact patch, no matter what configuration 
is used, Part in Hand or Tool in Hand, and no matter what 
programming method is used. In most finishing operations, it 
is usually desirable to have the finishing media applied to the 
part surface at an angle varying from normal to the surface to 
three or five degrees off the normal direction depending on the 
type of media. 

4.3.3   Approach Vector 

In the approach vector the part comes first with the 
finishing media. This transition point often is where many 
surface finishing inconsistencies are found in the final part. 
The first rule that applies to the approach vector is to approach 
gradually. If one looks at how a person finishes parts, one 
would find that person’s movements are characterized by 
sweeping motions with gradual, controlled setting down and 
lifting of the media. These gradual and controlled motions 
serve to “feather” the finish at the edges. 

Active tools, with closed-loop control, have the unique 
ability to eliminate these undesirable effects by giving robots a 
more human touch [10]. These tools are able to automatically 
compensate for stiction and inertia effects in the same way as 
human operators anticipate these effects. 

4.3.4   Tool Example: 

Figure 11 illustrates an active tool, with closed- loop 
control. The filing tool SWINGFILE 2000 is well suited to 
remove burrs particularly in narrow slots and grooves. It can 
be employed for metallic as well as nonmetallic parts. It is 
also well suited for the deflashing of aluminium die casting. It 
can be employed with any orientation. The file tip is 
compliable in two directions. The pressure against the part 
edge can be set from the robot program. 

The filing tool can be mounted stationary either onto a tool 
stand or onto the robot arm. If these tools have to be changed 

automatically, a tool changer is available. Commercial filing 
insertion can be used. The air motor needs oiled compressed 
air for optimal life. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 11 Active control tool (SWINGFILE 2000) 

                                            
V.  Steps / terminology for deburring [tool in hand/part in   
      hand] via delmia v5 r17 
 
Figure 12 illustrates the block diagram of a complete 
procedure for deburring [Tool in Hand/Part in Hand] via 
DELMIA V5 R17 [11]. 

 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 

Fig. 12 Hierarchical block diagram of deburring process via DELMIA V5R17 
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VI.   STEPS FOR TOOL IN HAND APPROACH USING DELMIA V5R17 
 
6.1 Inserting the all components of the process in Device task         

      definition. 

6.2 Attaching the tool to the robot. 

6.3 Adjusting the positions of every component. 

6.4 Adding new task to the robot program. 

6.5 Automatic generating tag points. 

6.6 Simulating for testing the scenario/process. 

6.7 Adjusting & interpolating the tag points. 

Figure 13 illustrates a snapshot of the robot, tool and part in 
the DELMIA environment. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 13 Illustration of robot, tool and part in a DELMIA environment 

  
A.   PROCEDURE IN DETAILS 

 
6.1   Inserting all components of the process in device task   

       definition. 

Figure 14 illustrates how to start with device building in 
DELMIA. 
1.  File – open “basesolid.igs”. 
2.  Save as basesolid.cat part. 
3.  Start Resource – Device Building. 
Figure 15 illustrates procedure to generate a CATIA product. 
 
 
 
 
 
 
 
 
 
 
 
 
    Fig. 14 Snapshot of device                       Fig. 15 Screenshot window of   
                     building                                              CATIA product 
 
4.  Right click on the P.P.R Tree on Application åExisting  
     component å  Choose the Part name “basesolid.cat part” 

5.  Save it as basesolid.cat Product 
6.  Start-Resource – Device Task Definition  
Figure 16 illustrates the start up window of device task 
definition. 
 
 
 
 
 
 
 
 
 
 
 
 
            Fig. 16 Snapshot of start up device task definition in  

                                            DELMIA. 
  
7.  Insert Product 
8.  Choose part name and tool name 
9.  Insert Resource  
 
Path: C:\Program 
Files\Dessault/Systems\B17\intel_a\startup\Robotlib\V5DEVI
-CES                                    
 

6.2   Attaching the tool to the robot. 

 
1.  Select Attach the tool icon            from robot management  
     toolbar. 
 A Robot Dressup window appears on the screen as depicted 
in figure 17. 
• Choose the robot first. 
• Choose the tool second. 
• Change the snap reference to Base 1. 
• Change Tool Centre Point (TCP) to Tool 1. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 17 Snapshots of robot and tool with dress up window 
in DELMIA 

 

6.3   Adjusting the positions of every component 

1.  Align Side (optional procedure) 

Tool: 
ATI (9150-
HIAC-3199) 

Part
     Robot: 
     Staubli   
  (RX90B.1) 
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• Choose the down side of the part (as master). 
• Choose the down side of the robot (slave). 

 
       The robot base will be in same plane with as the base as 
shown in figure 18. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 18 Illustration of alignment of part and robot in device building 

6.4  Adding new task to the robot program 

1.  Add new task to the robot’s program  
 
Figure 19 illustrates the selection of a new robot task from 
TaskList under the PPR tree. 

 
• Choose the robot 
 
 
 
 
 
 
 
 
 
 

                  Fig. 19 Illustration of robot task selection under PPR tree. 
 

 6.5   Automatic generating tag points 

 
1.  Click Create follows Path activity 
 
• Choose RobotTask.1 from the PPR tree.  
• Choose the edges/curves you want to generate tag points 

automatically. 
• Choose the part as product name.  
• Press Finish. 
 

Figure 20 illustrates the selection of follow path activity on 
the part. User can change chord    length and can increase or 
decrease the number of tags generated on the edges.  
 
 
 

 
 
 
 
 
 
 
 
 
 

Fig. 20 Snapshots windows for the selection of follow path activity under 
robot task 

2.  Interpolate Tags after changing the orientation. 

 
• Click Robot Teach          , then choose robot. 
• Choose task “follow path activity”. 
• Double Click on the follow path activity or click modify. 
 
Figure 21 shows the robot teach window. Users are able to                   
modify the tag points orientation as per requirement. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 21 Snapshots of robot tech window in DELMIA 

 

6.6   Adjusting & interpolating the tag points 

• Choose modify from the new window “Teach Continuous 
Path”, as shown in figure 22. In the small window at the 
right choose first node then adjust the compass/coordinate 
tool orientation. 

• Click set. Repeat same procedure for the end node.  
•  Press OK.  
 
 
 
 
 
 
 
 
                                           
         
 
 
                 Fig. 22 Snapshots of Teach Continuous Path window. 
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• After interpolation. The user can find the desired 
interpolated path as shown in figure 23. 

 
 

 
 
 
 
 
 
 
 
 Fig. 23 Illustration of interpolated path after modification 

 

6.7   Simulating for testing the scenario/process. 

 
Figure 24 illustrates simulation of the robot task. It is also 
possible to check for clash detection during simulation. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 Fig. 24 Snapshot of simulation window for a predefined robot task  

 
Check for Clash detection by  
 
1.  Change the “Singular/Out of Limit Configuration” To  
     Configuration (Good /non Singular). 
Figure 25 illustrates teach and jog configuration windows for 
the robot orientation in DELMIA. 
• Click the “jog” Checkbox as shown below and choose 

Cartesian card. 
• Change the configuration to “Good”. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 Fig. 25 Snapshots of Teach and Jog configuration windows for robot joint         

                                        configuration. 

2.  Change the position of the tool if the user doesn’t find any  
     configuration ‘Good’. 
 

VII.   STEPS FOR PART IN HAND APPROACH USING DELMIA 
V5R17 

 
7.1. Inserting all the components of the process in Device task  

       definition. 

7.2. Adjusting the positions of every component. 

7.3. Attaching the tool to the robot. 

7.4. Adding new task to the robot program. 

7.5. Generating automatic tag points. 

7.6. Adjusting & interpolating the tag points. 

7.7. Simulating for testing the scenario/process. 

Figure 26 illustrates some part in hand configuration screen 
shots in DELMIA V5 R17. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 26 Screenshots of part in hand configuration mode in DELMIA 
 

A   PROCEDURES IN DETAILS 

 
7.1 Inserting all the components of the process in Device task 

definition. 

1.  Go to file – open “basesolid.igs”. 
2.  Save this part as basesolid.cat part. 
3.  Click on Start-Resource – Device Building as shown in  
     figure 27. 
 
 
 
 
 
 
 
 
 
 
 
    
  Fig. 27 Screenshots for start                      Fig. 28 Screenshots for 
         up of device building                                 CATIA product  

Tool: 
ATI (9150-
HIAC-3199)

Robot 
KR 200L120-
2.1

Part 
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4.  Right click on the P.P.R Tree on Application åExisiting  
     component å  Choose the Part name “basesolid.cat part”  
     as shown in figure 28 
5.  Save it as basesolid.cat Product. 
6.  Start-Resource – Device Task Definition. 
7.  Insert Product. 
 
8.  Choose part name and tool name. 
9.  Insert Resource. 
 

7.2   Adjusting the positions of every component. 

• Choose the last part of the robot as parent.  
• Choose the product/part as a child. 
• Press ok. 
Figure 29 illustrates the parent child relationship between 
robot and part. 
 
 
 
 
 
 
 
 
 
 
 
Fig. 29 Screenshot of the parent-child relationship between part and robot. 

1.  Snap Resource: Attach the part to the end of the robot. 

• Choose the part first. 
• Choose icon “Define origin at point or center of face” to 

set up the coordinate as depicted in figure 30(a). 
• Choose the last tip of the robot [not whole robot body] as 

shown in figure 30(b). 
• Choose icon “Define origin at point or center of face” to 

set up the coordinate again. 
• Check that the coordinates coincide as shown in figure 

30(c). 
 
 
 
 
 
 
 
 
 
                         (a)                                                       (b) 

 
 
 
 
                                                     
                                                          
                                                    (c)       

Fig. 30 Procedures for snapping the part at the end effector of the robot 

2.  Save the initial State     
 

7.3   Attaching the tool to the robot. 

1.  Attach the tool as fixed  
 
Figure 31 illustrates screenshots of the dress up window. 
 
 
 
 
 
 
 
 
 
      

Fig. 31 Screenshots of the dress up window for the Part in Hand 
configuration. 

7.4   Adding new task to the robot program. 

1.  Add New Robot Task 

Figure 32 illustrates the robot task under TaskList 
on PPR tree. 
 
 
 
 
                                             
                                                
                                    Fig. 32 Screenshots of robot task on PPR tree 

2.  Change the mode for the part from “Visualization Mode”   
      to “Design Mode”. 
Figure 33 shows the steps of mode change from Visualization 
to Design. 
• Right click on Product1 (Product1.1) in PPR tree as 

shown in figure 33(b).  
• From Product1.obj click Edit. 
• Then Right click on Base.1 (basesolid.CATpart) — 

Representation—Design Mode. 
 
 
 
 
 
 
 
 
 
 
 
         (a)                                         (b)                                     (c)                        
Fig. 33 Screenshots for changing the mode from Visualization to Design. 
  

Find the final shape of the tree/branch of the part in “Design 
Mode” as shown in figure 34. 
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Fig. 34 Screenshots for final shape of the part in Design Mode 

3.  Return to the “Device Task Definition” Environment 

• Double Click on Process in PPR tree as shown in 
         figure 35. 
 
 
 
 
 
 
                       
 
                                     Fig. 35 Screenshots of process under PPR tree 

7.5   Generating automatic tag points. 

1.  Click Create follow Path activity 
 
• Choose the task from PPR tree under program as is 

illustrated in figure 36.  
• Choose the Task from the PPR to add follow path 

activity to. 
 

 
 
 
 
 
 
 
 
 
                              Fig. 36 Screenshots of robot task under PPR tree 

2.  Choose the edge of part to create the path 

• Choose any edge for follow path activity as shown in 
figure 37. 

 
 
 
 
 
 
 
 
 
 
 
 
Fig. 37 Screenshots of follow path activity window and its branch under PPR 

tree 

3.  Generate new task from follow path activity. 

• Right click on Follow Path Activity. 
• Follow Path Activity.obj –choose Create New Robot 

Task as shown in figure 38. 
 
 
 
 
 
 
 
 
 
 
 
Fig. 38 Screenshots of creation of new robot task from follow path activity 

4.  Make Parent/child relation between the Tag Group and the 
     part. 
• Choose the part as parent. 
• Then choose the tag group from PRR tree as child.  

7.6   Adjusting & interpolating the tag points 

1. Adjust the tag coordinate whether by Tag Transformation or   
    teach a device as per screenshots shown in figure 39.     
 
 
 
 
 
 
 
 
 
 
     Fig. 39 Screenshots of Tag Transformation and Teach Robot Device. 

• In case of discontinuous motion – choose all operation as 
shown in figure 40.  

• Right click choose motion å Linear. 
 
 
 
 
 
 
 
 

 
Fig. 40 Screenshots for selection of all tags in linear motion for predefined 

activity. 
 
2.  Interpolate the path   
 
• Choose the Tag Group 

Interpolation of the tag points of predefined path 

• Select all tag points and click interpolate as 
  shown in figure 41. 
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Fig. 41 screenshots windows for interpolation of tag points 

3.  Add one/two points for pure contact between part and the      
tool. 
 

7.7   Simulating for testing the scenario/process 

Check the whole task/scenario with Teach Window or With 
Robot Task simulation as shown below in figure 42. 

 
 
 
 
 
                   Figure 42 simulation toolbar 
• User can also check for Clash detection by clicking the 

clash detection icon.  
 
 
1.  User might change the “Singular/Out of Limit   
     Configuration” to “Configuration Good         
     /non Singular.” 

• Click “jog” Checkbox as shown below in figure 43 and 
choose Cartesian card 

• Change the configuration to “Good” as shown in figure 
43. 

2. Change the position of the tool if don’t find any  
    configuration ‘Good’. 

3. User might change the singularity* tolerance if the fourth  
    Joint is from 1 to 10 and the case indicates that current  
    configuration is singular. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 43 Screenshots of Teach and Jog configuration window for robot joints 
configuration 

Singularity: DELMIA as a software package is interested 
in orientation singularity when the fourth joint and sixth joint 
are on the same axis this is because the fifth joint (The middle 
joint between them) is at zero distant. It results in a loss of one 
degree of freedom, as the result of motion whether by the 
fourth or sixth joint is the same. 

 
VII.  CONCLUSIONS 

 
DELMIA® enables the offline simulation of tool as well 

as part in hand deburring approaches in the virtual 
environment cell. Automated deburring processes eliminate 
health and safety issues associated with hand held tools. The 
process is convenient for complex part finishing where it is 
very hard to reach by conventional machines. Robotics 
integration provides great flexibility and reliability for the 
finishing process, because robots allow for more degrees of 
freedom than other machines. The process has been 
successfully implemented in several industries. 
 

IX.   FUTURE RESEARCH 
 

Future work will address surface finishing on the part and 
generation of the patterns of the points on the surface using 
micros within DELMIA®. Anticipated work includes 
establishing prototypes of deburring cells which integrates 
with DELMIA® in any surface finishing application. 
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