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Preface

This book constitutes the thoroughly refereed post-proceedings of workshops
under the 12th International Conference on Principles of Practice in Multi-
Agent Systems (PRIMA2009). Twenty-eight revised full papers were included
in this book.

The International Conference on Principles of Practice in Multi-Agent Sys-
tems (PRIMA) is a conference that has developed from a series of leading
international workshops in the Pacific Rim region for the presentation of re-
search and the latest developments on principles, practices, and theories in
multi-agent system (MAS) technologies, including the application of MAS
to problems of social, industrial, and economic importance. PRIMA 2009
was the 12th in the series of conferences/workshops and was held in Nagoya,
Japan, December 13-16, 2009.

The PRIMA2009 workshops were designed to provide a forum for re-
searchers and practitioners to present and exchange the latest developments
at the MAS frontier. Workshops are more specialized and on a smaller scale
than conferences to facilitate active interaction among the attendees. They
encourage MAS theories to meet reality, MAS researchers to work with prac-
titioners, and vice versa. Through workshops, both sides get exposure to
evolving research and tools, and to the practical problems to which MAS can
be applied. As an excellent indicator of the current level of active research
and development activities, PRIMA2009 included a total of five workshops
that were grouped as two joint workshops and one stand alone workshop:

e International Workshop on Agent-based Collaboration, Coordination, and
Decision Support;

e Joint workshop on Multi-Agent Simulation in Finance and Economics &
Applied Agent based simulator Engineering for Complex System study;
and

e Joint Workshop on Agent Technology for Disaster Management & Intelli-
gent Agents in Sensor Networks and Sensor Web.



VI Preface

The output from those workshops has created this unique collection that is
presented in three parts. Part I reports the use of agent technologies in assist-
ing the collaboration among humans and software mechanisms, coordination
among software agents and systems, and decision support on knowledge dis-
covery; Part II covers agent-based simulation in finance, economics and social
science; and Part III discusses agent-based applications for environmental
monitoring and disaster management.

Each workshop paper was accepted after review by at least two experts.
Further improvements were included in many papers in preparation for this
collection. Readers will be able to explore a diverse range of topics and de-
tailed discussions related to the five important themes in our ever chang-
ing world. This collection plays an important role in bridging the gap be-
tween MAS theory and practice. It emphasizes the importance of MAS in
the research and development of smart power grid systems, decision sup-
port systems, optimization and analysis systems for road traffic and markets,
environmental monitoring and simulation, and in many other real-world ap-
plications and publicizes and extends MAS technology to many domains in
this fast moving information age.

The organizers of the workshops did an excellent job in bringing together
many MAS researchers and practitioners from the Pacific-Asia region and
from all over the world. The well-received workshops at PRIMA2009 and the
publications included in this collection convincingly demonstrate the signifi-
cance and practical impact of the latest work presented in MAS.

We are certain that this collection will stimulate increased MAS research
and applications, influence many graduate students to conduct research and
development in MAS, and have a positive impact towards making our future
better by creating an increasingly smarter world.

December 2009 Quan Bai
CSIRO, Australia

Naoki Fukuta

Shizuoka University, Japan
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2 Agent-Based Collaboration, Coordination and Decision Support

The autonomy and intelligence of software agents have greatly enhanced au-
tomation in many operational domains. Benefits of using software agents are
the ability to assist in the collaboration among humans and software mecha-
nisms, coordination among software agents and systems, and decision support
on knowledge discovery. In general, agents may perform different behaviors
for different kinds of expectations. In cooperative systems, agents will per-
form tasks more cooperatively in order to achieve their common goals, while
in competitive systems, agents may compete with others in order to reach
individual aims. However, in most real world situations, both cooperation
and competition exist between agents. Agents need to be carefully organized
and managed in order to maximize the efficiency of the whole system, and to
balance benefits between others.

We solicited all topics related to the interdisciplinary aspects of agent-
based collaboration, coordination, and decision support as much as these
are in some way relevant for or applicable to software agents and multi-
agent systems. The following incomprehensive listing gives examples of such
potential topics:

- Agent-based collaboration

- Agent-based coordination

- Methodologies, languages and tools to support agent collaboration

- Protocols and approaches for agent-mediated collaboration and decision
support

- Teamwork, coalition formation and coordination in multi-agent systems

- Distributed problem solving

- Electronic markets and institutions

- Game theory (cooperative and non-cooperative)

- Auction and mechanism design

- Argumentation, negotiation and bargaining

- Trust and reputation

- Agent-based decision support

- Agent-based knowledge discovery

- Agent-based collective intelligence

- Agent-based situation awareness

These issues are being explored by researchers from different communities
in Autonomous Agents and Multi-Agent systems, distributed problem solv-
ing, complex systems as well as agent-based applications. This part collects
nine high quality papers, all involving some important aspect of agent-based
collaboration, coordination and decision support. The idea is to try to moti-
vate the researchers to explore cutting-edge challenges in the area and accel-
erate progress towards scaling up to larger and more realistic applications.

Katsuhide Fujita
Fenghui Ren
ACCDS’09 Workshop Chairs



DGF: Decentralized Group Formation
for Task Allocation in Complex
Adaptive Systems

Dayong Ye, Minjie Zhang, and Danny Sutanto

Abstract. In this paper, a decentralized group formation algorithm for task
allocation in complex adaptive systems is proposed. Compared with cur-
rent related works, this decentralized algorithm takes system architectures
into account and allows not only neighboring agents but also indirect linked
agents in the system to help with a task. A system adaptation strategy is
also developed for discovering effective system structures for task allocation.
Moreover, a set of experiments was conducted to demonstrate the efficiency
of our methods.

1 Introduction

Allocating tasks to agents in complex adaptive systems is a significant re-
search issue. Task allocation problem can be simply described as that when an
agent has a task which it cannot complete by itself, the agent then attempts
to discover other agents which contain the appropriate resources and assigns
the task, or part of the task, to those agents. Recently, many approaches have
been proposed for task allocation. Some of them [6] [9] [14] [16] are based on
the centralized fashion which assumes that there is a central controller to
assign tasks to agents. An efficient agent group formation algorithm [9] was
proposed by Manisterski et al. for completing complex tasks. Their work took
both cooperative and non-cooperative settings into account and pointed out
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what can and cannot be achieved. However, their algorithm assumed there is
a central controller, which uses global information, to manage the group for-
mation. Zheng and Koenig [16] provided reaction functions for task allocation
to cooperative agents. The objective of their approach is to find a solution
with a small team cost and assign each task to the exact number of different
agents. Their work also assumed that there is a central planner to allocate
tasks to agents. Centralized fashion can make the allocation process effective
in a small scale network, since the central planner has a global view of the
system and is, therefore, aware of the capabilities of each agent. In that case,
communication overhead during allocation processes could be reduced. How-
ever, the centralized fashion has also several notable disadvantages. Firstly,
in some complex adaptive systems, it is difficult to have such a central con-
troller, such as social networks or sensor networks. In these networks, it is
hardly for a single agent to have the global view with regard to the network
but only the local prospect about directly linked neighbors. Secondly, when
the central planner is out of order or cracked by some attackers, task al-
location might fail accordingly. The last drawback is that the scalability of
a system with centralized control is limited because when too many agents
exist, the central controller has to maintain much information to hold the
global view and respond huge amount of messages from other agents. These
situations might drastically raise the CPU and memory usage of the central
controller and also consume much network bandwidth.

In order to overcome the shortcomings of centralized fashion, some dis-
tributed task allocation methods were developed based on decentralized style.
Compared with centralized fashion, decentralized style is more scalable and
robust. However, there are still a few limitations in current decentralized task
allocation methods. Some of these methods do not assume the existence of
any agent networks, but emphasize only on the behaviors of resource sup-
pliers and demanders, e.g. [I3] [II] [8] ] [2] and [3]. On the other hand,
several distributed task allocation mechanisms have to employ some global
information to achieve their goals, although the execution procedure of these
mechanisms are distributed. For example, in [I0], the proposed resource allo-
cation method supposed that the resource load of resource suppliers is global
information which are known by all resource demanders. Furthermore, some
other approaches, e.g. Greedy Distributed Allocation Protocol (GDAP) pre-
sented in [I5], only allow agents to request help for tasks to their directly
linked neighbors. In this way, the possibility of task allocation failure would
be increased due to the limited resources available from agents’ neighbors.

Some other group or coalition formation schemes have also been proposed,
although they were not devised for task allocation. Nonetheless, there are
more or less limitations of these schemes, and, therefore, they cannot be
directly used for task allocation in complex adaptive systems. A coalition
formation based self-organization technique was presented in [I2]. The self-
organization process is through negotiation strategies, whose aim is maximiz-
ing the global utility of a sensor network. The disadvantage of this technique
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is that agents in the sensor network were supposed to be homogeneous, while
agents in our work are considered to be heterogeneous. Kraus et al. [7] devel-
oped a coalition formation protocol and several revenue distribution strate-
gies with incomplete information. However, they supposed that the capabili-
ties of agents are common knowledge in the environment, which is employed
as global information. In addition, their approach focused on self-interested
agents.

In this paper, we propose a decentralized group formation algorithm, called
DGF, for task allocation. Compared with centralized control approach, like
the one proposed in [I6], our method does not need a central planner. In con-
trast to the approach, developed in [3], which overlooked the system architec-
ture, our method takes the system architecture into account during task allo-
cation process. Opposite to the protocol introduced in [7], our method does
not need global information, and our research stresses on cooperative agents
rather than self-interested agents. Unlike GDAP presented in [I5] which al-
lows only neighboring agents to help with a task, our method enables agents
to allocate tasks not only to their neighbors but also other agents in the sys-
tem based on the proposed group formation algorithm. In this way, the agents
would have more opportunities to achieve solution for their tasks. Moreover,
in order to discover effective system structures for task allocation, a system
adaptation strategy will be performed after a predefined number of task al-
location rounds. In our model, tasks are generated periodically and agents
attempt to form groups to accomplish these tasks by using only local infor-
mation. A set of tasks is introduced in the system at a fixed time interval,
where the length of the interval between the introduction of two sets of tasks
is predefined. Thus, a task allocation round is a procedure of allocating a set
of tasks to appropriate agents.

The rest of this paper is organized as follows. Section[2formalizes the prob-
lem and describes the decentralized group formation algorithm. Section [3]
then, depicts the system adaptation strategy. Section [ demonstrates the ex-
perimental results and analyzes the quality and performance of our method.
Finally, we discuss and conclude our work in Section

2 Decentralized Group Formation Algorithm

To cope with the issue of allocating tasks in complex adaptive systems, a De-
centralized Group Formation (DGF) algorithm is elaborated in this section.
2.1 Problem Description

We formalize the description of task allocation problem in this subsection.
The definition of complex adaptive system is first introduced.
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Definition 1. Complex Adaptive System. A complex adaptive system
consists of a set of interdependent cooperative agents, namely A = {ay, ..., an},
and a Compatible Relation R (R C A x A). The meaning of R is “a neigh-
bor of”, so we denote an ordered couple (ai,a;) € R if and only if a; is a
neighbor of a;. Since R is a Compatible Relation, namely that R is reflexive
and symmetric, it can be achieved that Va; : a; € A = (a;,a;) € R and
Va;,a; € A: {ai,a;) € R = (aj,a;) € R. Examples of such systems include
social networks and sensor networks.

Each agent a € A is composed of five tuples < AgentID(a), Neig(a),
Resource(a), State(a), Pop(a) >, where AgentID(a) is the identity of agent
a, Neig(a) is a set which indicates the neighbors of agent a, Resource(a) is
the resource which agent a contains, State(a) demonstrates the state of agent
a, and Pop(a) exhibits the popularity of agent a. Pop(a), presented in [5],
is described as the ratio between the number of successful group joined and
the number of attempted group joined during a predefined number of task
allocation rounds, and can be calculated via Equation [l

_ # of successful group joined

Pop(a) (1)
In this paper, each agent a € A is assumed to have a single fixed resource,
rq € [1,€], where 