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niyatam sanga-rahitam

araga-dvesatah kritam

aphala-prepsuna karma

yat tat sattvikam ucyate

That action which is regulated and which is performed without attachment, without love or 

hatred, and without desire for fruitive results is said to be in the mode of goodness

The Bhagavad-Gita (18.23)

This book is the outcome of the panel discussions held on the special event honor-

ing first 50 PhD students of Prof. Ramjee Prasad. Several of his PhD students are 

today worldwide telecommunication leaders themselves. Over 60 post-docs, PhDs, 

colleagues and the scientific staff were present at the event to celebrate the research 

and development achievements in the field of mobile and wireless communication. 

The topics of the two panel discussions held were ‘Globalization of Mobile and 

Wireless Communications’ and ‘Beyond 2020’. Therefore the title of the book is 

‘Globalization of Mobile and Wireless Communications: Today and in 2020.

The book reflects on how rapidly mobile communication has spread and touched 

almost every person on this planet, may that person be rich or poor, man or woman, 

or child or adult. The book also attempts to provide a window into the future and 

speculates how the wireless world might look like at the end of this decade, and 

presents some of the key enabling technologies that would drive the process to get 

there. Since naturally the business models drive the investment decisions and the 

adoption rate of any new technology, we have also included a chapter on that.

This book serves as a good starting point for casual readers, engineers and 

researchers who would like to have access to a book that provides in one single 

place what is there to know about the reasons behind the huge success of the wire-

less communication around the world.

Preface
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As globalization becomes more and more important, we foresee more readers 

(including the policy makers and decision makers in the governments) being inter-

ested in the topic of this book. The reader would benefit from a wide range of topics 

that are discussed in this book, some of which are listed below.

 1. The book introduces the notion of globalization of wireless communication

 2. The book covers the key technologies (past, present, and future) and their 

enablers to make mobile wireless a global phenomenon

 3. The book not just covers technology aspects, it also addresses applications and 

techno-economic aspects

 4. The book covers standards and international fora and their critical role in 

globalization

 5. The book sheds light on the future developments in wireless communication, 

and accompanying potential business opportunities

 6. Potential impact of wireless communication on efficient management of energy 

resources and global warming

Because each topic can easily expand into a book of its own and it is difficult to 

have in-depth knowledge in all of these domains, we chose to invite the various 

thought leaders in their fields to contribute to this book. The book is written in a 

style to provide a broad overview of the various technologies with a special empha-

sis on the user as the center of all activities. It has been our objective to provide the 

material in one single place to enable quick learning of the fundamentals involved 

in an easy-to-read format.

Finally, we (including the chapter authors) have tried our best to ensure that each 

and every chapter is as accurate as possible; however, some errors in any manu-

script are inevitable. Please let us know of any errors and ideas to improve the book 

– such comments will be highly appreciated.

June 2010 Ramjee Prasad, CTIF, Denmark

Sudhir Dixit, Hewlett-Packard Laks, India

Richard van Nee, Qualcom, The Netherlands

Tero Ojanpera, Nokia, USA
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1.1  Introduction

Mobile communication has expanded the basic need for humans to communicate to 

“from anywhere at any time,” which was unthinkable only 25 years ago. It has 

touched almost every person, rich or poor, child or adult, around the globe. 

Increasingly, new developments in wireless data and mobile internet are augment-

ing the voice communication experience with much richer multimedia content 

consisting of text, video, and images. In not too distant a future, wireless data con-

nectivity between the machines and sensors is destined to reshape the environment 

we live in and impact our lives in ways that we can hardly imagine. The emerging 

economies are already skipping legacy technologies, going for the next generation, 

and will be the hotbed of some of the innovations that would find their way to the 

affluent economies.

This book reflects on the recent developments in wireless communications from 

the global perspective and attempts to understand the reasons and provides an 

insight behind a phenomenal rate of adaptation by the wealthiest to the poorest 

nations around the globe, and what can we expect in the year 2020 time-frame.

S. Dixit () 
Hewlett-Packard Labs, India 
e-mail: sudhir.dixit@hp.com

T. Ojanpera 
Nokia, USA 
e-mail: tero.ojanpera@nokia.com

R. van Nee 
Qualcomm, the Netherlands 
e-mail: rvannee@qualcomm.com

R. Prasad 
CTIF, Aalborg University, Denmark 
e-mail: prasad@es.aau.dk

Chapter 1

Introduction to Globalization of Mobile  

and Wireless Communications:  

Today and in 2020

Sudhir Dixit, Tero Ojanpera, Richard van Nee, and Ramjee Prasad



2 S. Dixit et al.

1.2  Mobile Devices

In a short span of about 25 years, mobile devices have evolved from a luxury busi-

ness communications tool to a necessity that is literally used by everybody in the 

world. What used to be the exception to the rule is now the rule. The world is rap-

idly approaching 4 billion mobile subscribers, a figure that continues to grow leaps 

and bounds each day, but a new sea of change is being fuelled by the proliferation 

of smartphones, advanced mobile devices that put the power of a desktop computer 

into the palm of your hand. Smartphones are currently the fastest growing category 

in the mobile communications industry. According to Gartner, smartphone volumes 

will represent 14% of total mobile devices sales in 2009, growing by 23.6% from 

2008. Fig. 1.1 illustrates the total mobile device sales worldwide.

Different people around the world have different needs to suit their personal and 

cultural tastes. There are numerous success stories in the development of highly-

personalized, complementary services that further enable people to stay connected 

with their families, friends and their passions. Similar to the proliferation of ‘voice’ 

in the past, today, being online whenever and wherever we choose, is becoming a 

reality for the masses.

1.3  The Current Landscape

Internet and mobile communications are on a collision course, which is enabling 

the development of completely new types of applications. Examples of these new 

applications impacting the vast populations in the emerging markets are agricul-

tural and educational services designed especially for the people in small towns and 

rural areas who have limited or no access to the internet. These services, which may 

cost less than $1/month, allow hundreds of millions of people the opportunity to 

access essential information to improve their businesses, potential prospects and 

their way of life. In more developed markets, the growing adoption of mobile appli-

cations is also having a significant impact.

1,150,000

2008 2009 2010

1,200,000

1,250,000

1,300,000

1,350,000

Fig. 1.1 Forecast: 
Worldwide Mobile  
Terminal Sales to End Users 
2008–2010 (thousands of 
units) (Source: Gartner, 
December 2009)
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1.4  ‘Sharing’ is the New ‘Sending’

Social networking has transformed the manner in which people share information. 

New possibilities are emerging as people link all of the different features of their 

mobile devices with their social connections and physical location. In this new age, 

‘social location’ has a new meaning, now ‘where you are’ is just as relevant as 

‘what you are doing.’ For example, to build on the transformation, Nokia is working 

on a feature called “Life casting,” which provides zero-effort status updates to 

Facebook from phone and allows consumers to easily share where they are and 

what they are doing with a community of friends, as broad or as narrow as 

desired.

1.5  Sensors and Machines Become a Catalyst

Integrated sensors and global positioning systems (GPS) in mobile devices are 

serving as the catalyst for new technology solutions that can learn and anticipate a 

consumer’s needs. The mobile industry is looking for ways to capitalize on the 

boom of GPS-enabled smartphones. According to Canalys, the number of GPS-

enabled phones grew globally by more than 250% from ca. 10 million units in 2008 

to ca. 27 million units in 2009 as depicted in Fig. 1.2. Several service providers and 

equipment manufacturers are already providing guided voice navigation, including 

3D landmarks for drivers and pedestrians. Additionally, more and more mobile 

phones are beginning to offer RFID (radio frequency identification) sensors, pro-

viding easy and concrete access to services, content and repeat functions by a 

simple touch. Mobile workforces can launch services by simply touching RFID 

tags (transponders) with their mobile phones.

Increasingly machines are being connected with the web through the wireless 

interfaces, at homes, in offices, and outdoors. This is particularly true in locations 

where there is no wirleline infrastructure and in hard-to-reach locations. Some 

examples of these are security cameras, environment monitoring, dispensing 

machines, bus stops, etc. In the long-term we anticipate that every electronic device 

would come with its own IP address and would be web enabled and connected to 

the cyberworld.

0

2008 2009 2010

10,000,000

20,000,000

30,000,000

40,000,000

Fig. 1.2 Worldwide Mobile 
GPS Navigation Installed 
Base Forecasts (Source: 
Canalys, November 2009)
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1.6  A Look to the Future

Until now, devices, applications and services, connectivity and radio have been 

treated as separate domains interconnected by layered architecture, such as the 

7-layer OSI or TCP/IP stack. However, the future is about the convergence and 

layerless architectures. Additionally, over time, most radio and networking func-

tions would be cognitive, and increasingly applications would be context-aware. 

Fig. 1.3 Evolution of the world of wireless communication into the future
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The service providers are already pushing for zero-configuration, self-management 

and autonomous operations in order to bring down the operating costs. The world 

of communication will be open, ubiquitous, secured, personalized, context-aware, 

and the majority of the wireless users would come from the emerging new markets 

consuming multimedia, typically video. Fig. 1.3 provides a window into the future. 

Connecting the virtual world – of location-aware and socially-responsive mobile 

solutions – to the real-world is the future of mobile multimedia. The next trans-

formation is slowly coming with the mobile handsets becoming intelligent, auto-

matically interacting with and sensing the world around it to provide truly 

personalized and useful services that help the user get the most out of life.

1.7  Brief Overview of the Book

This book has been organized to envision how the world of future wireless might 

look like and what enabling technologies will get us there with the principal goal 

of improving the users experience, quality of life and ease of use for everyone. This 

has meant covering a broad range of topics from technologies to business models. 

Additionally, to put the objectives in perspective, we have included chapters that 

present the current environment as illustrated in Fig. 1.4. A list of topics that have 

been covered in this book is provided below.

Role of networks operators and manufacturers in building a globalized wireless •฀

world.

Globalization of wireless networks and its impact the world over with emphasis •฀

on bridging the digital divide.

Emerging business models.•฀

Access security and personal privacy and how it might impact globalization in •฀

the future.

Wireless LAN going global.•฀

Radio resource management and quality of service.•฀

What would drive the wireless standards in the future: CDMA or OFDM?•฀

Future vision of wavelet radio and could it revolutionize radio interfaces.•฀

Designing future communication systems from clean-slate.•฀

Flexible and dynamic allocation of spectrum and its usage.•฀

Location determination in hybrid WiMAX-WiFi networks.•฀

Energy harvesting using wireless sensor networks.•฀

Role of coherent transmission in taming global warming and climate change.•฀

Role of intelligent software to drive novel and modern services.•฀

The challenges of synchronizing systems today and in the future.•฀

The book has been organized into several distinct but interconnected parts: role of 

wireless in globalization, privacy and security, broadband wireless radio and net-

works – today and in the future, future services (e.g., location identification), 
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energy harvesting, global warming, intelligent software for novel services, and 

finally synchronization of systems.

Chapters 2–4 We present some background material on how the operators and the 

manufactures have played a key role to connect everyone on this planet from the 

richest to the poorest, which is rapidly closing the digital divide. The world is getting 

flatter and by the year 2020 the vast majority of the people would have access to the 

same information with the result that prosperity would spread the world over.

Chapter 5 The growth in the connected world would bring a lot consolidation in 

the telecommunications and computer networking industries with the result that 

numerous interesting and novel business models would be born. No technology can 

survive and reach the mass market unless it is accompanied by a viable business 

model. Therefore, we next present the theory of business models and discuss how 

they are likely to evolve over this decade.

Chapters 6–7 Since wireless poses rather unique challenges to privacy of the users 

and to the security of the information that it transports, we discuss this topic next. 

Fig. 1.4 Illustration of the coverage of the book. The number in the branches denotes the chapter 
of the book
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The revolution in broadband wireless cannot continue and succeed unless the users 

feel that their data is secured. Consequently, the next two chapters are devoted to 

user authentication and ensuring that privacy is not compromised. Any user data 

that traverses the network must be free from eaves-dropping and tampering.

Chapter 8 We all are witnessing the pervasiveness of the WiFi networks that are 

based on the IEEE 802.11x family of standards as a means to deliver untethered 

broadband to the last tens or hundreds of meters; therefore, next we provide an 

overview of the IEEE 802.11x standards.

Chapters 9–11 Making limited radio resources available to billions of broadband 

users in some of the most densely populated cities is going to be a daunting task 

both for the service providers and the equipment manufacturers. Therefore, we 

address this topic in three ways. First, the chapter provides an overview of the exist-

ing methods of radio resource management and quality of service, and then extrap-

olates them into the year 2020. Second, we investigate which radio interface 

(CDMA or OFDM) would be most suitable in the long-term. Third, we present a 

completely new approach to wireless communication that is based on the theory of 

wavelet that could potentially bring a paradigm shift.

Chapter 12 When the Internet was first born over 30 years ago, no one anticipated 

its huge success, and, therefore, the approaches of the day were rather simplistic 

and did not consider the issues of traffic types, performance and scalability. The 

World Wide Web in the early 1990’s further accelerated the spread of the Internet. 

This raised an interesting question: were we to design a new network from scratch 

today with the knowledge that we have today, what and how we would go about 

designing an optimum network? We endeavor to answer this question in this 

chapter.

Chapters 13–15 The laws of physics limit the spectrum that is available thwarting 

efforts to offer higher and higher bitrates to everyone who wishes to access the 

internet using wireless. Over the past decade there has been a growing interest in 

studying and employing cognitive radio and dynamic spectrum allocation schemes 

to efficiently use spectrum. Chapters 13 and 14 provide an overview of these tech-

nologies, and Chapter 15 presents a case study in India where it is anticipated that 

by year 2013 there would be about 1.2B mobile users, the largest mobile market 

anywhere in the world.

Chapter 16 Since in the future we anticipate that location will play a significant 

role as mobility does, this chapter is devoted to methods for locating a user when 

he or she is indoor using WiFi in conjunction with the wide area radio access such 

as WiMAX. Locating a user when outdoor is a solved problem because of the suc-

cess of the GPS, cellular and other radio access technologies; therefore, the focus 

in this chapter is mainly on indoor location determination.

Chapters 17–18 It is a widely accepted view today that wireless can play a signifi-

cant role in energy conservation and reducing global warming. Therefore, Chapters 

17 and 18 focus on these issues. Chapter 17 describes the role wireless sensors can 
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play in reducing energy consumption. Chapter 18 makes a case that coherent trans-

mission significantly reduces transmit power for the signal to reach the same dis-

tance as the traditional methods.

Chapter 19 Nothing will drive the usefulness and adoption of technology than the 

applications and services. Therefore, this chapter is dedicated to discussing the 

need to develop and use intelligent software to enable development of novel and 

user-centric applications and services that are personalized, context-sensitive, and 

help user to offload the mundane and routine tasks that can otherwise be done effi-

ciently by a virtual assistant.

Chapter 20 An often overlooked topic is that of system synchronization. With the 

solutions becoming complex and global, there is a growing trend towards systems 

on chips and distributed architectures. This chapter provides an interesting insight 

into the synchronization issues in communication systems and proposes a number 

of solutions.

Since the various subject matter experts already cover the above topics in depth, 

it would be redundant to repeat them here. We, therefore, stop here and wish you 

happy reading!
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2.1  Introduction: Trends and Developments

One of the most popular situation that the telecommunications market is 

 experiencing is the merging of operators vendors and manufactures. The list of 

famous mergers is not limited to the list below; it is extended into a large number 

that has both advantages and disadvantages. It is difficult to judge the result of a 

merger as this should cover all aspects and sides, including financial results for the 

stakeholders, new workplaces (or number of laid-off employees) and future poten-

tial. The motivation is simple: Better financial results in a very competitive market, 

aiming for sustainability and more promising future. As it is proven, brand name 

of the interested parties is a key role for mergers; and this is often very expensive.

This chapter is organized as follows. Section 2.1 is an overview of current trends 

and developments in the area of telecommunications. More specifically, famous 

mergers are discussed presenting both the benefits, as well as the socioeconomic 

impact. In Section 2.2 two giant international operators are compared in terms of 

networks, management and results. Section 2.3 presents different aspects of global-

ization in wireless systems. This includes short description of technologies they 

share. Section 2.4 concludes the chapter, where the future of wireless telecommu-

nications is predicted. The projection considers the current trends, as well as the 

technological enablers and barriers.

2.1.1  Nokia Siemens Networks

Nokia Siemens Networks is currently a leading enabler of communication services. 

The organization comprises the former Networks Business Group of Nokia and the 

carrier-related businesses of Siemens. The net sale for the calendar year 2009 was 
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approximately €12.6 billion. The company is one of the top vendors in the 

 telecommunications infrastructure industry and continues the legacy of two indus-

try champions, namely Nokia and Siemens.

The target group definition for NSN is based on the assumption that 5 billion 

people, around 70% of the world’s population, will be connected by 2015; while 

billions will be connected by broadband. In the current market only 400 million out 

of the 2.6 billion people who are connected also have a broadband connection. The 

estimation is very promising and NSN has the background, the customers and the 

potential to be a major stakeholder in the coming years [1].

2.1.2  Deutsche Telecom – OTE

On March of 2008, Deutsche Telekom – Europe’s biggest telephone company – 

acquired 20% of Hellenic Telecommunications Organisation (OTE) shares from 

Marfin Investment Group (MIG) for €2.5 billion. A few weeks later, Greek 

Government came to an agreement to sell another 3% of the Greek state’s share to 

the German buyer in the context of its decision to secure the German provider as a 

strategic partner. Deutsche Telekom will have the management of OTE, while the 

Chairman of the Board of Director will be from the Greek Government and will 

have a say in critical decisions.

This deal is not only for the 3%, as the Greek State has supported the negotia-

tions and is an interesting case study, as it involves the State and it bridges the 

mentality gap of two nations, namely Greece and Germany. On the other hand side, 

OTE is a key player in the Balkans with presence in several countries, owing both 

fixed and wireless networks, e.g. RomTelecom – Romania, Armentel – Armenia, 

Cosmote – Greece, Cosmote – Romania, Globul – Bulgaria, Cosmofon – FYROM, 

AMC – Albania and other infrastructures and assets. OTE has the potential to make 

its position even stronger the coming years; while the support of a strategic partner 

as Deutsche Telekom, will minimize the risk of facing issues with the competitors 

that still have privileges compared to the incumbent operator [2].

2.1.3  AT&T – Cingular

In the beginning of 2007 AT&T, the standard bearer of communications excellence 

for more than a century in the US, fold the 6 year-old Cingular wireless name into 

the iconic AT&T brand. AT&T Inc. launched a multi-media campaign to begin 

transitioning the Cingular brand to AT&T in advertising and customer communi-

cations, throughout Web sites and nationwide retail stores, and on company build-

ings and vehicles. “Around the world, our customers recognize the AT&T brand 

for meaningful innovation, a commitment to customer service, high quality and 
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exceptional reliability,” said Edward E. Whitacre Jr., chairman and CEO of AT&T. 

“AT&T, BellSouth and Cingular are now one company, and going to market with 

our services under one brand is the right thing to do” [3]. This is another example 

of cooperation between operators that aims to make both stronger base on the 

experience and the significance of the AT&T brand and the potential of Cingular.

2.1.4  Telia Sonera

TeliaSonera is the result of a 2002 merger between the Swedish operator Telia and 

Finnish operator Sonera. Before that, Telia has not succeeded the merger with 

Norwegian telecommunications company Telenor, that is now a major competitor 

in the Nordic countries. Telia is a telecommunications operator with famous as a 

state telephone monopoly. Sonera on the other hand used to have monopoly only 

on trunk network calls, while around 75% of local telecommunication was provided 

by telephone cooperatives. The brand names Telia and Sonera have continued to be 

used separately in the Swedish and Finnish markets respectively. Of the shares, 

37% are owned by the Swedish Government, 13.2% by the Finnish Government, 

and the rest by institutions, companies, and private investors worldwide [4].

2.1.5  Alcatel Lucent

News of the proposed $13.4 billion merger with Alcatel sent some at the U.S.-based 

Lucent Technologies polishing up their French while others updated resumes. The 

new joint company worth $25 billion plans a European headquarters and an 

8,000-person job cut. While CEOs of the two companies focused on the synergistic 

benefits of a “merger of equals” between wire-line Alcatel and wireless Lucent, 

analysts and others point out this new marriage could have a rocky start [5].

2.1.6  SONY – Ericsson

Sony Ericsson Mobile Communications, a joint venture between Sony Corp and 

Ericsson, began operations on 1 October 2001 with a capitalization of US $250 

million each, an Ericsson spokesperson said. Sony and Ericsson agreed to merge 

their mobile phone units in April. In a statement today, Ericsson said that after 

“necessary approvals”, both companies will start to consolidate their respective 

operations. The joint venture started with 3,500 employees in product, marketing 

and sales [6]. According to Ericsson Asia Pacific spokesperson, Arthur Huang, only 

the management team is based in London.
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2.1.7  International Telecommunication Union – ITU

In the 1995–1999 planning period, “globalization” was more a slogan than a reality, 

since it referred mainly to alliances between major operators to provide end-to-end 

services to multinational enterprises. Public networks and residential customers 

were relatively unaffected by this kind of globalization, although various forms of 

“alternative calling procedures” provided consumers in countries, which allowed 

such practices a “poor-man’s version” of the benefits enjoyed by big business 

users.

In the 1999–2003 planning period, globalization is likely became much more of 

a reality. The WTO agreement made it possible for foreign operators to have direct 

access through interconnection and interoperability to public networks in most of 

the world’s major telecommunication markets, as well as to make direct invest-

ments in the development of those networks [7].

2.2  Case Study: Vodafone and Telefonica

An interesting study is the comparison of Vodafone and Telefonica, as both opera-

tors are widely spread; owing a large number of networks; while they have both 

similarities and differences.

Vodafone Group Plc is the world’s leading mobile telecommunications com-

pany, with a significant presence in Europe, the Middle East, Africa, Asia Pacific 

and the United States through the Company’s subsidiary undertakings, joint 

 ventures, associated undertakings and investments. On 31 March 2008, based on 

the registered customers of mobile telecommunications ventures in which it had 

ownership interests at that date, the Group had 260 million customers, excluding 

paging customers, calculated on a proportionate basis in accordance with the 

Company’s percentage interest in these ventures [8].

Vodafone holds interests in 33 licensed network operators located in 27 countries 

(Fig. 2.1).

Vodafone has centralized many of functions in Newbury in the United Kingdom. 

There is of course a distributed management mechanism; however networks that 

fully belong to Vodafone report to Newbury.

On the other hand, Telefónica is one of the world’s leading operators with pres-

ence in Europe, Africa and Latin America. Telefónica has more than 60% of its 

business outside its home market and a reference point in the Spanish and 

Portuguese speaking market. In Spain the Group is providing services to more than 

46.4 million customers while in Latin America, Telefónica gives service to more 

than 134.1 million customers as of the end of December 2007 becoming the leader 

operator in Brazil, Argentina, Chile and Peru and has substantial operations in 

Colombia, Ecuador, El Salvador, Guatemala, Mexico, Morocco, Nicaragua, 

Panama, Puerto Rico, Uruguay and Venezuela. The Group stands in 4th position in 

the sector worldwide in terms of market capitalisation the 1st as an European 
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 integrated operator and 2nd in the Eurostoxx 50 ranking, composed of the major 

companies in Europe (31 December 2007). The Group is listed on the main Spanish 

and foreign stock markets and has over 1.5 million direct shareholders according to 

separate records in favour of individuals and corporations [9]. As of December 

2007, Telefónica’s total number of customers amounted to 228.5 millions.

The contrasting approaches of Vodafone and Telefonica show the importance of 

getting the globalization model right. This requires the right balance between 

global integration and local management.

In Fig. 2.2 the stock of Vodafone and Telefonica are compared for a period of 

4 years. One can see that even the pattern of their stock behavior has similarities, 

although the figure shows a higher increase for Telefonica (Fig. 2.3).

2.3  Aspects of Globalization

Aspects of globalization are discussed in the previous section, mainly with examples 

and success stories. In this section the technical aspects of achieving globalization 

of wireless network is presented. The technical aspects are classified into following 

categories:

•฀ Network sharing: Describes the situation where two or more operators are shar-

ing networking resources, whether these refer to antennas and base stations, or 

even core components.

Fig. 2.1 Vodafone’s presence world-wide [8]
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•฀ Site co-location: Use of the same site for more than one operator to host its 

antennas and base stations. This is a typical situation, especially in urban areas, 

where sites are difficult to be found.

•฀ Base station hotels: This is a new trend, where a third party offers space for 

base station subsystems and can offer resources based on SLAs to interested 

operators. This is mainly applicable in 3G systems.

•฀ Intersystem handover: Handover between heterogeneous systems that belong 

to the same or different operator. The handover should be as seamless as 

possible ; in any case the sessions/call should never be interrupted.

Fig. 2.2 Telefonica’s presence world-wide [9]
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Fig. 2.3 Comparison of Telefonica and Vodafone stock for the last 4 years [10]
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•฀ Roaming agreements: Roaming agreements plays a significant role in the 

 globalization world, as it is mainly linked with prices that the end user pays 

when using networking resources of different operators in the converging world 

of telecommunications.

In the following section, one of the technical aspects, namely network sharing, is 

discussed.

2.4  Network Sharing

As presented in Section 2.3, network sharing, in any way it is applied, is a situation 

that is required to bring operators closer, allowing them to use their resources in a 

more efficient way and achieve their goals. Often this is the beginning of a stronger 

relationship that leads into mergers as described in Section 2.2.

Network sharing has already been applied in several cases and according 

to [11]:

“The impact is uncertain”•฀

“The benefit is a reduction in CAPEX”•฀

“Sharing does allow operators to potentially realize the value of their assets but •฀

by sharing they are degrading the value of a potentially valuable tactical asset”

“Sharing could potentially be negative for an incumbent with a strong tactical •฀

asset in terms of the network which is costly and increasingly difficult to 

replicate”

“In general the pros and cons of sharing is not clear although the immediate city •฀

reaction to a sharing agreement is likely to be positive

In general, the objectives of such collaboration are to reduce network cost or spread 

investment in time to improve balance sheet and enhance ability to raise finance and 

to reduce time to market and start to recoup from investment as early as possible. 

This helps to rollout “environmentally friendly” networks and enhance 3G footprint 

even if at present the industry emphasizes services instead of geographical coverage 

as for 2G.

Following figures present different approaches to network sharing 

(Figs. 2.4–2.7).

2.5  Future of Wireless Telecommunications

The future of wireless telecommunications is unforeseen. From a technological 

point of view it is very promising and definitely “globalized”. This will involve all 

combinations presented above, in order to provide services by exploiting new tech-

nologies in the most efficient way.
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From a socioeconomic point of view the future of wireless telecommunications 

is expected to be globalized as well. This means that more mergers and acquisitions 

are foreseen, common backbone infrastructures and more effort on negotiating 

SLAs among operators and infrastructure owners.

It is expected to have and even higher competition among very strong partner-

ship schemes with decreased CAPEX for the operators and lower costs for the 

end-user. These benefits may however have as a negative outcome the decrease of 

workplaces in the “globalized” economy, which makes the need for new businesses 

and paths mandatory in order to avoid such situations.
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3.1 Introduction

According to Wikipedia the term globalization refers to “economic integration on 

a global scale, into a global economy, which blurs national boundaries”. 

Globalization is a phenomenon involving the integration of economies, cultures, 

governmental policies, and political movements around the world. Depending on 

audience and context, the term globalization may have positive or negative connota-

tions. For example, globalization of trade, markets and production has led to a steep 

reduction of prices of most goods worldwide. On the other end, it has also dealt a 

lethal blow to those companies that have not been up to the challenge, resulting in 

unemployment and loss one of economic stability for many communities and coun-

tries. The recent financial crisis, that has affected the world economy on a global 

scale, has shown that the globalization of the financial markets has paved the way 

to speculations out of control of any regulatory institution. What is happening to the 

mobile communication market is a good example of positive globalization: in few 

years mobile phones have spread all around the world becoming a low-cost tool 

capable of providing wireless connectivity almost everywhere. Nevertheless, until 

now most of the efforts have targeted developed countries and yet too little has been 

done for the rest of the world.

The term digital divide refers to the gap between those people with access to 

digital and information technology and those without access to it. The importance 

of solving the digital divide has been highlighted by the former Secretary-General 

of the United Nations Kofi Annan, who has said

The new information and communications technologies are among the driving forces of 
globalization. They are bringing people together, and bringing decision makers unprece-
dented new tools for development. At the same time, however, the gap between information 
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haves and have-nots is widening, and there is a real danger that the worlds poor will be 
excluded from the emerging knowledge-based global economy. (Annan, 2002)

In modern economy, information and communication technology (ICT) is a booster 

to the potential growth and development of any country and the problem of closing 

the digital divide has been identified by the United Nations as one of universal 

 challenges for the future [1]. From 1995 to 2006, the EuropeAid, the European 

Commissions co-operation office, invested some 300 million in ICT-related activi-

ties, mainly targeted at African, Caribbean and Pacific countries [2].

Mobile communications have had an unprecedented growth and they are prob-

ably one of the best examples of the potentials of globalization. In less than 30 

years they have changed the meaning of communications so that a large part of the 

world population now has wireless access to voice and/or data communications. 

Undoubtedly, such a result has been made possible by the forces of globalization. 

The amount of resources invested has been enormous. The investments in research 

necessary to develop completely new systems, the effort required for building the 

infrastructure, and the coordination necessary for standardization were possible 

only for multinational organizations aiming at the conquest of international markets 

supported by global institutions. The driving force of the mobile communication 

growth has been to try to reach the largest number of potential customers. Now that 

developed countries have reached full penetration, all the efforts and investments 

made in the past can be used with little cost to help the less developed countries to 

build their own telecommunications infrastructure. In fact, as the developed coun-

tries have carried the burden of accumulating global critical mass and resolving 

uncertainties related to standards and dominant designs, developing countries can 

benefit from being late entrants in wireless communications and thus reduce the 

digital divide.

3.2  Globalization of Mobile Communications:  

GSM and WLAN

The history of mobile communications ideally begins with the experiments on radio 

propagation performed by Marconi at the end of the nineteenth century. The first 

mobile radio telephones were employed in 1921 by the Detroit Police Department. 

Nevertheless, the costs of the wireless systems remained prohibitive for any com-

mercial application for many years to come. A major step forward into the develop-

ment of mobile communications took place in 1947 when the concept of cellular 

telephony was invented at the Bell Labs. In 1973 Dr. Martin Cooper filed for 

Motorola the first patent describing a mobile phone and the first commercial appli-

cations of mobile radio communications were deployed at the beginning of the 

eighties. While initially wireless communications were perceived as a niche appli-

cation for rich consumers, they rapidly evolved into a global phenomenon beating 

even the most optimistic forecasts. In particular, we will focus on two of the most 
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successful examples: GSM, which accounts for mobile telephony, and wireless LANs. 

The two cases are extremely different: GSM networks need a very expensive infra-

structure and transmit on licensed bands. On the other end, WLANs offer wireless 

access to the Internet by transmitting on license-free bandwidths and require almost 

no infrastructure. In both cases we will try to outline how globalization has affected 

their development.

3.2.1 The GSM Case

According to the GSM Association (GSMA), in April 2008, just 17 years after the 

first GSM network was launched in 1991, the impressive landmark of 3 billion 

GSM connections has been surpassed. A 2009 survey reports 4.3 billions mobile 

connections of which approximately 3.5 billions are GSM users. To date, more 

than 700 mobile operators are spread across 222 countries and territories of the 

world. In this scenario, the worlds biggest GSM markets today are China and 

India, which together account for more than a quarter of the growth worldwide. 

Already in 2006 cellular services accounted for 1.8% of the global economy. 

Many reasons of this success can be found in the capacity of standardization 

 bodies and manufacturing companies to take advantage of globalization. Some 

aspects of this process are:

•฀ Global standards: ETSI. The standardization of GSM has been the result of the 

coordinated effort of the regulatory institutions of several three European coun-

tries under the umbrella of the European Telecommunications Standards 

Institute (ETSI). The fact that GSM equipment was the same all over Europe has 

been one of the most important reasons for its initial success. It has allowed the 

manufacturers to reduce development costs and the users to roam seamlessly 

across all Europe. This has given GSM a competitive advantage over all other 

mobile standards that were developed at about the same time in the USA, Japan, 

and Korea.

•฀ Global markets. Since its first deployment, GSM has been a truly globalized 

system: its goal was to be the first pan-European communication system. 

International roaming is nowadays a normal aspect of mobile communications 

but it has been one of the most innovative services provided by GSM. On the 

financial markets, the success of mobile communications has led to the creation 

of big international groups, such as Vodafone, T-Mobile, and Orange, for 

 example. The aggregation process of service providers of different countries has 

resulted in the creation of global networks with benefits evident in terms of 

international roaming and economies of scale.

•฀ Global manufacturers of mobile phones. All the largest mobile manufacturers 

are multinational companies that assemble their products with components 

manufactured in several different parts of the world. For certain specific parts, 
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there are just one or two producers worldwide who supply all the mobile phones 

manufacturers. This determines economies of scale that contribute to reducing 

the equipment costs and thus helping the spread of GSM.

3.2.2 Meanwhile, WLAN Has Conquered the World…

With an evolution parallel to cellular networks wireless LAN modems have also 

become a commodity present in approximately 90% of the laptops sold worldwide. 

Also in this case, the commercial success of the system is due to the globalized 

approach of its development.

•฀ Global standardization bodies and regulatory agencies: IEEE and ITU. In the 

early nineties the IEEE 802.11 Wireless Access Methods and Physical Layer 

Standardization Committee started the standardization phase for WLANs. The 

Institute of Electrical and Electronic Engineering (IEEE), although US-based, is 

universally recognized as a global organization that attracts the best academic 

and industrial researchers from around the world. The fact that the IEEE 802.11 

WLAN transmits on the free industrial, scientific and medical (ISM) bands has 

probably contributed to a great extend towards its enormous commercial suc-

cess. The ISM radio bands are a set of frequencies allocated by the International 

Telecommunication Union (ITU), another international institution, for unli-

censed operations globally in the world.

•฀ Global manufacturers of computers. The adoption of the IEEE 802.11 standard 

by many computer manufacturers all over the world has reduced development as 

well as production costs. Nowadays almost every laptop has a WLAN modem 

so that the potential market is almost the whole world.

3.3  Bridging the Digital Divide: What Has Been Done  

and What Will Come…

It is a fact that access to basic telecommunications infrastructures in general and to 

the Internet in particular is fundamental for the development of the economy of any 

country. The ICT infrastructure of a country has importance comparable to that of 

the main roads at the time of the Roman Empire. Thus, together with reducing the 

spread of AIDS and eradicating extreme poverty, the UN has set among its millen-

nium goals to “make available the benefits of new technologies, especially informa-

tion and communications” for everybody. In its Nobel Lecture, the 2006 Nobel 

Peace Prize Muhammad Yunus stated:

Information and communication technology is quickly changing the world, creating dis-
tanceless, borderless world of instantaneous communications. Increasingly, it is becoming 
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less and less costly. I saw an opportunity for the poor people to change their lives if this 
technology could be brought to them to meet their needs.

As Fig. 3.1 shows, the ICT penetration rates in the different regions of the world 

are very unbalanced. One of the main reasons for the digital divide is the lack in 

poor or under-developed countries of a telecommunication infrastructure. Mobile 

communications, thanks to the effect of a globalized process of development, are 

probably one of the most effective means to close the digital divide. Figure 3.2 

shows the stunning growth of mobile phone subscriptions worldwide in comparison 

with other types of connections.

A recent study by the London School of Economics showed that an increase of 

ten mobile phones per 100 people boosts GDP growth by 0.6 percentage points [3]. 

According to a McKinsey report [4], in 2005 the total economic impact of wireless 

in China was $108 billion, or the equivalent of about 5% of GDP. Even if not all 

the scientists agree on such a definite impact of mobile communications over devel-

oping economies, in recent years there has been an enormous effort to boost rapid 

growth of mobile phone networks in developing countries. The result is that nowa-

days developing countries account for about two-thirds of the mobile phones in use, 

compared with less than half of subscriptions in 2002. In Africa, mobile networks 

reach 91% of the urban population and rural coverage is steadily growing; the num-

ber of users has grown from 10 million in 2000 to 302 million in 2008 [5]. The 

reasons for this success, as illustrated by the steep growth-rate shown in Fig. 3.3, 

are manifold:
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•฀ Competition among mobile operators. In many countries, the privatization of 

state-owned companies and the consequent end of monopolies has greatly 

increased the pace of growth of mobile penetration. As a result there have been 

large improvements in sector performance in those countries that have taken 

decisive steps to establish independent regulators and foster competition [6].

•฀ Introduction of pre-paid services and innovative pricing schemes. Prepaid services 

have encountered the favor of both end-users and operators so that, for example, 

in Sub-Saharan Africa 97% of the consumers are prepaid users. The benefits of 

prepaid strategies are twofold: prepayment reduces credit risks of the operators 

and encourages to plan and control the spending behavior of the users.

Telecom services penetration, 1999-2009

0

10

20

30

40

50

60

70

80

90

1999 2000 2001 2002 2003 2004 2005 2006 2007 2008 2009

Year

Fixed telephone lines
Internet users
Mobile subscriptions
Fixed broadband
Mobile broadband

P
e
n

e
tr

a
ti

o
n

 r
a

te
  

[%
]

21

12

83

32

Fig. 3.2 Growth of telecom services globally, 1999–2009 (ITU statistics)

0

20

40

60

80

100

120

140

Mobile telephone subscribers, 1999-2009

3 4 7 10
14

20
28

37

48

59
67

29

41

53
61

69

77

87

98

109

118
124

11
16

22
26

32
39

45

55

65

76
83

1999 2000 2001 2002 2003 2004 2005 2006 2007 2008 2009

Year

Developing countries

Developed countries

World

P
e

n
e

tr
a

ti
o

n
 r

a
te

  
[%

]

Fig. 3.3 Mobile telephone subscribers per 100 inhabitants, 1999–2009 (ITU statistics)



253 Globalization of Mobile and Wireless Communications

•฀ Offer of new innovative services. In this case innovation occurs on a small scale, 

by either adapting or applying existing technologies and services and targeting 

them to developing countries. For example, the Bangladesh operator Grameen 

Telecom (GT) offers the village phone (VP) initiative in its poverty alleviation 

program. Village phones work as owner-operated pay phones. Anybody, but 

mostly poor people, otherwise unemployed, can take a loan to buy a handset and 

a mobile subscription and are then trained by GT on how to operate it. The VP 

operators then retail the mobile phone service to their fellow villagers, thus earn-

ing a living. Recently, mobile banking and financial services such as money 

remittance have gained a steadily growing interest among the poor.

The main requirement for the telecommunication infrastructure in a poor country is 

to keep low the cost of its deployment and its maintenance. Therefore, mobile 

 systems that are easy scalable and require a small number of base stations to pro-

vide coverage for large areas are particularly suited for bridging the digital divide 

in underdeveloped countries. Nevertheless, we would like to underline some key 

aspects closely related to the phenomenon of globalization that greatly contribute 

to the success of mobile communications.

•฀ Cost of infrastructure. Mobile communication infrastructure cost is kept low by 

the global competition among the largest producers and by the sheer size of the 

market that adds up to the whole world.

•฀ Global markets. Just as in the rest of the world, in the under-developed areas too 

there are large multinationals with networks that span several countries. For 

example, in the first quarter 2008 more than 60% of the operators present in Africa 

were affiliated in some way with major international telecommunication groups.

•฀ Mobile terminal costs. As for the infrastructure equipment, the price of mobile 

terminals has been steadily falling. The cost of a handset is often seen as the 

most important entry barrier. Consequentially, the manufacturers have been try-

ing hard to reduce prices. Moreover, lowcost handsets have lower power con-

sumption than their full-feature counterparts. This is particularly important in 

developing countries where electricity is not always available. The global com-

petition between global players such as Nokia, Motorola and Samsung to win 

the market in under-developed countries resulted in the offer of a generation of 

ultra low cost terminals. Among these, the worlds best selling phone is the Nokia 

1100, which has sold more than 200 million units. Mobile equipment costs are not 

the only variable to consider, anyway. Mobile handset price, the service fee and 

taxes form the total cost of ownership (TCO). In a GSMA report [7], penetration 

of mobile communication is significantly related to TCO; i.e., the lower the TCO, 

the higher the penetration. Thus, also local parameters, such as service fee and 

taxes are equally important for the successful spread of mobile subscription.

While in the developing countries the penetration of fixed-line connections is still 

low, the growth of mobile telephony partially compensates for it. The largest 

concentration of mobile phones is in the urban areas but affordability is still a 

problem in rural areas where the penetration rates are on average much lower. 

The benefit for the population is not only economical. On the contrary, the main 
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perceived value of mobile use among the poor is improved communication with 

family and friends as illustrated by the results of a recent study [8]: in many 

cases family relationships and social purpose represent the most important use of 

mobile phones.

3.4 The World Is Not Online Yet…

Unlike the extraordinary success of mobile voice services, access to Internet is 

growing slowly in developing countries as shown in Fig. 3.4. For many practical 

reasons, a broader and more diffused access to Internet will contribute to reduce the 

digital divide more than just mobile telephony. In fact, broadband communications 

could greatly help developing countries to raise the standards of living by the use 

of ICT in many key sectors such as, for example, healthcare, distance learning and 

disaster intervention [9]. In this case, even the introduction of a very successful 

technology as WLAN has yielded limited success. In fact, it is the lack of comput-

ers and of broadband connections that limits the spread of Internet. To date, among 

the factors that slow down the expansion of Internet are:

•฀ High costs of computers. The cost of personal computers is still very high when 

compared to that of a mobile phone. Several companies and international institu-

tions are currently addressing the problem of reducing the cost of laptops so that 

they can be distributed to the poor. A good example is the “one laptop per child” 

project. This project aims at producing low-cost laptops with a WLAN interface 

with the main goal of promoting children’s education in developing nations. 

In the first quarter of 2008 there were an increasing large number of countries 

participating to the project, including some very poor nations like Ethiopia, 

Fig. 3.4 Internet users per 100 inhabitants, 1999–2009 (ITU statistics)
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Rwanda, Haiti, Afghanistan, Cambodia, Mongolia and Papua New Guinea. As 

a result of this and other projects, by various estimates, more than a billion PCs 

will be connected to the Internet by the end of 2010.

•฀ High costs and limited availability of bandwidth. Figure 3.5 shows the penetra-

tion of fixed broadband services. The difference between developed and devel-

oping countries is increasing rather than decreasing. In general, developing 

countries have a much less developed fixed infrastructure, due to the costs of 

physically laying down new lines in areas where few people can afford to pay 

for a telephone subscription. Moreover, competition in the fixed-line sector is 

much less developed, and in many countries state-owned incumbents still con-

trol the market. Market reforms and liberalizations are slow and require complex 

legislations. Thus, even if many states seek to leverage mobile infrastructure 

boom into the broadband boom, few have so far succeeded. Nevertheless, 

WLAN, and its follow-up WIMAX, could play an important role in providing 

broadband access in many countries where fixed lines are scarce.

•฀ Low literacy levels. Internet can be hardly accessed by those who can not read 

and high rates of illiteracy limit the spread of Internet. On the contrary, literacy 

is not a barrier for the usage of mobile phones. Moreover, low usage of Internet 

in a certain country is also strongly correlated with the lack of contents in local 

languages and vice-versa.

3.4.1 Africa Is Catching Up

What is now happening in Africa is a good example of how the world of commu-

nications is changing. For many years the penetration rate of fixed telephone lines 

in the continent was below 3% and the growth rate extremely slow. In just few years 

Fig. 3.5 Fixed broadband penetration per 100 inhabitants, 1999–2009 (ITU statistics)
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the penetration of mobile lines has boomed to an impressive 46% (ITU, 2009). 

In almost every African country the number of mobile subscribers has exceeded the 

number of fixed telephone subscribers, and only in 2009 76 million new mobile 

subscribers were added (amounting to a 20% growth rate). At the beginning of 

2010, a total of 440 million Africans had subscriptions to mobile phones [5].

Moreover, also the broadband market is moving. The potential for growth of 

African telecommunication markets has been demonstrated by recent financial 

investments in underwater cables exceeding 3.5 billions USD. As a result of 

increasing demand for bandwidth, new undersea cables are being deployed by pri-

vate and/or institutional consortia to provide low-cost bandwidth. As shown in 

Table 3.1, in the near future sub-Saharan underwater cables will be able to offer an 

overall capacity exceeding 21 Tb/s. As an example, African owned SeaCom has 

contributed to enable global broadcasting of FIFA Soccer World Cup 2010 by shar-

ing its underwater fiber optic cable capacity, successfully meeting the heavy data 

requirements experienced during events of this magnitude.

Underwater cables will replace satellite connections as the main source of inter-

net access in Africa, increasing speed, reliability and reducing cost. This should 

improve productivity and allow increased access at lower prices. Among many dif-

ficulties the continent is trying to close the digital divide gap!

3.5 Conclusion

We can conclude by quoting once again Muhammad Yunus 2006 Nobel Lecture.

I support globalization and believe it can bring more benefits to the poor than its  alternative. 
But it must be the right kind of 11 globalization. To me, globalization is like a hundred-lane 
highway criss-crossing the world….

Much has been done and even more needs to be accomplished but, in our view, the 

globalization of mobile communications is helping to bridge the digital divide by 

making this hundred-lane highway digital and available and open to everybody.
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4.1  Introduction

Globalization of wireless and mobile networks is making the network services ubiq-

uitous; availability of any network service anywhere, at anytime and to anyone. The 

network should be able to transport interactive multimedia services and data stream-

ing to facilitate both broadband and narrowband services such as video telephony 

and mobile TV, e-commerce, e-government, e-entertainment, e-education, e-health 

and other new services. The network must make these services accessible in both the 

developed and the developing world, in the densely populated urban centres and in 

the remotely located sparsely populated rural environments. The kind of network 

that is required should be a flexible with the ability to handle high traffic density and 

low traffic density depending on the requirements of the subscribers at a particular 

time. It should be adaptive and be able to maintain the same quality of service 

despite different radio environments. It should be robust and reliable. By globaliza-

tion we also mean that the network should support both horizontal and vertical roam-

ing and the information transported across such a huge network must be secured.

In this chapter we look at the evolution of mobile phone networks and related 

enabling wireless technologies followed by a discussion on the vision of globaliza-

tion. In our discussion we focus on the African scenario and the impact of global-

ization on the African subcontinent.

4.2  Wireless Networks

In many parts of the world there are conditions that make wireless the only feasible 

way to provision of telecommunication networks. This may be due to factors such as 

large distances between communities, scattered and low population densities, hostile 
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terrains and difficult vegetation. Yet many parts of the world that are already wired 

need the wireless links for additional flexibility, such as mobility, personalised 

services, and provision of new multimedia services. The traditional means of tele-

communications, for over 100 years now, have been through the use of fixed-line 

telephony. Unfortunately, the continent of Africa and some other developing coun-

tries have seen a very modest growth of this service with the average penetration in 

Africa standing at three telephones per 100 persons in 2007. The introduction of the 

mobile phone in 1995 first found large acceptance in the urban areas of the developed 

countries, where the markets were attractive and gradually diffused to the developing 

world and even trickled to the rural areas. Mobile phones have provided the quickest 

and most economical solution not only to the problem of rural telecommunication but 

enhanced access to telecommunication facilities in the urban centres significantly.

Rapid development of the mobile phone occurred in the last 2 decades. Earlier 

work had the first mobile phone introduced in 1945, now classified as the 0G (zero 

generation), and this did not have the “handover” features. The handover feature 

was invented in 1984 at Bell labs. Motorola pioneered the introduction of the first 

mobile phone. In the next section we review the evolution of mobile phone net-

works and other wireless technologies and their impact to Africa.

4.2.1  The First Generation (1G) Mobile Phones

The 1G mobile phones were analogue. Though initially developed in the US the 

first commercial systems were launched by the Nordic Mobile Telephone (NMT). 

This was followed by the Advanced Mobile Phone Systems (AMPS) developed by 

Bell. AMPS was introduced in the USA but was used in many other countries. 

Another system known as Total Access Communication System (TACS) was intro-

duced by Motorola in the UK and in many other countries. The various 1G systems 

were not standardised. All had a control channel to enable routing of the voice 

channels to available channels but channel spacing was different with 12.5 kHz for 

NMT, 30 kHz for AMPS, 25 kHz for TACS and 10 kHz for the narrow band version 

of AMPS referred to as NAMPS. The traffic demand on the 1G system soon 

became too high. These systems proved to be spectrally inefficient and were unable 

to meet the expected quality of service. The 1G system is still in use in some parts 

of Africa because of its simplicity and low cost [3].

4.2.2  The Second Generation (2G) Mobile Phones

A number of systems were introduced with the goal of solving the spectrum problem. 

These systems were called the 2G (second generation) mobile phones and they first 

appeared in 1991. The most successful system referred to as Global System for 

Mobile (GSM) was developed in Europe from the efforts of 26 Telecommunication 

utilities [4]. The system was fully digital and used TDMA to allow up to eight users 

in each of the channels that were spaced 200 kHz apart. The frequency allocated 
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was in the 900 MHz band. Later other frequencies were added in the 1,800 MHz 

band. In the USA a digital system was developed to operate alongside AMPS and 

was referred to as Digital AMPS (DAMPS). DAMPS is defined under the standard 

IS-54. At the same time a company by the name of Qualcomm developed a more 

spectrally efficient mobile phone system using CDMA technology. This system had 

a more complicated receiver circuitry and was defined under a new standard IS-95 

or cdmaOne. The GSM system is currently the most commonly deployed system in 

Africa. The problem with GSM is that it could handle a maximum data rate of 9.6 

kbps which is too slow for data transfers in internet related services.

4.2.3  The 2.5 G Mobile Phones

Even though at this stage the 3G system was on the drawing board improvements 

in the 2G system were required to provide data services in the interim. A General 

Packet Radio System (GPRS) was developed for the GSM system [4]. The GPRS 

used packets in a packet switched system where packets selected the available 

routes. The practice of dedicating routes to a specific user was eliminated. This 

enabled channels to be used more efficiently and charges to be made in terms of 

data transferred. With GPRS data transfers of up to 171.2 kbps were theoretically 

possible. The GPRS was launched in South Africa and Egypt in 2003. The limita-

tion in the deployment of GPRS was that in many parts of Africa used sets that 

were GPRS enabled were not available and in those countries where the GPRS 

service was available, it was only available to post-paid (contract) subscribers.

Further improvements in data rates were made by using 8PSK instead of BPSK 

modulation, where each symbol represents three data bits instead of one bit. This 

technique is referred to as Enhanced Data Rates for GSM Evolution (EDGE) [4].

At the same time enhancements were also applied to the CDMA system that 

started in the USA. CdmaOne evolved into CDMA2000 1x. The scheme retained 

the channel bandwidth of 1.25 MHz used in cdmaOne but by using additional chan-

nels it was possible to achieve data rates as high as 307 kbps. This is double the 

capacity of cdmaOne.

4.2.4  The Third Generation (3G) Mobile Phones [4]

The 3G system was designed to provide high speed internet access (burst speeds of 

up to 384 kbps), video telephony, real-time audio and video broadcast. There were 

three technologies that contributed to 3G mobile systems:

 1. The Universal Mobile Telecommunications System (UMTS) was developed in 

Europe, using wideband CDMA, 5 MHz channel spacing and achieved data rates 

of up to 2 Mbps. The system used frequency division duplex (FDD) between the 

forward and backward channels.
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 2. CDMA2000 1xEV-DO (Evolution Data Only). This would provide a data service 

only and would therefore need a data connection to a PC or laptop for internet 

services over a mobile phone. For any service that requires both data and voice a 

standard 1x channel would be required as well. However, there was an evolution 

of the 1x system to CDMA2000 1xEV-DV which has full voice and data capability. 

The system was able to provide data rates of up to 3.1 Mbps in the forward direc-

tion. All these versions of CDMA systems used frequency division duplex (FDD) 

between the forward and backward channels.

 3. Time Division Synchronous CDMA (TD-SCDMA) originated in China and used 

1.6 MHz channel spacing.

The 3G mobile phone system is in its infancy in Africa. It has been introduced in 

12 countries out of 55. The challenges of migration from 2G to 3G in Africa 

include

 1. The mobile phone market is predominantly voice based.

 2. There is very little relevant local content in the internet.

 3. There is a lack of internet applications (airline ticketing, banking, e-learning 

etc).

 4. The 3G capable handsets are expensive and are not easily available.

 5. The mobile phone market is dominated by pre-paid customers.

4.2.5  The Fourth Generation (4G) Mobile System [5]

The goal of the 4G mobile phone system is to provide very high data transmission 

speed at lower cost. It is reported that the 4G system will provide wireless trans-

mission speeds of up to 100 Mbps, substantially faster than the current 3G technol-

ogy which only provides 2 Mbps at best, and also over four times faster than the 

fastest home broadband service. It will take a couple of years before this mobile 

system becomes available for deployment in the market. We believe that, in 

Africa, the 4G mobile will be ideal to provide broadband services for various 

applications like e-learning, e-government, e-health and entertainment for com-

munities and individuals.

4.2.6  Other Wireless Technologies

Other wireless technologies include WiFi, WiMAX, WLLP and VSAT. In the 

next sections we will discuss how these technologies compete or complement 

the wireless mobile systems.
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4.2.6.1  WiFi

Wi-Fi is a wireless technology based on the IEEE802.11 standard [6]. It is used 

to provide internet access, VoIP phone access, gaming, and network connectivity 

for consumer electronic products such as TVs, DVD players and digital cameras. 

Wi-Fi can access public Wi-Fi hotspots free of charge or after subscription making 

it possible to access internet services. It operates in the license-free 2.4 GHz 

spectral band offering connectivity at 11 or 22 Mbps over a range of up to 150 m. 

It has facilitated what is referred to as portable internet. There are several WiFi 

hotspots mushrooming in Africa with the majority of them in South Africa at the 

moment. WiFi is also used in the Wireless Local loop for the last mile telephone 

connectivity.

4.2.6.2  WiMAX

WiMAX, on the other hand, is a wireless technology aimed at providing data ser-

vices over a range of up to 50 km using point-to-point communication or a fully 

fledged cellular type access [7]. It is a successor of Broadband Wireless Access 

(BWA) which has been deployed in many parts of Africa. WiMAX is based on the 

IEEE802.16 standard. It is a broadband service that can be used to interconnect 

WiFi hotspots and to connect them to the internet. It operates in bands that extend 

from 10–66 GHz and from 2–11 GHz without the requirement of line of sight. It can 

provide wireless alternative to cable and DSL access in the last mile.

4.2.6.3  Wireless Local Loop (WLL) [8]

WLL is used to link a subscriber to the local exchange. It uses wireless technology 

coupled with line interfaces and other circuitry to complete the last or the first mile 

of a telecommunication network. There are no defined standards for WLL and 

vendors can choose from fixed-access, mobile, or digital cordless technologies. The 

most common technologies include the following:

 1. Analogue Cellular such as AMPS (69%), NMT (23%) and TACS (8%). These 

have limited capacity.

 2. Digital Cellular such as GSM (72%), TDMA, and CDMA. GSM has an unneces-

sary overhead due to available roaming features.

 3. Personal Communication Services/Personal Communication Networks (PCS/

PCN). Possible standards include CDMA, TDMA, GSM, and PACS.

 4. CT-2/DECT is a WLL when a public network operator provides wireless service 

directly to a user. DECT is capable of carrying higher levels of traffic, and transmit 

data at higher rates.

 5. Proprietary implementations which include those networks that are customised 

for specific applications and are not available on public networks.
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WLL is a popular technology in Africa and is used in a number of countries. 

In section 3 we show the potential for Africa as an important wireless network 

market.

4.2.6.4  VSAT

In developing countries satellite technologies have been deployed for international 

telecommunication. However, VSATs have been deployed by private organisations, 

in development projects and for facilitating rural telecommunication. VSATs can 

be deployed fairly rapidly and almost anywhere. From 2002 to 2006 the market for 

VSATs has risen from 7,000 to 60,000 terminals in the African and Middle East 

Region [9]. VSATs can be used for voice, television reception and data transfers for 

internet services. The cost of the VSAT terminal equipment has been reducing 

drastically as shown in Fig. 4.1. At the moment the prices are $1,700 and 1,200 for 

a the C and Ku band terminal, respectively.

4.3  The Africa Scenario

4.3.1  The General Outlook

Africa has a total population of 923 million people or 14% of the world’s popula-

tion [1]. However, Africa accounts for only about 2% of the world’s GDP. In com-

parison the Americas and Europe have similar shares of the world’s population 

14% and 12% respectively, and a share of the world’s GDP of 35% each. The 

Americas and Europe are highly industrialised economies with well developed 
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service sectors. In such countries the communication sector is pushed by advances 

in technologies and pulled and supported by market forces. On the contrary, Africa 

adapts technologies not optimised for its environment and the market support is 

limited due to the level and type of economic activities. In addition, the supporting 

services are severely underdeveloped and the majority of the people cannot afford 

to meet the cost of the state-of-the-art telecommunication services. In comparison, 

Asia has 60% of the world’s population and share 25% of the world’s GDP. Though 

the tele-densities may be relatively lower compared to the Americas and Europe the 

rapidly growing economies of Asia provide a huge market. The similarity with 

Africa is in the rural sector where the economies are mainly agricultural, and the 

basic services are underdeveloped and the economic activities cannot support an 

advanced communication system.

It is now a known fact that access to information and knowledge is essential for 

social and economic development and the regions that will benefit the most are the 

rural poor. An important requirement therefore is that the telecommunication service 

for such regions must be affordable. It should be possible to provide basic tele-

communication services using low cost basic terminals. The African market is 

largely a voice market often complemented with simple text. A small percentage 

of the market would require broadband service for e-governance, tertiary institu-

tions, industries, businesses and for the cyber cafés that have sprung up in the 

urban centres.

4.3.2  The Growth Stimulant

Africa’s share is about 2% of the world’s fixed-line telephone network. The fixed-

line system requires a much more capital intensive infrastructure and is uneconomi-

cal to provide services over vast areas with a sparse population. In order to tap 

funds from investors the worldwide trend is to use private operators for both the 

fixed-line and the mobile networks. In 1995 there were only five private operators 

and 48 state owned operators of the fixed-line network in Africa. However, in 2007 

the private operators (27) outnumbered the state-owned operators (26) for the first 

time [10]. Despite this positive trend Africa has still got the largest percentage of 

state-owned operators of the fixed-line networks compared to any other continent.

In order to make telecommunication services affordable many countries world-

wide have allowed partial and full competition. In partial competition we have 

private instead of state-owned monopolies and in full competition we have more 

than one operator. In Africa the fixed-line service is the least competitive with 50% 

operated by monopolies, 25% partial competition and 25% full competition. The 

picture is very different with the mobile networks which are largely privately 

owned from the start; 7% are operated by monopolies, 44% partial and 49% full 

competition. This is partly the reason why the fixed-line networks have seen very 

little growth compared to the mobile networks which have been in existence over a 

much shorter period.
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4.3.3  Regulatory Initiative

Where there is competition there is need to ensure there is order and fair play. The 

practice that is used worldwide is the deployment of independent regulatory author-

ities. By 2007, 83% of the African countries have introduced regulatory authorities 

to deal with matters related to spectrum management, competition policy, connecting 

tariffs, infrastructure sharing and license fees. The important requirement is to have 

skilled manpower to manage such regulatory authorities.

4.3.4  The Essential Infrastructure

Fifty years of the fixed-line in Africa has seen very little growth because the support-

ing network is capital intensive and is not economically feasible where the popula-

tion density is sparse, the coverage area is vast or the physical features are hostile 

and vegetation is difficult. In addition there are problems related to lack of electrical 

power and a non-existence or a poor transportation infrastructure that should provide 

access for installation, management and maintenance. There have been efforts to 

provide wireless solutions using different wireless technologies and sometimes a 

hybrid of such technologies. A good example is a hybrid of the wireless local loops 

and satellite technologies. In fact, we believe the optimum solution for Africa, 

including its rural areas, is to use heterogeneous networks including all the technolo-

gies discussed in Section 2, optimised for the particular environment. Among the 

individual wireless solutions mobile networks have experienced great success in 

Africa compared to other networks. Base stations requiring very little maintenance 

can be placed in strategically accessible locations, powered by solar or wind. We 

have seen student projects adapting bicycle dynamos for charging mobile phones. It 

is quite possible to have centres in rural areas where solar or wind power is tapped 

to generate electrical power to charge mobile phones. In the sections that follow we 

review the existing wireless network for mobile phone and internet services.

4.3.5  Mobile Network in Africa

Compared to the rest of the world the number of broadband subscribers in Africa is 

only 0.4% of the Worlds total. Broadband services find applications in e-commerce, 

e-governance, e-learning, e-health, news and entertainment. It is interesting to note 

that in 2006 the number of internet users in Africa was 3.8% of the world’s 1.1 billion. 

The mobile phone penetration in 2006 stood at 22 for every 100 inhabitants. This 

is about seven times higher than the fixed telephone penetration. This shows that 

the African telecommunication market is in the wireless networks.

Africa’s mobile market has been the fastest growing compared to any region for 

a period of time as shown in Fig. 4.2. It also has a great potential to grow even more 
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as it is far from saturation. The total number of mobile phones at the end of 2006 

stood at 198 million and it was expected to rise to 278 million by the end of 2007.

Fig. 4.3 shows the number of mobile cellular subscribers in Africa. In the year 

2006 alone Africa added 55.3 million new mobile cellular subscribers to its sub-

scriber base. The number of subscribers added was more in sub-Saharan Africa 

(excluding South Africa) than in South and North Africa. The Seychelles is the only 

country in Africa to have passed the 100% total penetration rate with everybody in 

the country having either a fixed-line or a mobile phone.
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Fig. 4.4 shows the number of telephone subscribers for both the fixed-line and the 

mobile phone over the years. The figure shows the rapid growth in the number of 

subscribers for the mobile phones overtaking the number of subscribers for the fixed-

line that has been around for more than 50 years, in just 5 years. It is also noted from 

the graph that there is almost exponential growth particularly in the last 2 years.

The rapid growth of the numbers of subscribers using the mobile networks is due 

to several reasons. Mobile phone networks, which are fully wireless, can be rapidly 

deployed as they do not require expensive cabling or trunking. Due to their wireless 

nature they can easily bypass most hurdles that the fixed-lines cannot and hence their 

coverage in many areas can be guaranteed. Connectivity of a mobile to a network 

is immediate as long as a SIM card is available and the subscriber has ‘air-time’. 

There are no lengthy and frustrating waiting times typical of fixed-line telephones. 

Mobile system operators have been able to attract more subscribers because of their 

creative market strategies which have made it possible for people with low income 

to be able to afford a telephone service. The pre-paid model (in contrast to the 
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contract model) also referred to as ‘pay as you go’ makes it possible for a customer 

to make a call at any time, anywhere and pay only the cost of that call. In addition 

the mobile phone service is more popular as it is a person to person service. Some 

operators, such as Celtel, have removed roaming fees across countries sharing a com-

mon boarder making it possible to make regional calls and pay local tariffs.

In offering licenses to operators some government have included a condition that 

the operators must provide some coverage to the non-lucrative markets like the rural 

regions and provide some connectivity to some of the villages in the rural areas. This 

is particularly important because since it is estimated that in sub-Saharan Africa 

about two thirds of the population lives in the rural areas. Whereas the fixed-line 

coverage is almost inexistent there is about 45 % coverage in the rural areas of sub-

Saharan Africa and hence a good potential for mobile phone connectivity.

The largest mobile phone companies in terms of numbers of subscribers and 

therefore revenues collected include Vodacom (South Africa), MTN (South Africa), 

MTN (Nigeria), Glo Mobile (Nigeria), Maroc (Morocco), Djezzy (Algeria), Mobinil 

(Egypt), Vodafone (Egypt), Mobilis (Algeria) and Celtel (Nigeria) each with over 

six million subscribers. It was projected that the number of subscribers from the 

continent would be 278 million by 2007 with projected revenue of about US$36.4 

billion.

4.3.6  Wireless Internet [5]

In the year 2007 Africa, with 14.2% of the world’s population, had an internet 

penetration of 4.7%. The world average penetration stood at 20%. The reason for 

the low penetration is mainly due to lack of infrastructure to support the internet. 

The fact that there is lack of local content and local applications also contributes to 

its low penetration. Fig. 4.5 shows the top ten internet user-countries and Fig. 4.6 

shows comparison of penetration with the rest of the world in 2006.

It is expected that the internet in Africa will be propelled by the following two 

technologies:

 1. 3G mobile phones: The impediments here are that the 3G capable handsets are 

expensive, they are not easily available and the market is dominated by pre-paid 

customers.

 2. VSAT technology: Though VSAT terminals have declined in price they are still 

too expensive for low income users.

4.3.7  Observation and Challenges of the African Market

From the discussion above the following observations are made:

 1. When one compares the growth rate of wireless services and the fixed services 

one concludes that the African telecommunication market is a wireless market.



42 S.H. Mneney

0 1 2 3 4 5 6 7 8

Millions of Users

Uganda

Zimbabwe

Tunisia

Algeria

Kenya

Sudan

South Africa

Egypt

Morocco

Nigeria

Fig. 4.5 Africa’s top ten internet countries (December 2007)

Internet Penetration in 2006

0

5

10

15

20

25

30

35

40

45

50

Africa Asia World Americas Europe Oceania

Subscribers per 100

users per 100 inhabitants

Fig. 4.6 Internet penetration: Africa versus the rest of the World



434 Globalization of Wireless and Mobile Networks; the Impact to Africa

 2. Despite having the fastest growth in wireless services in the world today Africa 

still has the lowest penetration of both the mobile phones and the internet com-

pared to the rest of the world. This lack of penetration translates to a great busi-

ness potential from the untapped market.

 3. There are several wireless technologies being deployed in Africa and therefore any 

future network must be able to interface such technologies in a heterogeneous 

network system. It should be possible to seamlessly roam from one network to 

another while guaranteeing security and quality of the services.

 4. The African market is mainly a voice based pre-paid market. This is created, to 

some extent, by the business models supported by the service providers. A prepaid 

market should not be a limitation to growth of the data services as it can be extended 

to provide such services in the form of data bundles. New applications that involve 

data services like e-government, e-education and e-health need to be created.

 5. There is a lack of internet applications and also applications with local content. 

This is an untapped market. A demand can be created with the development of 

relevant applications.

 6. The internet subscription per month is prohibitively expensive.

 7. Alternative energy solutions, like wind and solar power must be deployed to 

provide electrical power for the base stations and to charge the mobile phones in 

the rural areas where electrical power is not available.

4.4  The Impact of Globalization to Africa

Globalization of the mobile and wireless networks will make accessible all types 

of services, anywhere and at anytime as long as one has the necessary devices or 

terminals that are connected. Current trends support an IP-based protocol for 

transport. We believe there will be integration between 3G, (or 4G), WLANs and 

other access networks to support the ubiquitous network. We believe that in order 

to maintain the same quality of service for networks under different channel con-

ditions it may be necessary to deploy adaptive schemes; adaptive coding, adaptive 

modulation and adaptive equalisation. The impact to Africa will be as follows:

 1. Services that are available elsewhere will be accessible from any point in Africa. 

At the moment there is limited internet access and almost a total absence of the 

broadband services.

 2. It will be easy to extend services to even the remotest areas of the world by addi-

tion of ad hoc access networks to a network that can handle heterogeneous 

networks.

 3. It will be possible to roam from one network using one type of platform to 

another type and may be from one service provider to another thus providing 

effectively more coverage.

 4. The readily available access will stimulate growth of new applications with local 

African content which will create more demand for data services.
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The most important end result will come from the use of the more effective global 

networks to stimulate growth and development of the African communities through 

applications that will help the people in health-care, education and in poverty 

alleviation.

4.5  Conclusions

In this paper we have discussed globalization of the mobile phone and the wireless 

networks. The objective is to make all types of services available anywhere and at 

anytime and to anyone. We have seen that in order to achieve such an objective we 

need to develop a system that can interface with the existing heterogeneous plat-

forms, providing roaming possibilities across platforms meanwhile guaranteeing 

quality of service and security. We have looked at the evolution of the mobile phones 

and other wireless access networks, and have seen how they have been deployed in 

Africa to provide voice and data services. We have observed a tremendous growth 

in wireless networks in Africa over the past 10 years and yet there remains a great 

potential to grow even more. Globalization will benefit Africa with the added flex-

ibility in the networks and the broader access to a wide variety of services.
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5.1  Introduction

Mobile and wireless communication are a challenge to many innovators and established 

companies. Especially the old print media companies (Newspapers, book publishers 

e.g.) are indeed bleeding in these days due to that mobile and wireless technologies 

have entered the global market place. The strategic question is – should one leave 

the old technology and business model and join the new technology and market? 

Should one invest or just wait for technology to improve more?

Business leaders, when asked to explain their future company’s strategy to business 

model in the mobile and wireless communication industry is very diverse. Some 

invest heavily – some just follows the development waiting for technology, stan-

dards and proved business models to come. Many are waiting for critical mass of 

customers and business. Others with quiet interesting running business models on 

behalf of the mobile and wireless communication technologies and markets (Apple, 

qq.com, Cisco) are often very closed or not particularly very communicative about 

how and where they do their business.

When they however do come up with an answer – Apple, HTC, Google, Nokia 

e.g. – they would most likely comment and present their new vision for new tech-

nology and business models together with their bid on future structure rather than 

comment on existing business. It is therefore very hard to see if they really are making 

a profit on mobile and communication technology.

Indeed much technology and many business models in mobile and wireless com-

munication industry is still in the very introduction phase [52] – and many business 

opportunities are still question marks [52]. However nobody can deny that we are 

indeed moving into a mobile and wireless communication society – and fast – but 

do the mobile and wireless communication based markets represent one favourable 

business model? Many managers at the moment do not really know and few can 
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really imagine what the future business model with this technology will bring us 

and what the future business model will be about and will represents [17, 36, 46].

How will the moble and wireless communication technology and business models 

really function in 2020? Do they even have one explicit business model? And 

assuming they do, do we know how to commercialise and continually innovate 

these – to create successful businesses that will be able to grow and survive?

However lets take a look back on the history and development of the mobile and 

wireless industry and lets try to understand what this opportunity and industry is 

about Then lets have a look on what to become and where we expect to be in 2020.

5.2  The History and Evolution of the Mobile and Wireless 

Communication Business Models

What are the mobile and wireless communication technology and business model 

about. Basically today in 2010 the Mobile and Wireless communication technology 

are about any mobile and any wireless communication in our environment [32]. 

However in 2020 it will be about any human and business centric activity enable 

and often conducted by mobile and wireless telecommunication network.

The Mobile and wireless communication industry is not a variation on existing 

internet services – it is a natural extension of our mobility and living platform. 

Some would say we finally are given our opportunity of freedom back – because 

we now will be able to communicate anywhere, anytime, with anybody and with 

anything. Previously the technology bound us to home, offices and central points 

where technology allowed us to communicate. The future is opposite.

However it is not just about us getting our freedom back but it is also allowing 

us via our mobile and wireless devices finally to freely communicate and be mobile 

at the same time.

How did we reach this point. Well the journey to this stage game through several 

generations of wireless technology – from 1G to 4G and now towards 5G 

(Table 5.1).

Six billion people own a mobile phone today and we have been through various 

generations of cellular systems in the evolution of our mobile communication from 

first generation to fourth generation. Now almost all the service providers as well 

as the customers seek for availing 3G and 4G mobile and wireless services. Daily 

increase in the increase of mobile and wireless customers – increase the potential 

and reachable market. Mobile and wireless companies is launching high tech fea-

tured mobile into the market continuously.

In 2010 we are in the midst of 3G. In China, the 3G service came into existence 

only by February 2009. It may take time for exposing to other states, but we should 

also realize many other countries such as the Asian countries were using these 

services since last decade.

Thanks to heavy research and big investments in mobile and wireless technology 

we are now heading quickly towards 5G may which we expect will enter within few 

years. We finally reach the end of the beginning – 5G. We have started to create the 



495 Globalization of Mobile and Wireless Communications

first part and a new digital communication layer on our world. 5G – Real wireless 

world – completed WWWW: World Wide Wireless Web will be started from 4G 

technologies. The evolution will be based on 4G and completed into its idea – a real 

wireless world. Thus, 5G will make an important difference and add more services 

and benefit to the world. 5G will be a more intelligent technology and will create 

more intelligent business models that interconnect – but even more interconnect 

with the entire global market and without limits.

The technological platform leaves us with some tremendous amount of new appli-

cations and opportunity all based on what we did in the past on mobile and wireless 

communication technologies and we can possibly innovate in the time to come.

However we have not even touched the real potential of these technologies – 

seen in a business model perspective – because few of us can really imagine what 

we really can do with this new platform. Still we are playing with the technology 

and the business models on a rather simple level.

It leaves us with some important choice and decisions to take – which technol-

ogy and business models should we go for. Just to give an overview of some of the 

classes of mobile and wireless application we are given were we stand in 2010 – 

this nice piece of work from [48] gives a brief overview of some of the classes of 

Mobile and the wireless applications (Table 5.2).

It leaves us with some new digital attributes, opportunities and benefits which 

we have just begun to investigate and understand. Mobility – is based on th fact that 

users and items carry a cell phone or other mobile devices everywhere they go. 

Mobility implies portability and thereby the users and items can initiate a “real-

time” contact with e.g. commercial, human beings, devices and other systems 

wherever they happen to be on the globe. Broad Reach means that e.g. people, 

animals, buildings and devices can be reached any time and instantly. These two 

Table 5.1 From 1G to 4G and now towards 5G (First author, Lindgren 2010 inspired from [48])

Generations of  

wireless communication 

technology Description Time period

1G The first generation of wireless technology. It was 

an analog-based technology used exclusively 

for voice

1979–1992

2G The second generation based on digital radio 

technology and is able to accommodate voice  

and text messages (SMS)

2.5G An interim technology based on cell phone protocols 

such as GPRS (General Packet Radio Service and 

CDMA2000 (Code Division Multiple Access). 

This generation can communicate limited 

graphics, such as in picture text messages (EMS)

3G Digital wireless technology, which support rich 

media such asvideo. 3G utilizes packet switching 

in the high 15–20 MHz range

2001–

4G Provide faster display of multimedia 2006–

5G Real wireless world – completed WWWW: World 

Wide Wireless Web

–



50 P. Lindgren et al.

characteristics break barriers of geography and time. They create value-added attri-

butes which will drive the development of mobile and wireless technology and 

business models to somewhat we just can’t imagine today (Table 5.3).

Different people and business will define the new opportunities and implication 

of the Mobile and Wireless communication field in dissimilar and differentiated 

ways. This is one of the major potential of mobile and wireless communication.

In order to simplify things however, it would probably be easier to separate the 

question we would like to touch upon in this chapter – namely focusing on two 

main components: firstly by looking into:

How the concept of business model has been defined until now? – As is business 

models and later on

What we can expect the ‘business model’ definition and the functions of the 

business model in 2020 will come to look like – To Be – business models.

5.2.1  Towards an Understanding of the Mobile and Wireless 

Communication ‘Business’ Model 2010 – from “As is 

Business Models” to “To Be Business Models”

Derek F. Abell in his well known 1980 book: “Defining the Business”, argued that 

a business could be defined according to a three dimensional framework:

Table 5.2 Classes of mobile and wireless applications

Class of application Examples

Mobile financial applications (B2C, B2B) Banking, brokerage, and payments for mobile users

Mobile advertising (B2C) Sending user-specific and location-sensitive 

advertisements to users

Mobile inventory management  

(B2C, B2B)

Location tracking of goods, boxes, troops, and 

people

Proactive service management  

(B2C, B2B)

Transmission of information related to distributing 

components to vendors

Product locating and shopping  

(B2C, B2B)

Locating/ordering certain items from a mobile 

device

Wireless reengineering (B2C, B2B) Improvements of business services

Mobile auction or reverse auction  

(B2C, B2B)

Services for customers to buy or sell certain items

Mobile entertainment services  

(B2C, B2B)

Video-on-demand and other services to a mobile 

user

Mobile office (B2C, B2B) Working from traffic jams, airport, and conferences

Mobile distance education ((B2C, B2B) Taking a class using streaming audio and video

Wireless data center (B2C, B2B) Information can be downloaded by mobile users/

vendors

Mobile music/music-on-demand  

(B2C, B2B)

Downloading and playing music using a mobile 

device

Classes of mobile and wireless application inspired by [48]
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 1. Customer Functions: customer functions rendered by the company

 2. Customer Groups – customer groups served by the company

 3. Customer Technology – customer technology used to produce customer func-

tions and serve customer groups

Abell argued that a company’s core business, the Strategic Business Unit (SBU), 

was related to what is inside the box (Fig. 5.1). This is related to what the company 

could defined as its core business. Abell argued that it was particularly important 

to the company to know about and define the company’s core business because of 

the strong relation of the core business to the company’s mission, goals and strategy – 

the strategic perspective.

The SBU box represented therefore the core business of the company. The space 

external to the box represented at that time the potential for innovation and further 

business development. Abell argued that a company, in general, should stick to its 

core business (core business model). By doing so, the company could achieve opti-

misation of business processes and resource utilisations (operational effectiveness).

Derek F. Abell defined the SBU related to a physical business model world – 

because at this time Mobile and Wireless communication technology hardly existed.

Abell also argued that when innovating out of the core business area, Abell 

advised the focal company to carefully analyse its own competences and resources. 

Abell argued that moving into a new strategic new business field (the customer 

Table 5.3 Attributes, opportunities and benefits of mobile and wireless applications

Attributes and 

benefits Opportunities Examples of benefits

Ubiquity Refers to the attribute of being 

available at any location at any 

given time

Real-time information 

and communication 

independent of user or 

device location. Easier 

information access in 

real-time environment

Convenience Convenience for users and devices op 

operate in the wireless environment

Rapid progress, easier 

and faster access to 

information

Instant connectivity Possibility for users and devices to 

connect easily and quickly to the 

internet, intranets, other mobile and 

wireless devices, and databases

Access to information and 

knowledge

Personalization Enables information for individual 

users, devices purposes

Purpose and object related 

information

Location of products, 

services, human 

beings, animals, 

devices and 

business models

Enables knowledge about where 

anybody and anything at any 

particular moment

Targeting of anybody and 

anything

First author, Lindgren 2010 Attributes, opportunities and benefits of mobile and wireless 

communication inspired by [48]
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function, customer group or customer technology) would cause a demand for other 

resources and new competences and, thereby, call for innovation into the field of 

product development, market development or different degrees of other 

diversifications.

However, Although Abell’s model operated with the three dimensions – which 

indeed covers and prioritizes some of a company’s BM components, it explained 

very little about how the business (model) structural design really looked like, how 

it was organized and how it functioned. Why because he was not able to “see” the 

business model. He was just able to imagine how it could look like and still in an 

physical context.

5.2.2  Definition of the ‘Business Model’ Concept

The term ‘business model’ (BM) became popular in the mid-1990s during the ‘dot 

com era’ and up in the 2000s several academics wrote about how the business 

model looked like and how it could be innovated in a incremental and radical per-

spective. Some also argued how the business model could be opened [10] 

(Table 5.4).

Due to today’s ‘hypercompetition’ in a globalizing world, companies in all indus-

tries worldwide find themselves competing in ever changing environments. Those 

changes force companies in 2010 to rethink their operational business models more 

frequently and more fundamentally, as innovation based solely on single business 

models, just new products and aimed towards just the local markets is no longer suf-

ficient to sustain their competitiveness and survival. Global competitors can rela-

tively easily copy single business models, products and local market segments today 

and quickly capture business located elsewhere on the globe (Fig. 5.2).

As mobile and wireless communication technology and business ecosystems 

emerged many companies have started in 2010 to rethink their business model and 

business structure by shifting to include mobile and wireless communication into 
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Table 5.4 Examples of incremental and radical building block innovations (Adapted from [43])

Building block

Incremental innovation  

‘Do what we do but better’

Radical innovation  

‘Do something different’

1. Value 

proposition

Offering ’more of the same’ Offering something different

2. Target customer Existing market New market

3. Customer 

relationship

Continuous improvement of 

existing relationships

New relationship platforms (e.g. 

physical, virtual, personal)

4. Value chain 

architecture

Exploitation (e.g. internal, lean, 

continuous improvement)

Exploration (e.g. open, flexible, 

diversified)

5. Core competences Familiar competences (e.g. 

improvement of existing 

technology)

Disruptively new, unfamiliar 

competences (e.g. new emerging 

technology)

6. Partner network Familiar (fixed) network New (dynamic) network (e.g. 

alliance, joint-venture)

7. Profit formula Existing processes generating 

revenue followed by, or 

accompanied with, incremental 

processes of retrenchment  

and cost cutting

New processes to generate revenues 

followed by, or accompanied 

with, disruptive processes of 

retrenchment and cost cutting

Reach

Radicality

Firm

Market

Industry

World

low

medium

high

1
2

3

5
4

7
6

Complexity

Fig. 5.2 A three-dimensional BM innovativeness scale (Adapted from [43])

their business model on an ‘E-form’ business basis [29] Companies saw during the 

2000s the physical and E-form business model as separated – and many in 2010 still 

do. However more companies will turned out to see the two business models as inte-

grated and it seems that most companies agree that the business model through 2010s 

will simply be a combination of the two: a physical and a digital ‘business model’.

Accordingly, a company’s ‘business model’ in 2010 serves as a building plat-

form that represents the company’s operational and physical manifestation but in 
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2020 it will serve as a building platform that represents the company’s physical and 

digital operational manifest.

Thus, the challenge for the 2010s business model “designers” is firstly to iden-

tify the key elements and the key relationships between the physical, the digital 

and the virtual business model and secondly to describe and form the company’s 

‘To – Be’ business model as an integration of the three – before innovating it.

5.2.3  Components of 2020 Business Models

As part of the ongoing process of defining the physical, digital and virtual business 

model concept up to 2020 integrated with mobile and wireless communication 

technologies, it seems obvious that many companies will try to attempt and clarify 

the components and building blocks of such as well as the construction of a generic 

BM with an old perspective and view of business models. They will start thinking 

the business model with old business models framework – with defining it form a 

physical and single business model perspective. However because of the mobile 

and wireless communication technology development they will soon jump to the 

conclusion – that business models have to be thought about in other ways – with a 

multitude of dimensions – with a multi business model perspective.

Companies business in 2020 will consists of more business models and more 

layers of business models. They will differentiate to previous seen business models 

because they will have and consist of several layers of business models – the multi 

business model approach. A rather simple example of this will be a mobile com-

pany doing one business model on one customer and on the same data another 

business model to another customer – two revenue (R) streams but with just one 

cost (C) structure – R1 + R2 – C1 = Profit Formula.

The business models will also consist of both a physical, digital and a virtual 

layer [25], which means that e.g. the product or service will have a physical con-

tent (clothing and sales service), a digital content (the digital data on the clothing 

and extra service on e.g. the webside) and finally the product will just exist if there 

is a need for it – the virtual layer. All these three layers will be possible business 

model layers.

By definition all business models will in 2020 bee reachable and globally. 

Everybody, wherever and whenever will be able to reach the business model either 

physical, digital or virtually. The global market will be tremendously big for most 

business models – the long tail [4] theory will come into real life.

However another – and quiet interesting and new to many companies – business 

model dimension will be that business models in 2020 will always “be on the run” – 

they will be mobile.

The product lifecycle and customer lifecycle will as such be an integrated part 

of the business model. Products and services will be covered with sensors and sen-

sor techniques. This means that products and services can be “tracked and traced” 
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where ever, whenever and by who ever. A new business model potential which adds 

new possibilities to business models – what we called “the real time process 

dimension”.

An overall view on 2020 business models will be that the BM will by definitions 

be interrelated business model frameworks with an integrated dimension of mobil-

ity. This will indeed set new standards to our understanding of business models. 

Companies will try to build their business models from what they know about in 

2010 – what they called ‘a unified perspective of business models’ but they will 

soon come to the conclusion that this is not a possible road to drive and they have 

to change their mindset about business models and business model innovation when 

they take the real time process dimension in to consideration.

The indication for 2020 business models is that they will also have a cross-

model perspective and there will be no single theory that can fully explain the value 

creation potential of these multi business models.

Consequently, it is very complex to identify a holistic business model and 

the building blocks of the business model framework for a mobile and wireless 

communication business model. However, we believe that they will be as an 

interactive framework between physical, digital and virtual layers of building 

blocks with multitude of business models placed simultaneously on many firms at 

a global level and with the mobile and wireless component built in.

Corresponding with the previous findings of business models, [1–54] nobody 

have yet come near to 2020 multi business model framework.

5.2.4  Is the Mobile and Wireless Communication Business 

Model New?

Having a conceptualization of what the Mobile and wireless communication business 

models can be about – another thing is how to innovate them. According to previ-

ous research Magretta (2002), new business models have until now been variations 

on a generic value chain underlying all businesses, which eventually can be divided 

into two categories:

 1. All the activities associated with production; e.g. designing, purchasing and 

manufacturing

 2. All the activities associated with selling something; e.g. finding and reaching 

customers, sales transactions and distributing the products/services

For that reason, according to her, a new business model can be seen as a new prod-

uct for unmet needs (new customer segment), or it may focus on a process innova-

tion and a better way of making/selling/distributing an already proven (existing) 

product or service (to existing and/or new customer segments). Or, formulated 

more generally, a business model until now have been define as new if one of the 

“building blocks” is new.
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According to [3], business model innovation refers not only to products, production 

processes, distribution channels, and markets, but also to exchange mechanisms 

and transaction architectures. Therefore they proposed to complement the value 

chain perspective by concentrating also on processes that enable transactions. 

In view of that, they concluded that business model innovation does not merely 

follow the flow of a product from creation to sale, but also includes the steps that 

are performed in order to complete transactions. Therefore, the business model as 

a unit of analysis for innovation potentially has a wider scope than the firm bound-

aries, since it may encompass the capabilities of multiple firms in multiple industries. 

Also [11] and the IBM global CEO Study (2006) emphasized the importance of 

business model innovation to appear in the form of organization structure and network 

relationship changes, such as alliances, joint-ventures, outsourcing, licensing, and 

spin-offs.

Accordingly, we [25]concluded that any change can rightfully be called a busi-

ness model innovation, but some changes are more radical and/or complex than 

others, and some (e.g. radical product innovation, incremental process improve-

ment) reach farther and are less well understood than others (e.g. a holistic, new to 

the world departure from all business models known so far). Consequently, we get 

around the eternal discussion of when a BM innovation is indeed radical or incre-

mental, simple or complex, far reaching or not, and, rather, portray the space in 

which any business model innovation can be positioned in terms of its innovative-

ness, defined as a composite of radicality, complexity and reach.

However the mobile and wireless communication business model concept was not 

in this context taken into consideration. Referring to Fig. 5.3: A four-dimensional 

BM innovativeness scale – the mobile dimension – and some would also call it – the 

process dimension – has now been taken into consideration.
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Fig. 5.3 The multitude dimensions of 2020 business models (Inspired by [43])
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5.2.5  Levels of Mobile and Wireless Communication  

Business Model Change

The eternal question in the business model innovation literature is: when can we 

call something a business model innovation? Is it a new business model if it is new 

to the company but not within the industry as such? Is it new if the business model 

is used elsewhere but not in the local industry? Or should it be completely new to 

all, like e.g. the mobile and wireless communication shopping?

The debate on defining incremental or radical business model innovation [25] 

concerned the ‘how new’ question. Incremental business model innovation involves 

making small-steps on the number of building blocks change – the complexity, 

the radicallity dimension – defined as the dimension of change of the different 

building blocks (low, medium, high) and reach (firm, market, industry and world) 

parameter.

This framework model mainly used existing knowledge to improve, for example, 

existing products/services, customer practices and structures. It was very short term 

based and it focused on the focal company performing better than it already did. 

Radical business model innovation, also called quantum leap innovation, is how-

ever the ability to develop new knowledge and may even be based on competences 

of many companies – the network based business model [25]. It does not possess at 

the start of the process and result in products/services that cannibalize or remove 

the basis of existing products/services [45], but address new dimensions of all 

building blocks at both a physical, digital and virtual layer.

In order to understand how to innovate a business model, [40] argued that you 

first need to unpack it into individual components and understand how all the pieces 

fit together in holistic way. Furthermore, according to them, in order to build a 

breakthrough business model that rivals will find difficult to imitate, companies 

will need to integrate a whole series of complementary, value creating components 

so that the effect will be cumulative. Well this is exactly what the mobile and wire-

less communication business model innovation is about in 2020. This will take the 

business model innovation, suggested by [23] right to the level of radicality of busi-

ness model innovation and presents what they called change models characterized 

as the extension models and journey models.

Extension models include radical changes by developing new markets – inte-

grated physical, digital and virtual markets, new value chain and value chain func-

tions with again physical, digital and virtual layers, and product/service lines which 

is both physical, digital and virtual. Most interesting considering the last building 

block in our seven building block business model [25] – the profit formular – will 

both include physical digital and virtual money. The journey model has taken its 

begin – involving a complete transformation of original business models – where 

numerous of companies moves deliberately and purposefully to new operating 

multi business models. The enabler to this development is indeed the mobile and 

wireless communication technology, which is believed in 2020 to enable and 

 support this evolution.
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5.2.6  Open Mobile and Wireless Communication 

Business Model

[11] introduced a whole new way of thinking about business models and innovation 

of business models in his book Open Business models – How to Thrive in the New 
Innovation Landscape. He argued towards open innovation (2005) and then to 

opening companies’ business models (2008). Until then, all academic work [1, 23, 

30, 27, 31] and practically all business thinking had been related to a ‘closed’ busi-

ness model – sticking to your core business – where the business model was 

strongly related to a single and focal company. Chesbrough argued that ‘a closed 

business model’ was not efficient for future innovation and a global competitive 

environment. Much innovation was never even related to the core business model 

and companies who could have used the results of the innovation were prevented 

from this because of patents, unwillingness to network and even by lack of knowl-

edge by those who had innovated.

Chesbrough argued that, in the future, companies would have to open up their 

business models and allow other companies to integrate them with their own busi-

ness models and even take parts out of the model to use it in other business models. 

These innovations could be extremely valuable and more effectively used in other 

business models by other companies.

Because of ‘a new global business environment’ integrated with mobile and 

wireless communication technologies we claim that Chesbrough’s theorem in 2020 

will be taken even further. The business models of companies, their products and 

services, customers, customer relationships, key resources, competences, value 

chain and profit formulas [25] will have a much deeper structure than Chesbrough 

ever though about back in 2008. The business models to come will be managed in 

a much more open way than Chesbrough proposed and they will in 2020 have more 

and much more open layers than Chesbrough thought about. Developed and regis-

tered patents will be open to other companies or other business models of interest 

in order to support and develop other business models or the innovation of new 

multi business models. Previously developed innovations, IPR and competences 

will become much more value adding building blocks to both existing and new 

business models in 2020 because of the mobile and wireless communication 

technology.

Companies will play by different rules in 2020 than in 2010 using different and 

many business models simultaneously. This open approach – “internet in the 

clouds” – with “internet in all things” and later “human beings everywhere” will 

give new opportunities and challenges for both ’giver’ and ’taker’ of business models 

and business model innovation. We believe tt will also completely restructure the 

theory of mobile and wireless communication and related business models leading 

to a network oriented business model level. Networks – that at the same time, are 

physical, digital and virtual. These new multi business models will have more 

different partners’ value equation included and will be completely open to all 

network partners of interest, both within and outside the value chain.
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The open business innovation model has thereby in 2020 become not just a true 

and important concept for further work and development of business models – but 

has in major parts also be realized.

5.3  Mobile and Wireless Communication as a Key Enabler  

to New Business Models

Mobile and wireless communication technology we know already today will be 

of ever increasing importance to innovation of new business models and as the 

backbone of the new business models in 2020. The business models in 2020 will 

be based on mobile and wireless technology and operates within a mobile and 

wireless based market environment. This means that pretty much everything will 

be able to communicate with everybody due to advanced sensor technology and 

advanced wireless communication technology. Hereby the body of a human 

being, animals, devices, buildings, clothings e.g. will be able to communicate 

each other.

This opens for new business models. In 2010 we have only very limit possibili-

ties to communicate from inside a body to outside a body of a human being. Pace 

makers and bigger instruments put attached to the body is today some of our pos-

sibilities but in future 2020 we will be able to communicate to and with practical 

every part of the body both on small and large scale perspective – organs, legs, 

arms, blood, brain can be objects for communication and measurements.

Digital devices of our “brains” “intellectual capital” – or devices that have 

learned our habits, interest and network partners will on an intelligent way com-

municate for us and thereby help us in a user centric world.

Virtual “avatars” of us and our business models including more advanced sec-

ondlife.com, google.com, facebook.com, linkedin.com and World of Warcraft liked 

environment will “play” or be allowed to “play” our virtual person and virtual life.

In a short term perspective, these business models will run at cost, speed, energy 

consumption vice, performance and change in the global market that are far above 

what we have achieved and would believe is possible today.

The development will reach a point of no return in 2020, where a even strong 

focus on mobility and “wireless life” of human beings and devices to cope with the 

increasing demand of slipping out of time pressure, being more agile, more flexible 

is the trend. Business models which are independent of time, place and people will 

be at the first generation. Integrated business models between physical, digital and 

virtual business models will be realized (Fig. 5.4).

The multi business models are created inside the cubic as presented in the 

model. However at the moment we do not know how they look like. Our research 

in the next years will focus on the multi business models and we expect to come up 

with advanced business models but we will probably not reach a standardized 

typology level before 2020.
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5.4  Mobile and Wireless Communication a Move Toward  

a Process Enable New Business Models

An interesting synergy and spinoff of the above mentioned model is a first step 

towards a completely new and change in our understanding of the business model – 

taking us from a static understanding and measurement of the business model to a 

process based business model.

Business models in 2020 will not only consist of physical, digital and virtual 

layers but are also based on a process – integrated, connected, mobile, wireless in 

a continuously process of change – where ever and whenever the user or the cus-

tomer demands it. All of “the 7 building blocks” in the business model will be in 

process. We predict that all building blocks can and will change simultaneously in 

the processes – both individual and across and together – creating continuously 

interesting new multi business models.

This is both a real challenge of the future multi business models but also the real 

potentials of multi business models above 2020.

In a long term perspective continuous improvement, learning and innovation 

[25], in combination with the continuous need to develop new multi business models, 

increases the importance of standards, security, legal rights and ethics of multi busi-

ness models. The ability to include and create mega information fast, flexible and 

dynamically is not a question of whether it is possible. This will be the innovation 

platform to every company and network.

Fig. 5.4 Generation of physical, digital and virtual business model based on networks (First 

author, Lindgren 2010 inspired by [25])
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So – the answer to the question – What will be the global business models in 

2020 – is that practical all business models of the future is global. We expected that 

all future business models will mainly be based on mobile and wireless communi-

cation technologies and will thereby be reachable from all parts of the globe. The 

majority of these future business models will include both physical, digital and 

virtual business components.

5.5  Discussion

By glancing through the overall research and practice that have been done so far in 

business model related to the mobile and wireless communication phenomena 

shows a rather fuzziness of the ‘business model’ concept and a very simple and 

single business model perspective. No matter why the conclusion is very simple – 

we are standing in front of a revolution of our understanding of the business 

model. Mobile and wireless communication technology have created several 

new layers and several new dimensions to our previous understanding of the 

business model.

Chesbrough commenced the trend on open business model but the dimensions 

of the mobile and wireless communication enabled business models to our opinion 

cannot be included in his framework. Our current research on business models and 

innovation has to be reinvented.

From a theory development perspective it is at the previous moment – 2010 not 

possible to agree on one argument what the phenomena will look like in 2020. 

Accordingly, in order to provide a solid ground for the multi business model (theory 

building) research to be built up, and based on the similarities/differences between 

the various explanations and perspectives of the multi business model, there is a 

need to narrow down and sharpen the large variation of potentials of mobile and 

wireless communication, as well as to develop new concepts, ideas and categories 

to the term ‘multi business model’ in general, and its innovation processes in 

particular.

Firstly, as to the components of, what we propose it to be in 2020, the core of 

the business model, despite the large variation in opinions we can still identify a 

strong integration between the different components. We proposed a multitude 

dimensional model including radicallity, reach, complexity and mobility as core 

dimensions for characterizing the business model to come in 2020.

The next issue concerns the question: when and what can we expect of the new 

models of business models in 2020? Three approaches have been proposed in this 

chapter. The first approach ‘defines’ the 2020 business model as a multi business 

model with integrated physical, digital and virtual parts. A multi business model in 

continuously change in any of the building blocks or the relationships between them 

as a form of dynamic multi business model innovation could be considered. The form 

and number of building blocks are changed simultaneously which we consider as the 

most radical form of business model innovation we expect will become in 2020.
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If we combine the ‘scale’ of radicality (new to an individual, group, company, 

industry, world), and mobile a four-dimensional space emerged, which does not 

perhaps provide a precise definition of the multi business model we can expect in 

2020, but helps indicate the radicality or, perhaps rather, the real complexity of 

business model and business model innovation in 2020.

This more accurate language for discussing mobile and wireless communica-

tion business model or better enabled business models will help us to better 

understanding of the the managerial challenges and issues involved using 

existing innovation and change theories. Not much of previously understood 

business model theory will be valuable I understanding business models in 

2020. Maybe just the building blocks can be transferred – but even our previous 

customer definition and definition of money – and the profit formula – has to 

be revised.

5.5.1  Building a Process to Mobile and Wireless 

Communication Multi Business Model Innovation

Our findings so far has illustrated that the multi business model phenomenon is not 

well understood until now and innovation of these enabled by mobile and wireless 

communication technology is just partly understood, and the combination of the 

two leads to a high level of uncertainty and fuzziness, particularly to many com-

pany managers who will consequently be faced with tremendous challenges and 

obstacles when attempting to successfully innovate their multi business model (i.e. 

financial obstacles, strategic (choices) obstacles, operational obstacles, cultural 

obstacles, etc.).

Given this, and the understanding of radicallity in multi business model innova-

tion seems to be indeed a ‘risky business’, is leading to the following tentative 

theory statement, namely: Implementation of risk management processes within the 
overall innovation process might reduce the level of uncertainties, overall costs and 
(implementation) time, when developing business models of 2020.

5.6  Futuristic Outlook on Emerging Globale Mobile  

and Wireless Communication Business Models in 2020

The business model concept will continue to evolve and embrace new perceptions, 

challenges and opportunities. As part of the authors’ preliminary research, the fol-

lowing important trends and characteristics were found related to emerging globale 

mobile and wireless communication business models in 2020.

Table 5.5 above is clearly demonstrating that the changes in the economy will 

be the rules of the game and companies must in the future learn to adjust their 

mindset to a multi business model perspective.
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Table 5.5 Future trends to Mobile and wireless BM’s innovation

Context for 

Innovation 2010 2020

Market Commencing global markets Fully global market

Fragmented, dynamic, customised, mobile 

and process oriented
Unstable

Mainly physical but  

commencing digital and 

virtual market

New markets (Blue Ocean)

Integrated physical, digital and virtual 

markets

Technology Single technology Mix of integrated mobile and 

communication technology or multi-

technology based

Expensive Satellite based

Data power low Sensor based

Stable 4G and preliminary 5G based

Data power capacity challenged

Stable technology

Standardised technology

Security technology based

Stable new technology changes

Network Closed networks, local networks, 

Fixed  

networks

Open physical, digital and virtual networks

Dynamic networks, integrated physical, 

digital and virtual networks,

Global physical, digital and virtual 

networks

Companies’ 

competences

Unstable competences under 

development inside  

primary companies or in 

narrow networks

Dynamic – flexible and virtual 

competences

Competences continuously under 

development

Competences developed within a 

multitude of network and together 

with networkpartners – shared 

core competences and skills in the 

innovation process

Products Mostly physical products  

to some extent immaterial 

products

Unstable product – Short life 

cycle

Limited distribution and 

marketing channels

A mixture of physical, immaterial, digital 

and virtual products and services – 

however with an overweight to digital 

and virtual products

Continuous development of physical, 

digital and virtual products and service 

– short life cycles of products and 

service

Multitude of physical, digital and virtual 

distribution and marketing channels

Business model 

innovation  

process

Un stable models

Slow, linear business model 

innovation process

Many business model innovation models 

(flexible models, dynamic models, 

learning by doing, using, interacting)

Rapid prototyping models of business 

models

Lean business model innovation process

(continued)
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The new multi business model based economy is fast coming. It is highly user 

and customer driven. Globalization are being strongly related to network and 

differentiation, learning and continuous innovation considered to be implemented 

via continuously new and open network formations.

5.7  Mobile and Wireless Communication Business Model 

Innovation Space in 2020

The dimensions of multi business model innovation space, presented earlier can be 

further analyzed into possible expected outcomes, when companies are considering 

how to innovate their multi business models, which eventually can result in 

(roughly) eight possible multi business model innovation outcomes (Table 5.6).

5.7.1  Future Thinking is also About Network-Based  

Mobile and Wireless Communication Business Model 

Platforms

Competition in 2020 will not be single company based and single business model 

will hardly exist. Consequently various ways of open network based multi business 

model created in network-based innovation processes will be the standard. A mul-

titude of external competences and knowledge zones [4], among others, will be 

involved together with magnitude of customers and suppliers, knowledge consul-

tants, venture capitalists and competing networks. Open network based innovation 

Table 5.5 (continued)

Context for 

Innovation 2010 2020

Success criteria Individual success, business 

model innovation speed, 

business model time to 

market, business model 

cost and performance, 

business models to the 

local market. Emphasis on 

short term success criteria.  

More emphasis on 

continuous improvements 

and managing tangible 

assets efficiently

Network-based business model success, 

right-speed business model innovation, 

business model time to market, 

business model cost and performance 

optimisation, global business model 

markets

Emphasis on sustainability in business 

models- short and long term success 

criteria are integrated

More emphasis on radical business model 

innovation

Most emphasis on managing intangible 

assets efficiently in business models

Focus on Innovation leadership
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Table 5.6 Mobile and wireless communication business model innovation space in 2020

Radicality

New to 

whom

Number of 

building blocks 

changed Expected business model outcome

High Low Low ‘Me too’ BM

Follow the others. Second mover strategy. Radical 

new value, but only to the organization

High Low High ‘Me too’ BM

Despite the radical internal change processes, it is 

still a second mover strategy

High High Low Potentially, Highly competitive BM

Involved relatively low change management (and 

risks) processes to be implemented

High High High Radical new BM

Very risky, but also very competitive (blue-ocean)

Low Low Low Laggard BM

Not perusing any radical innovation, focus is 

on continuous improvements, risk of staying 

behind competition for the long run

Low High High Potentially, Highly competitive BM

Requires high levels of change management (and 

risks) processes to be implemented

Low Low High Laggard BM

Not perusing any radical innovation, stay behind 

competition for the long run, and also highly 

risky due to high levels of incremental 

innovations and change management 

processes that are needed to be implemented 

simultaneously

Low High Low Potentially, Highly competitive BM

Involved relatively low change management (and 

risks) processes to be implemented

assist to better leverage internal and external capabilities in the networks, as well as 

in opening continuously new markets and continuously experimenting with new 

cutting edge technologies and markets. Consequently, many networks are finding 

themselves increasingly tied to other networks either physical, digital and or virtual 

or all three integrated. The challenge each of them faces is to adjust their multi 

business model continuously meet their networkpartners’ core competences and 

multi business models’ value, so as to create a new platform for collaboration and 

innovation. This tendency, if continued, will have tremendous consequences on the 

way that we will see business, the company terminology – if it will keep on existing 

in 2020. Competition in 2020 will take new dimensions and we will learn new 

dimensions of competition.

Consequently, open multi business model innovation initiatives are expected 

to grow significantly from 2010 to 2020 in volume (i.e. joint ventures, spin-offs, 

licensing, outsourcing, and alliances). Open multi business model innovation, 

which can also be considered as network based business model innovation 
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 platforms, may therefore in 2020 either result from most possible equal partner-

ship, or take place within loose, and more diversified physical, digital and virtual 

networks. In either case, some network partners will be forced to change their 

individual business model logic in the time to come – some more radically 

than others. In addition, the development of a network-based business model 

innovation may result in a radical change of our understanding of the customer, 

the customer and product lifecycle, since they involve and are integrates in the 

mobile and wireless technology, with new and a magnitude value propositions, 

new and magnitude of value chains, new and magnitude of network formations, 

and new markets.

Furthermore, the new network based market formation ties will not be charac-

terised by industrial homogeneity, but rather by the large diversification of its net-

work partners’ identity for the purpose of pursuing radical multi business model 

innovation possibilities.

All in all, the present research and description has led the researchers to believe 

that the business model concept until 2020 will continuously evolve and embrace 

new perceptions, challenges and opportunities – beyond out 2010 imagination.

5.8  Conclusions

The first generation, 1G wireless mobile communication systems, was analog and 

the speeds up to 2.4 kbps introduced in the early 1980s and completed in the early 

1990s. The second generation, 2G system, fielded in the late 1980s and finished in 

the late 1990s, was digital signal for voice and the speeds up to 64 kbps. the third 

generation, 3G wireless system provided the transmission speeds from 125 kbps to 

2 mbps developed in the late 1990s and was well-done in the late 2000s. The fourth 

generation (4G) does not really exist yet – basically speaking – 4G is an evolution 

to move beyond the limitations and problems of 3G.

The speeds of 4G can theoretically be promised up to 1 gbps. The beyond will be 

5G with incredible transmission speed with no limitation for access and zone size.

The differences between 3G and 4G are data rate (speeds), service, global roam-

ing, interface with wire-line internet, qos and security. 4G will be supported by 

ipv6, ofdm, mc-cdma, las-cdma, uwb and network-lmds. c5G will be the completed 

version of wwww, world wide wireless web, to form a real wireless world with no 

more limitation with access and zone issue.

In 2010 Mobile and wireless technology is getting even more popular and 

important everyday. In this chapter we briefly introduced an overview of the evolu-

tion and the background of 1G–5G, compared the differences and illustrated how 

5G may work for business models in the 2020. 4G just right started and there is still 

many standards and security technologies to come, which are still in developing 

process. Therefore, no one can really be sure what the future 5G will look like and 

what services it will offer to people. However, we can get the general idea about 5G 

from academic research; 5G is the evolution based on 3G’s and 4G’s limitation and 
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it will fulfill the idea of wwww, world wide wireless web, offering more services 

and smooth global roaming with low cost.

A lot of buzzwords have come and gone in time, but it seems the business model 

concept will change tremendously until 2020. Despite its fuzzy definition and 

operationalization, it is capturing more and more attention of academics as well as 

company managers.

The objective of this chapter was to build a better understanding to global 

Mobile and wirless communication business models in 2020.

Through the chapter, we introduced and illustrated a framework of future and 

emerging new business models to come in 2020 and together the implementation 

process together with the challenges of these BM innovations.

It is the researchers’ belief that the future BM concept, particularly with rela-

tion to its innovation will be one of a multi business model. A new understand-

ing and theory of business models and what they are all about seems to be 

developing quickly at present. It is the researchers believe that the future BM 

concept should be considered and analyzed from a network perspective. A more 

network based business model moving from a closed to an open business models 

is developing, with much more focus on values, processes, cost – not only of 

partners inside the multi business models but also those outside – network part-

ners who are either in the first, second or even third levels of the chain of the 

multi business model. Multi business models which are integrated physical, digi-

tal, and virtual models.

So when addressing a futuristic outlook on emerging multi business models and 

emerging business models based on Mobile and wireless communication technology – 

we need more research about the multi business models and how these will look like. 

This concerns both a theoretical and a practical perspective. Some short cases will 

point to some future examples and possibilities of multi business models.

The aim of this chapter was to open the discussion on multi business model and 

multi business model innovation as a important field of research, as well as in draw-

ing future potential innovation possibilities, and expected outcomes, when consid-

ering how to innovate companies’ business models.
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6.1  Introduction

In order to predict the future one needs to understand the past and then interpolate 

as best as possible. We expect this to work reasonably well for a “2020 Scenario”, 

but we do not expect this approach to be valid for a “Beyond 2020” scenario.

•฀ 24 Years ago: In the NMT450 years (1G)

 Back in 1984 the 1G NMT system represents the state-of-the-art. It contained 

little or no security, but originally there were n006F intruder present. That 

changed soon enough, and the 1G systems started to suffer from subscription 

fraud and eavesdropping.

•฀ 12 Years ago: In the midst of circuit-switched GSM (2G)

 In 1996 the circuit-switched GSM system was the rising star. GSM had access 

security from day one, but one did not have a risk/threat analysis and so the 

security architecture is incomplete.

•฀ Present: Maturing 3G systems, approaching 4G systems

 Today we have the 3G systems and the 4G systems are being defined. The 3G 

systems have relatively sophisticated security architectures, but there are impor-

tant constraints inherited from the 2G systems. These both prevent effective 

personal privacy protection and it means that the outdated trust model found in 

the 2G systems is still in use.

•฀ In 2020: 5G system (whatever that means)

 What will become of the cellular systems in 2020? We predict that the 4G sys-

tems will still be around and that the 5G systems will retain some compatibility 
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with the 4G systems. In order to have credible personal privacy the subscriber 

addressing model will probably change and the limitations of the 2G/3G trust 

model will hopefully be removed.

•฀ Beyond 2020: Speculations about the future

 Beyond 2020 we assume that compatibility with today’s systems is no longer an 

issue, but there will nevertheless be practical constraints. We will likely see 

some very sophisticated cryptography being available, but it is not clear to which 

extent new security services can be supported in the overall system architecture. 

Furthermore, the intruder in a beyond 2020 scenario will be very powerful and 

entirely new attack types will be available to the intruders.

6.2  Assumptions

There are certain inescapable premises that a public cellular systems must take into 

account. Our investigation therefore postulates the following invariant assumptions:

Assumption 1: Public cellular systems. We only investigate public cellular 

 systems. Other systems are not considered.

Assumption 2: Access part only. We only investigate security and personal 

 privacy in an access related context. That is, we do not investigate application layer 

aspects in this chapter.

Assumption 3: Lawful interception. Like it or not, but public cellular systems are 

required to adhere to regulatory constraints, including support for lawful inter-

ception [1], emergency calls [6] and a set of “terrorist prevention” related measures 

(like the UE Data Retention Directive [10]). There is no reason to assume that this 

basic premise will be relaxed in the future, although the actual procedures may 

change. The standard lawful interception legislation seems to be relatively well 

justified, mature and stable. The present anti-terrorist legislation and the personal 

privacy legislation are much less mature and the justification is in many ways much 

more susceptible to change due to public perception of general validity and effec-

tiveness of the measure to achieve the stated goals.

Assumption 4: A fundamental right to personal privacy. The issue is deeply 

philosophical, ethical and non-technical in nature [17]. However, even with an 

acceptance of personal privacy as a fundamental right one must always consider the 

limitations to personal privacy. This does not only cover the issues related to lawful 

interception vs. personal privacy or anti-terrorist measures vs. personal privacy, but 

also to the general laws concerning identity management and personal privacy [19]. 

With respect to basic cellular access the most prominent personal privacy require-

ments would encompass data confidentiality (both user plane and user associated 

control plane), location confidentiality and identity confidentiality. It is also com-

mon to include untraceability and transaction confidentiality as part of the standard 

requirements [20, 21].
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6.3  Aspects and Issues

6.3.1  Security/Privacy Services

Several security services1 will be important for a future cellular system. Amongst 

these are the following services.

•฀ Entity Authentication of the Principal Entities

 A prerequisite for entity authentication is that one has identity structures for 

the principal entities. The principals may have multiple identities. Some of 

these identities may be public while others may be “anonymous”. The identi-

ties may be long lived or they may be short-lived (down to a single transaction 

if necessary).

•฀ Data Confidentiality/Data Integrity/Message Origin/Destination 

Authentication

 These are classical security services. Data confidentiality protects the data against 

eavesdropping, data integrity protects the data against illicit modification,2 and 

message origin/destination authentication provides corroboration of the sender/

receiver identities (or more often the associated routing addresses). Traditionally 

these services are provided by symmetric cryptographic primitives, but one may 

also use asymmetric (public-key) cryptographic methods and protocols.

•฀ Anonymity/Psedonymity

 The subscriber may not want to disclose his/her identity or to remain anonymous. 

But the question then is: Anonymous with respect to whom? Traditionally (but 

it is not necessary should be the case in future systems), one would assume that 

the subscriber identity (the system identity, IMSI) is known both to the home 

operator and the serving network, but should be protected against eavesdropping 

on the radio interface by any third party. The name of the subscriber would nor-

mally only be known to the home operator and the telephone number (or SIP 

address etc) is normally seen as public information, but it should still not be vis-

ible over the link layer. It is also noted that currently the home operator generally 

is required to know the legal identity of the subscriber.

•฀ Location Confidentiality/Identity Confidentiality

 These services are already defined for the existing systems, but no credible solu-

tion is yet provided for the current 2G/3G/4G systems. The issue is intrinsically 

tied to identity management and to solve the problem will require aligning the 

1 We make a clear distinction between the concept security service and methods to realize the 

service (the security methods and measures). That is, entity authentication is a security service. It 

may for instance be realized by a challenge-response security protocol (the method).
2 By data integrity we here specifically mean cryptographic data integrity and not transmission ori-

ented data integrity. That is, the data is cryptographically protected against willful modification. Only 

an entity that has the correct cryptographic key will be able to modify the data. Note however that an 

intruder may be able to delete data (this may or may not be detectable by the legitimate parties).
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identity management (identity presentation in particular) with authentication at 

the access (link layer) level.

•฀ Untraceability and Transaction Confidentiality/Privacy

 To provide the service “untraceability” implies that the intruder is unable to associ-

ate any point sampling of “a radio source at location (x, y)” with an identity. 

Identity in this context should be interpreted as any unique characteristic or trait that 

the radio source (mobile device) exhibit. That is, the concept “identity” can take on 

an emergent property. The intruder may not be able to derive the name or network 

address of the subscriber, but could successfully trace the subscriber based on radio 

transmission properties etc.3 To conceal any emergent properties or characteristics 

is in principle very hard and may not even be possible against the most powerful 

intruder. However, the system should nevertheless be able to conceal identities, 

addresses and similar information elements. That is, a prerequisite is that the system 

provides credible Location Confidentiality/Identity Confidentiality.

Transaction Privacy is a related concept and it relies on disassociation of the user 

identity and activities/transactions that the user performs. The transactions in 

question may be whether or not the subscriber accessed a particular website at a 

specific point in time, whether or not two specific subscribers were located at the 

same position at the same time or not, etc. Transaction Confidentiality relies on 

credible location and identity confidentiality. Untraceability is likely also 

required for an effective transaction  confidentiality service.

6.3.2  Trust Relationships

Philosophically trust is a necessary evil. Therefore, a future system should ideally be 

designed such that the legitimate entities of a future system should not need to trust each 

other very much. Some trust is however inescapable. For instance, a home operator 

entity must have some information about the subscribers in order to provide services.

Trust is a difficult concept to capture and people are generally not good at evaluating 

security, trust and risk (see [18] for a recent and readable account). A good start is 

to identify the autonomous entities and physical nodes that are present in the system 

and to avoid trust decisions to be taken by the subscriber. The practical question 

often isn’t so much which entities and node one trusts, but rather which entities and 

nodes one has to trust.4 From a security perspective it is beneficial if the number of 

3 These may well be due to service usage at higher layers. A subscriber with particular browsing 

habits or other similar measurable parameters will exhibit statistically distinguishable patterns that 

can be detected and traced at the physical radio layer. This would be a particular case of traffic 

flow based tracing (i.e., lack of traffic flow confidentiality).
4 Again, the decision should not normally be forwarded to the subscriber/user, but should be taken 

by the system (here the home operator) since subscriber/users are notoriously bad decision makers 

when it comes to assessing trust and risk [18].
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trusted entities/nodes can be limited to as few as possible. That is, as few nodes as 

possible should be given cleartext access to user data, or be given access to crypto-

graphic keys or be given authorization to make service provision decisions (which 

tend to imply charging decision authority).

One should also investigate the nature of the trust involved. Is the trust symmet-

ric? That is, are the various entities on equal level or are there some entities with 

jurisdiction over other entities (implying a trust hierarchy). One should also dif-

ferentiate between types of trust. The subscriber may well trust the home operator 

with respect to charging/billing, but may yet be reluctant to trust the home operator 

with respect to personal privacy unless when explicitly required.

Furthermore, with several trusted entities involved one should also look into 

whether one may allow the trust to be transitive. Today transitive trust is the norm 

for roaming (the serving network – subscriber trust is derived through transitive 

relations with the home operator5).

6.3.3  Intruder Models

The future cellular systems will face a number of attackers and adversaries. These 

intruders will attempt to stage large number of different attacks, ranging from naïve 

low-tech attacks to sophisticated attacks employing advanced equipment to attack 

the radio bearer and system protocols. Use of massively parallel computational 

attacks on “weak” cryptography should also be expected.

From a practical point of view it is important to consider scalability of attacks. 

Attacks that don’t scale are much less worrisome from a system perspective, 

although the attacks may be damaging enough on per-subscriber level or similar.

From a theoretical modeling perspective one often wants to define the capabilities 

of the intruder, and the classical intruder model is the Dolev-Yao (DY) Intruder [5]. 

This intruder is very powerful and the DY intruder is able to delete, modify and insert 

messages to the communication channel at will. It will be able to do this for all avail-

able channels and will be able to store all previously transmitted messages. Thus any 

weakness exposed from previous communications can be used by the DY intruder. 

Still, the DY intruder is unable to break cryptography per see and it cannot physically 

compromise the principal entities. We note that a real intruder may be able to break 

“weak” cryptography6 and that it may well be able to compromise the subscriber 

device (on smart phones the use of Trojans, Rootkits etc may facilitate this).

5Note that the relationship between the subscriber and home operator is asymmetric (the home 

operator have security jurisdiction over the subscriber in the traditional cellular architectures).
6We here distinguish between cryptoanalytic attacks on the cryptographic primitive and attacks on 

the composition of primitives in the protocols. Incorrect use of cryptographic primitives may result 

in a weak protocol even if the cryptographic primitive itself isn’t broken. The opposite is also true, 

a provably secure protocol may be compromised by a weak cryptographic primitive (or from using 

inadequate key length etc).
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In a wireless environment there will be practical constraints on the intruder 

capabilities. It may not be physically possible for the intruder to delete messages at 

will and likewise to insert and/or modify messages on the air may not always be 

physically possible. It must also be noted that in a wireless setting the intruder must 

be physically distributed to be able to operate as a true DY intruder.

Thus, an actual wireless intruder must consider spatial confinement in addition 

to processing and memory constraints. For some cases the constraints would 

involve real-time processing (i.e. to hijack a session) while for other cases the 

intruder can afford to do extensive prost-processing (eavesdropping etc where even 

access to aged data is of value).

A more detailed exposition of possible intruder models for wireless environ-

ments can be found in [27]. The conclusion in [27] is basically that the DY intruder 

is still a good theoretical model and that future access security protocols for cellular 

systems should be able to withstand the DY intruder. Any trusted entity/node 

should also have measures to protect against physical compromise. This is particu-

larly important for the highly distributed subscriber devices, which for a number of 

reasons are the most vulnerable entity. Here one must be able to provide tools such 

that the subscriber/user is able to protect the integrity of the device. In practice this 

will as a minimum amount to disk/memory encryption, use of anti-virus packages, 

use of device firewalls etc.

6.3.4  Cryptographic Primitives and Key Sizes

One traditional way of classifying cryptography is to make a clear distinction 

between asymmetric and symmetric crypto-primitives. Computationally there are 

large differences between the two, and one would tend to use symmetric cryptog-

raphy for cases when sheer performance is the decisive factor. That is why AES and 

similar symmetric primitives is almost always the choice for encrypting (providing 

data confidentiality) high throughput channels. However the public-key systems 

(asymmetric) are very useful, and are commonly used for entity authentication and 

for key distribution (of symmetric keys). Another service is data integrity (which in 

practice also includes message authentication). Again the implementation may be 

based on symmetric means or on asymmetric means, and again the most common 

today is to use symmetric methods for link layer protection while it is common to 

use asymmetric methods for single transactions etc (on the application layer) and 

for providing entity authentication and data signatures.

We do not foresee any large scale changes here, but we note that as processing 

power grows it will be feasible for more devices to support asymmetric cryptogra-

phy. Still, for many devices the increase in transmission capacity outgrows the 

increase in processing power. For these devices the choice for channel protection 

will still predominantly be by symmetric cryptographic means. But we do expect 

entity authentication protocols to move towards use of asymmetric cryptography in 

the future.
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A very important cryptographic service is to provide large random numbers. 

That is, normally the numbers don’t have to be random (and sometimes we 

 explicitly do not want them to be random), but they should appear to be random to 

any outsider (the intruder) in the sense that these pseudo-random numbers should 

be unpredictable (and uniformly distributed) and oftentimes non-repeatable. For the 

unpredictable property to be fulfilled it is important that the pseudo-random num-

ber is sufficient large to prevent guessing attacks. Typical sizes today would be 

between 64 and 128 bit, depending on actual requirements.

Sometimes it does not matter if the used number is unpredictable provided that 

it is unique. For instance, one may use a sequence number to uniquely distinguish 

between different protocol runs or one may use a timestamp to avoid replay attacks. 

In these cases the “random” number isn’t random and one then uses the term Nonce 

(number used once). The pseudo-random numbers are also a type of Nonce number. 

The type of Nonce being used would depend on the overall design, but suffice to 

say that the number must be generated in a cryptographically secure way (for 

instance the clock providing the timestamp must be protected). For a cellular system 

it is likely that the bearer number, channel number and/or frame number be included 

as part of the Nonce for the link layer protection. This ensures a strong spatially 

associated real-time binding of the message payload and the actual message transfer 

frame. However, the system architecture must assure that there aren’t any Nonce 

collisions (or that such events cannot otherwise be used to attack the system).

6.3.5  Near Future Options

What we know for sure is that future cryptography may be much more advanced 

than what we have today. We can foresee some of the future options, like Secure 

Multi-party Computations (SMC) and Identity-Based Encryption (IBE) [22], which 

may be important in the future. We know this since the basic ideas for SMC and 

IBE are already identified, but we also know that a lot more research is needed to 

make these crypto-systems practical in large scale systems. These issues will be 

elaborated with more details in the following sections.

6.4  Access Security and Personal Privacy 24 Years Ago

6.4.1  The NMT 450 Era

In 1984 the NMT450 had been operational for 3 years. The system consists of 

analogues PSTN like switches (MTX). The MTX’es comes with two databases: A 

home database for all subscribers in that area and a visitor database. The MTX 

directly controls the base stations (i.e. no BSC or RNC functionality present). NMT 

architecture is defined in [14].
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6.4.2  Security and Privacy in NMT450

6.4.2.1  Security and Privacy

With respect to entity authentication the system originally had only an extremely 

weak password scheme. The mobile phone used a three digit “secret” password 

(K
1
K

2
K

3
) which was transmitted in cleartext. With respect to subscriber identity we 

note that the NMT system did not distinguish between the mobile phone and the 

subscriber. That is, the identities used were in fact associated with the mobile station 

and not with subscriber (originally there were no subscriber identity module at all).

6.4.2.2  Cryptography

Originally there was no cryptography at all in the NMT450 system. In later phases 

one augmented the NMT450 system with the NMT-SIS functionality. NMT-SIS 

provided basic (uni-directional) subscriber authentication and signaling data 

encryption [16]. The idea of a functional entity for authentication in at the home 

operator was introduced with NMT-SIS [13].

6.4.3  Trust in the NMT Ecosystem

Inter-exchange (Inter-MTX) system signaling in NMT was by means of SS7 signal-

ing through the HUP/MUP7 user parts (one did not use SCCP in NMT and thus all 

system signaling had to be associated with a 64 kbps B-channel).

The SS7 system unfortunately provides no security services. This meant of 

course that the MTX’es had to trust any content it received over SS7 since there 

would be no way to verify/falsify the validity of the messages. Furthermore, the 

access signaling between the MTX and the Mobile Station was also transmitted 

without any security protection. We note that this was changed with the advent of 

NMT-SIS, and that the access signaling then got a measure of protection. But before 

NMT-SIS there were no way to corroborate claimed identities, and one was forced 

to naïvely trust all claims (and fraud level grew to become a significant problem!).

6.4.4  The Intruder 24 Years Ago

Originally there were no intruders present. But gradually it was realized that the 

system did not have any protection and inevitably this fact was exploited. Organized 

7Handover User Part and Mobile User Part respectively.
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crime in the Netherlands was probably amongst the first to exploit the weaknesses. 

It is interesting to note the primary goal for the drug traffickers probably weren’t to 

steal airtime as such; the motivation was in all likelihood driven by a strong desire 

to attain anonymity from police monitoring.

Later the fraud became more focus on charging fraud and there were numerous 

accounts of “resellers” that sold call-time. In Norway this activity was primarily 

targeted at selling long distance calls and the problem became large enough for 

Televerket (the Norwegian NMT operator) to block all non NMT-SIS call to a set 

of countries.

In the fullness of time NMT scanner became more or less a commodity item and 

the scanners, while illegal to sell and use in many countries, were used so exten-

sively that the credibility of the whole system was questioned. We note that 

although NMT-SIS was quite effective in combating charging fraud, it was also 

completely useless against eavesdropping on the user channel (the NMT-SIS 

encryption only covered system signaling; the analogue user channel was not 

protected).

6.4.5  Problems with NMT450

We can summarize the NMT450 security and privacy related problems in the 

following:

No security proved to be a real problem•฀

Eroding the business model due to fraud•฀

Security provided by NMT-SIS was effective against fraud, but it was inadequate •฀

in that it could not provide data confidentiality for the users

People lost faith in the technology due to missing speech privacy•฀

6.5  Access Security and Personal Privacy 12 Years Ago

6.5.1  The GSM (Phase 2) Era

In 1996 the GSM system was well established. The basic service was circuit-

switched speech and to a limited extent circuit-switched data. The need for security 

protection was recognized from the start and one also foresaw the need for sub-

scriber Location- and Identity Confidentiality. The GSM did however have a fairly 

naïve assumption about inter-operator trust, and the authentication data (called the 

triplet or authentication set) is always transferred from the HLR (located at the 

home operator) to the VLR/MSC (which is located in the serving network (may be 

the home network but it may also be at a roaming network)).
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6.5.2  Security and Privacy in GSM

The GSM system does provided some security and privacy services [7, 8]. In particu-

lar, the system provides entity authentication. The service is somewhat limited in that 

it is only providing uni-directional authentication. That is, the subscriber is authenti-

cated to the network, by means of challenge-response mechanisms (GSM AKA 

protocol), but the subscriber (represented by the Subscriber Identity Module (SIM) 

smart card) has no mean of verify the validity of the network. As mentioned the 

entity being authenticated is the SIM and not the mobile station [9], and one has thus 

dissociated the radio equipment/mobile termination from the subscriber credentials.

6.5.2.1  Cryptography

GSM relies on a pseudo-random number function for its random-challenge protocol. 

This functionality, only presented in the HLR/AuC (in the home network), is not 

standardized. Key derivation and the response function are computed by means of 

Message Authentication Code (MAC) function. Collectively the function is called 

A38 (or A3 and A8 separately). GSM supports data Confidentiality and for the cir-

cuit-switched services one uses the A5 encryption interface. The actual A5 algorithm 

used originally was the A5/1 algorithm, with 54 significant bits (the nominal A5 size 

is 64 bit). Cryptographically speaking the A5 functions are stream-ciphers. The A5 

functionality is located in the mobile equipment (ME) and so the SIM would transfer 

the key, Kc, to the ME. The GSM system provides no data integrity service.

6.5.3  Trust in the GSM Ecosystem

Core Network (CN) signaling in GSM is by means of SS7 (MAP, ISUP etc). The 

protocols used are more sophisticated than the NMT equivalents, but since the 

GSM protocols like their NMT cousins are based on SS7 they too inherit the SS7 

weakness of not having any security services. In theory one might have added 

security services at the application part layer, but this never took place. The conse-

quence is that all GSM CN nodes have to trust each other.

Another aspect, due to the uni-directional only authentication protocol, is that 

while the identity of the SIM can be corroborated by the MSC/VLR (with support 

from HLR/AuC) the SIM cannot authenticate the network. Thus, SIM has to trust 

network. Originally this was not a problem, but today masquerade attacks by means 

of “False-BTS” are both possible and feasible.

6.5.4  The Intruder 12 Years Ago

The intruder 12 years ago faced encrypted communication (but only over-the-air). 

Consequently, it would take less effort to eavesdrop on the communication on other 
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interfaces. In particular, this meant eavesdropping attacks on the communication 

between the BTS and towards the BSC/MSC.

The GSM confidentiality protection isn’t perfect and although system now permits 

the full 64 bit key length the original A5/1 algorithm shows its age. Cracking the 

A5/1 is now feasible and even the A5/3 algorithm cannot be said to be future proof 

(no real weakness has been found with A5/3, but system weaknesses in GSM and the 

limited key size means that even A5/3 can be cracked by a dedicated intruder).

However, in fairness, we note that the GSM system was for all practical purpose 

secure 12 years ago. Thus the intruder 12 years ago faced security that actually 

fulfilled its design criteria. The intruder would have found it very difficult to crack 

the security and indeed there were very low fraud levels in GSM (and from what 

we know the fraud attacks circumvented GSM security rather than attack it; most 

registered fraud was also very low tech (false identity, not paying the bill etc)).

The problem has rather been that the GSM system has outlived the initial 

 security and that the initial design didn’t adequately support a migration path to 

improved security (for instance it is very difficult to extend the key size of Kc and 

it is difficult to properly bind keys with good algorithms).

6.5.5  Security and Privacy Related Problems with GSM

Security in GSM has been hugely successful, but the success and longevity of GSM 

have outlived the basic initial security. The problems one see today can be sum-

marized in the following:

Too naïve trust model (delegating security credential)•฀

No risk/threat analysis (and no intruder model) – this resulted in an incomplete •฀

security architecture

No data integrity protection•฀

Mutual Entity Authentication is missing – allowing False-BTS attacks•฀

Example AKA A3/A8 function (COMP128) was •฀ very weak

Data confidentiality was too weak (64 bit not enough for system lifespan, >20 years)•฀

Location/identity protection not credible (TMSI method)•฀

6.6  Access Security and Personal Privacy Today

6.6.1  Maturing 3G (UMTS), Extensions to Provide 4G  

(LTE/SAE) Being Defined

Today the basis for deployment is normally 3G with both CS and PS capabilities. The 

3G systems have a reasonable set of 3G security services, but with some weaknesses 

and some omissions. For instance one still haven’t got a credible subscriber location- 

and identity confidentiality service. This is largely due to the addressing- and 
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 subscriber identity model, which in principle is unchanged since the 1G systems. 

Furthermore, the delegation of authentication authority to the serving network has 

been retained from the 2G systems, and consequently the naïve assumptions about 

inter-operator trust are still in force. The forthcoming 4G system will provide some 

security improvements, but subscriber privacy is still problematic since the address-

ing scheme and identity management at the access level is basically inherited from 

the descendent 3G system.

6.6.2  Security and Privacy in UMTS (And Quite Similar  

in CDMA2000)

The security and subscriber privacy services provided is outlined and defined in 

[2, 11, 15]. In brief, one has a mutual entity authentication in the UMTS AKA pro-

tocol. The UMTS AKA protocol (a very similar protocol is used in CDMA2000) is 

a challenge-response protocol with authenticated challenge and use of sequence 

numbers to prevent replay attacks.

Subscriber identity and security credentials are stored in subscriber module 

(UICC/USIM) together with the authentication and key agreement algorithms. Data 

confidentiality is provided by the KASUMI and SNOW-3G encryption algorithms 

(mode-of-operation is to provide a stream-cipher service). The range of the service 

is between the mobile equipment and the Radio Network Controller (RNC) and 

essentially all data is encrypted once the service is initiated. A data integrity service 

is also provided. The coverage range is the same as for the data confidentiality, but 

it is only for signaling data. The basic crypto-primitives are the same as for data 

confidentiality, but this time the mode-of-operation obviously is to provide data 

integrity (though a message authentication code). The key length is 128 bits for 

both the data confidentiality and data integrity services.

The UMTS AKA algorithms are in principle operator specific, but an example 

set of algorithms, called MILENAGE, based on Rijndael (also known as AES) is 

provided. The MILENAGE set is complete except for the lack of a pseudo-random 

number function.

6.6.3  Trust in the UMTS Ecosystem

The inter-operator trust requirements are essentially the same as for the 2G systems 

since the model with distributed authentication authority is inherited from the 2G 

systems. Thus, the naïve 2G trust is retained through inheritance. Currently in the 

3G systems the key material may be transported in cleartext in some protocols 

(examples are MAP and RANAP). This is of course naïve and it requires too much 

trust (gullible trust). We also note that the UMTS AKA protocol is not an online 
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protocol. Thus, the USIM can authenticate the network, but only to the extent that 

the USIM knows that HLR/AuC was present at some time in the past (when the 

challenge was originally issued to the serving network). So, it is clear that the sys-

tem architecture and the security architecture contain several weaknesses and minor 

flaws that put together require a fairly high level of trust between the legitimate 

entities. Only if that trust is present (and it should indeed be justified) can the sys-

tem operate safely and securely.

6.6.4  The Intruder Today

The intruder today is in practice only able to attack the GSM cryptographic proto-

cols. Furthermore, the current attacks don’t scale very well and they consequently 

don’t represent a serious threat towards the overall system. However, the reputation 

the system has as s secure system is damaged and a change in public perception can 

be very damaging to the longtime viability of the system.

The current intruder must be assumed to have considerable processing capability 

available. Even a single person intruder can buy commercial off the shelf computer 

systems with sophisticated and powerful co-processors, like the Cell processor or a 

dedicated FPGA, and with main memory in the range of tens of gigabytes. The 

ECRYPT yearly report gives a good overview of the capabilities of several intruder 

types [23]. A larger organization may use dedicated networks and the combined 

processing power can be quite formidable. Still, brute force cracking of cryptogra-

phy is very much limited to attacks on a single conversation or inherently weak 

algorithms. Brute force attacks are still essentially facing exponential complexity 

measured against the bit length of the cryptographic key, and (as long as that 

remains what we have is that Moore’s “law” etc) one only gains one bit of the key 

length for every doubling of processing power. So, by upgrading from the by now 

dangerously short 64 bit key length to 128 bit key length one has effectively killed 

off any brute force attacks (provided that the algorithm does not have serious 

flaws).

Another practical aspect for all wireless intruders is that they need to be physi-

cally distributed in order to eavesdrop or otherwise intercept the transmission. 

The opportunistic intruder does not itself have to be very mobile, but then the 

capabilities of the intruder will be limited to the air traffic in that area. However, 

we note that sensor technology is getting more mature and for a future intruder 

this may mean that the geographic coverage could be attained by deployment 

distributed sensor networks. We also note that the emergency of so-called zombie 

networks of hijacked computers that we see in today’s personal computer arena 

could well be a phenomenon that is repeated for the next generation of smart 

phones. A network of zombie smart phones could potentially be utilized by an 

intruder to provide geographically distributed intruder capabilities. These possi-

bilities are emerging today and in the near future one must assume that actual 

intruders will use them.



84 G.M. Køien and V.A. Oleshchuk

6.6.5  Security and Privacy Related Problems with UMTS  

and LTE/SAE

The 3G systems are evolving and the next generation is being defined. For UMTS 

this next generation is called LTE/SAE (also called EPS). There are strong require-

ments for coexistence and although there is no requirement for 100% compatibility, 

it is still clear that the LTE/SAE is becoming an evolved architecture. This, unfor-

tunately, also means that many of the 3G problems will be migrated to the next 

generation (which, by the way is not officially called 4G). We summarize the main 

problem below and note that LTE/SAE will mitigate some of the problems.

Too naïve trust model•฀

Intruder model is missing – Increasingly sophisticated intruders not accounted for•฀

UMTS: Data integrity protection is too limited (both in strength and coverage)•฀

UMTS AKA is not optimal (replay protection/seq.no.mngt)•฀

Location/identity protection not credible (TMSI method)•฀

UMTS: Backwards compatibility with GSM is problematic•฀

6.7  Access Security and Personal Privacy in 2020 and Beyond

6.7.1  Unknown Territory

We assume that in 2020 compatibility with the 4G systems is likely still an issue. 

However we make no compatibility assumptions beyond 2020.

6.7.2  Trust in a Beyond 2020 Perspective

We do not expect large changes here, but we do foresee a development in which 

one requires less trust in the various network elements. That is, there will hopefully 

be fewer nodes that need to be trusted.

There exists different wireless system models and one may see a development 

towards less centralized systems, possibly without a central authority. Still, that 

requires large scale changes to the control model and it is not clear if there are 

economic models and/or regulatory space which will permit this to happen. That 

“internet” model with free access and the development towards fixed pricing struc-

tures may change the operator landscape significantly, but the regulatory require-

ments may still apply and then the trust scenarios will not change too much. 

However, subscriber trust in the serving network may be weaker in the future and 

this will be more pronounced if there is a development towards free access (with 

presumably weaker service guarantees).
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6.7.3  The Intruder in a Beyond 2020 Scenario

In 2020 we expect the power of the intruder to have grown significantly. Moore’s 

law alone would give an increase in processing power by about 256 times (eight 

bits), but the real increase in power will not come from an increase of power in any 

single processor.

Rather, one should expect the processing power to increase significantly 

faster than Moore’s law, but with the proviso that it is achieved for multiple 

cores and data center technology (aka Google server parks). This would require 

computational parallelization of attack algorithm. Brute-force like attacks 

against symmetric algorithms is of course readily adapted to parallel processing, 

and so this is a viable approach. Still, to attack crypto-algorithm by brute force is 

only viable for algorithms with small key space or with known weaknesses that 

reduces the search space. Direct brute force against a 128 bit key space (or 

larger) will not be practical even in the beyond 2020 scenario for conventional 

computing methods [23].

Looking further ahead one may find that Quantum Computing (QC) becomes 

a reality. If the promise of scalable parallel computing made by QC proponents 

can be fully realized then obviously brute force attacks on will become feasible 

even for very large key spaces and cryptography as we know it today will have to 

be totally redefined.8 However, it is not yet clear if QC can ever tackle real-life 

problems in this way and it may even be that some computations are inherently 

sequential in nature. QC may still provide orders of magnitude improvement in 

processing power and it may be highly effective against certain classes of prob-

lems. Another and less speculative promise of quantum cryptography is found in 

the area of key distribution. Quantum key distribution (QKD) has already been 

demonstrated over fiber optical channels and with optical switches it holds great 

promise. The basic promise of quantum key distribution is that QKD provides 

proof that the transferred key has not been eavesdropped on. That is, the “read” 

operation (observation) destroys/disturbs the state of the key. Thus, the key is 

successfully transmitted if and only if the key has not been observed while in 

transit. We note that there is nothing that prohibits the intruder from reading the 

key (if he/she has access to the channel), but doing so changes the data and the 

receiver would know that the key has been read. That is, unauthenticated QKD 

protocols do not prevent the possibility of the intruder inserting itself as a Man-

in-the-Middle. For a readable account of the current state of quantum cryptogra-

phy the reader is referred to [26].9

8Then the famous problem P = NP will be resolved and forced into the P domain by quantum 

computations.
9The SECOQC white paper provides a reasonable introduction to the field, without going into the 

details of quantum mechanics.
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Another development is to produce massively parallel organic computer. These 

computers would operate on principles used in DNA replication etc. The field is 

hardly mature, but provides exiting glimpses of what the future may hold. Examples 

on solving the Hamiltonian path problem and the Boolean satisfiability problem 

(both NP-complete) are outlined in [24, 25].

Yet another key development will be an increase in the intruder’s physical cover-

age. Sensors are becoming cheaper and cheaper while the capabilities increase, and 

mesh network technologies etc will develop to utilize this computational “cloud”. 

This is an important development since many attacks on wireless systems will require 

a physically distributed listening-in capability. As previously mentioned, compro-

mised wireless devices may well be part of this wireless computational cloud.

6.7.4  Cryptographic Tools and Security Services in 2020  

and Beyond

In 2020 or may be slightly beyond security, privacy protection and trustworthiness 

would be embedded into network functionality due to ambient and sensing nature 

of telecommunication systems. Telecommunication systems will create tremendous 

opportunities to improve peoples’ lives by their ability to perform joint cooperative 

tasks based on computations with inputs supplied by separate users.

Since computational power and digital communications will be embedded in 

almost all objects surrounding human beings, the new kind of ubiquitous applica-

tions will pervade people everyday’s life and would be used to improve security and 

quality of their users’ lives.

However such systems, by collecting information about people’s daily activities, 

can easily become distributed surveillance systems [3]. Since information reflect-

ing users’ daily activities (for example travel routes, buying habits, and so on) is 

considered by many users as private it would be no surprising that one of the 

requirements to ubiquitous applications would be privacy preservation [12], and 

applications not conforming with the requirement may be prohibited by law 

(at least in some countries) as violating citizens’ privacy. Thus if developers of new 

applications and services only focus on functionality without considering users’ 

privacy they will limit usability and acceptance of the applications and services.

Since already nowadays private data are used to develop such important applica-

tions as traffic jam monitoring, monitoring of elderly people, anti-terror related 

monitoring of suspects, etc., we would expect growing number of such applications 

and services in the future and correspondingly growing the amount of private data 

collected by the systems.

Thus in 2020 the privacy concerns become a critical issue and questions like 

how exactly the private data will be used; how can the data possibly be misused to 

invade people’s privacy; “who is watching the watchers”, etc. is addressed and 

properly resolved. These questions arise many applications and services collecting 

information reflecting users’ daily activities are cooperative computations  performed 
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among mutually untrusting parties on inputs containing private data. As result new 

security primitives based on secure multi-party computations (SMC) will become 

a relevant and practical part of deployed systems and services.

Generally, secure multiparty computations are cryptographic techniques that 

enable computations on data received from different parties in such a way that each 

party knows only its own input and the result of the computations [4]. Goldwasser 

[4] predicts that “the field of multi-party computations is today where public-key 

cryptography was 10 years ago, namely an extremely powerful tool and rich theory 

whose real-life usage is at this time only beginning but will become in the future an 

integral part of our computing reality”.

Currently, the most common current drawback of SMC protocols, which sub-

stantially impacts their today’s applicability, is their inefficiency with respect of 

both considerable computational and communicational resources will be overcome. 

We expect that in 2020 or slightly beyond this would be resolved both by tremendously 

increased computational and communicational capabilities of the systems and by 

developing new, more practical solutions based new security models that provide 

balancing security and efficiency. However even with increased computational and 

communicational capabilities of systems as a whole, it will still be required that 

SMC based crypto primitives are able to operate over narrow-bandwidth connec-

tions and must be able to operate on power constrained mobile devices. Furthermore, 

the algorithms will need to operate with real-time constraints and without the 

presence of any central (trusted) authority.

6.8  Conclusions

With respect to the past and the present of access security and personal privacy in 

public cellular communication systems we have learned that the following issues 

should be taken into consideration in order to make the future systems both secure 

and privacy preserving.

Future systems should be designed to minimize trust•฀

Future systems must take into account the intruder•฀

The future intruder will be very powerful•฀

Access Security will become better and better•฀

The power of the intruder may outpace the improvements•฀

Actual access security could become weaker•฀

Past experience tells us that there is a lower limit, after which the business model •฀

breaks down. The past also tells us that there is a lower limit to personal privacy, 

after which the consumer trust in the product breaks down, But, Credible 

Personal Privacy requires that consumers care

Society defines which privacy services are required and acceptable•฀

Personal privacy is difficult to achieve since technology makes privacy invasion •฀

very cheap
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“Privacy Intruder Models” must be developed•฀

Cryptographic methods must evolve to support credible personal privacy (SMC etc)•฀

The system architecture must provide pervasive support for personal privacy •฀

since personal privacy is a weakest link game
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7.1  Introduction

Wireless communications added a disruptive value to communications by allowing 

location and movement independence into communications. This independence has 

brought wireless and mobile communications to be one of the most popular means 

of communications today. Many times, we have seen mobile phone users deciding 

not to get a fixed phone line for their homes, relying solely on the mobile phones. 

Most hotels do not wire all their rooms with Internet anymore but install wireless 

local area network (WLAN) access points for their customers to connect to Internet 

anywhere in the hotel premises. This is the trend worldwide, resulting in the con-

venience of wireless communications experienced by millions of users across the 

globe, as illustrated in Fig. 7.1. The impacts of wireless communication are not 

only limited to providing functional convenience in our daily lives and bringing the 

personal sphere in the public one. Wireless and mobile communications offer much 

wider scopes: as a globalization tool of information and communication technology 

(ICT), wireless and mobile communications play a vital role in empowering people 

worldwide. This vital role is however highly dependent and conditional on security 

of the wireless and mobile communications.

In this chapter, we discuss the opportunities and threats offered by globalization 

of ICT ranging from mobile, wireless communications to Internet. Globalization of 

wireless communications and Internet offers a variety of tools for people all over 

the world to combat or to help combat the essential challenges in developing 

regions of the world: ending hunger, poverty, disease, discrimination, establishing 

education, and reinforcing democracy.

We argue that security is a pillar that helps sustaining the benefits of globalization 

of mobile communications and Internet: protecting user-citizens against cyber-

threats, guaranteeing user privacy against big brother (governments) and little 
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brother (corporations), establishing trust between users, providers and organizations 

(governmental or corporate), allowing freedom of speech in hostile environments.

The paper is organized as follows. Section 7.2 describes how globalization of 

wireless and mobile communications can help closing further a telecom gap while 

Sect. 7.3 shows the globalization of the Internet. Then Sect. 7.4 shows the opportu-

nities given in such a context. The threats that are mainly security oriented are 

exposed in Sect. 7.5. The security perspective introducing technical measures for a 

sustainable wireless communication system is given in Sect. 7.6. Concluding 

remarks are made in Sect. 7.7.

7.2  Globalization of Wireless and Mobile Communications

With four billion mobile phones already in use, and network coverage extending 

over 80 % of the world population [1], globalization of mobile communications has 

helped diminish the telecommunications divide between the world’s richest and 

poorest nations. The telecom divide is defined here as the lack of access to telecom 

services. In developing countries, the penetration rate of mobile phones is much 

higher than that of the fixed landlines.

Fig. 7.2 shows that in Africa, from 1995 to 2004, the mobile telephone subscrib-

ers outnumbered the fixed telephone subscribers from year 2000. This is again 

confirmed in Fig. 7.3, which compares the average growth rate in mobile subscribers 

from 1999 to 2004 in different regions of the world.

In 2007–2009, the growth rates of monthly mobile subscriber in many developing 

countries are significant: every month India and China together add nearly 30 million 

new subscribers, Pakistan adds over three million new users per month while Egypt 

adds over one million new users per month [1].

In an increasing information society and connected era, wireless and mobile 

communications are powerful assets to use in bridging the telecom and digital 

Fig. 7.1 The heterogeneity of wireless communication
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Fig. 7.2 Telephone subscribers per 100 inhabitants, fixed versus mobile, Africa 1995–2004

Fig. 7.3 Annual average growth rate in mobile subscribers 1999–2004
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divide. The technology can help cutting the telecom infrastructure cost of reaching 

rural areas in developing countries and can thus facilitate the participation of all 

segments of the society in the economical growth, diminishing poverty and illiteracy. 

Global and affordable access to ICT has a direct correlation with the battle against 

hunger, poverty, disease, discrimination and for education and democracy. In cer-

tain regions of the world such as India especially in remote areas, a regular com-

munication between family members and relatives represents a real value in 

keeping family relieved from the anxiety of not knowing what happens back in the 

hometown, and allows people to reach for help much faster.

The deployment of WLAN or WiMAX can close the gap between the connectivity 

of the inhabitants of urban areas and those of rural areas. It can also support the 

health organizations in providing online health advice, in collecting information on 

a disease status in a specific region, and in facilitating the help of humanitarian 

efforts. The deployment of WLAN and WiMAX is meant to be faster and cheaper 

than that of wired networks.

7.3  Globalization of Internet

Long ago, Internet was a tool mainly used by researchers. It has now become a 

cultural, political, and economic tool for many, and a workhorse of work, entertain-

ment and social interactions.

Similar to wireless and mobile communications, the winning point of Internet is 

in the convenience it offers to users across the world. The Internet particularity is 

erasing territorial boundaries, or it creates its own territory: an e-world with

E-mail –

E-commerce –

E-government –

E-ties to people across the globe –

With 1.4 million worldwide users in 2008, Internet users represent 21% of the 

world populations, while they actually are only 5% in Africa [2].

The Internet is the tool for empowering people, independently of their social 

class and of the state of development of their country through, for example,

Blogs and personal spaces: MySpace, Facebook, Twitter, LinkedIN –

User generated content available worldwide: YouTube, DailyMotion… –

An amplification of global campaign against e.g. poverty, hunger –

In developed countries, the falling price of PCs and laptops, the availability of 

computers in public schools and libraries and the newest generation of mobile 

phones and hand-held devices that connect to the Internet have all contributed to 

closing the divide between social classes.

In developing countries, cyber cafes and used PCs allow a lot of mostly young 

people to stay connected to the highways of information: e-learning, online articles, 

online encyclopedias, and dictionaries. This way, both developed and developing 
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countries exploit the very nature of the Internet as a communications, publishing, 

and transactions platform (Fig. 7.4).

In the context of globalization, the Internet has also opened the door to online 

Internet-based businesses (besides Google, Yahoo, E-bay, etc.) for millions of small 

enterprises that are for example shops selling hand-made traditional goods to 

worldwide consumers, artists advertising their artwork, etc.

The convergence of wireless and Internet allows for a faster deployment of 

infrastructures supporting Internet in rural areas, in countries with poor telecom 

wired infrastructures.

7.4  Opportunities

7.4.1  Driving Forces

The driving forces of wireless communication and Internet are mainly the cost and 

the availability of a global standard platform. Moreover, one should not forget that 

these technologies answer basic human needs in terms of communication, needs to 

feel linked to a community, a family, a friend and needs for entertainment.

Fig. 7.4 Internet users per 100 inhabitants 1994–2004
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These driving forces have lead to the globalization of GSM: the number of 

GSM subscribers has grown from one million in 1993 to 2.6 billion today across 

193 countries [3]. This amazing worldwide growth is reinforced by the fast growing 

penetration rate in the rapidly developing countries. This tendency is also supported 

by globalization of platforms: iPhone/iPod, Microsoft software, vendor-specific 

hardware sold and operational worldwide.

7.4.2  Standardization

The globalization of GSM, Internet, and Wireless LAN has happened progressively 

through global standardization efforts, policies and regulations. But often when a 

few standards are established and available worldwide, only one is widely accepted 

regionally.

7.5  Threats

Wireless communication, Internet, and information systems have transformed our 

society into an information society. In such a context, the threats are multiple with 

a wide range of risks.

7.5.1  Denial of Service Attacks

Cyber-terrorism takes place in the form of denial of service attacks against high-profile 

websites. Such attacks happened to Yahoo, e-Bay, CNN in year 2000. Distributed 

denial of service attacks bring down the availability of the targeted website.

7.5.2  Masquerade Attacks

Cyber-crime takes advantage of the Internet and wireless communication to 

perpetrate, e.g., fraudulent financial profits. These can take the following forms: 

phishing, scams, or empowering organized crime. Phishing uses online masquer-

ading of a trustworthy entity in order to criminally and fraudulently obtain sensi-

tive information, such as usernames, passwords and credit card details. Scams 

aims at abusing the confidence of naïve people via, for example, emails, proposing 

quick money making deals. Also, mobile phones and Internet can be an efficient 

tool in the organization of crimes. This has also been seen multiple times in 

terrorist attacks.
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Users have an entire personality and identity in the e-world that is actually 

susceptible to theft in order to gain credit or money, or for defamation. 

Furthermore, mobile communications users are susceptible to suffer from theft 

of service.

The Internet can be misused to entice, to invite, or to persuade an under-aged 

person to meet for indecent goals or to help arrange such a meeting.

7.5.3  Leakage of Confidential Information

Companies, organizations, governments, universities use and create information 

systems such as databases, intranets, websites, Internet and email servers. Some of 

the information stored in their information systems may be confidential. Leakage 

of such information represents a high risk as Internet and wireless communication 

are powerful tools for distributing information.

7.5.4  Privacy Threats

All these threats raise privacy concerns. Privacy protects the rights of the people to 

control what happens to their personal information. The major threats are Big 

Brother and Little Brother [4].

Big Brother as defined by George Orwell in his novel (1984) that describes a 

society where everybody is under surveillance of the main authority. In our infor-

mation society, governments can use or control communication for foreign intelli-

gence, law enforcement, tracking criminals, or tracking dissidents. Often such 

eavesdropping are undetected as governments do not want people to know that they 

are wiretapped. In democracies, big brother is not as major of a threat as in dictator-

ships that aim at monitoring internal traffic to find dissidents and deny access to 

information or certain websites.

Little Brother is the corporate controller. It concerns companies that aim at mak-

ing money by tracking or profiling users, abusing and selling personal data. This 

can be done using cookies, third party cookies, cooperation with third party adver-

tisement sites and web registration. Internet service providers monitor user traffic 

for traffic engineering but some providers monitor the traffic for disfavoring certain 

types of applications or for inserting advertisements in their traffic. Other corpora-

tions try to profile their users in order to sell users’ personal data for targeted 

advertisements online or offline.

Privacy should also be taken into account with a perspective on where the major 

communication (Internet) pipes are.
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7.6  A Security Perspective

Most security threats presented in the previous sections can be tackled with a technical 

security solution. The fundamental characteristic and strength of a security solution 

is to exploit what nature provides, i.e. human beings, their characteristics and their 

interactions.

7.6.1  Authentication Against Impersonation

The authentication that allows assessing the legitimacy of a user or of a website or 

of a correspondent is a strong property to hold against phishing, scam, theft of 

identity and service. Mutual authentication involves authentication of both com-

municating ends, as in Authenticated Key Exchange (AKE) protocols. The security 

goal of an AKE protocol is to establish secure channels between two parties, 

authenticating each other, and sharing a common session key (e.g., the key is used 

for confidentiality and/or data integrity) at the end of the protocol [5].

The advancement in user authentication leans towards biometrics exploiting 

human characteristics that are hard to forge such as vein patterns and iris.

7.6.2  Leakage Resilient Schemes

The leakage of secrets stored on a device may happen if the device is lost or stolen. 

There is thus a need for leakage resilient schemes. The strength of leakage resilient 

schemes is that they exploit human-memorable passwords to perform authenticated 

key establishment with mutual authentication, confidentiality and integrity protec-

tion and robustness against leakage of secrets stored on a device. In addition to 

mutual authentication and session keys generation as in any AKE, one could use 

the Leakage-Resilient AKE (LR-AKE) protocols proposed in [5] that provide addi-

tional security features for the protection of a party’s short secret (e.g., password) 

against leakage of stored secrets from the both parties.

7.6.3  Identity-Based Encryption for Privacy

Encryption is the procedure of rendering a message into a concealed form so that it 

can be decrypted exclusively by one particular recipient or a group of recipients.

Identities and attributes publicly known can also be used for encryption purposes. 

ID-based encryption (IBE) exploits already available identities to generate verifiable 

signatures, or encrypting messages while attribute-based encryption (ABE) to allow 

a certain type of user to access.
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IBE provides a public key encryption mechanism where an arbitrary string, such 

as a recipient’s identity, is used as a public key. Such a property is useful, e.g., for 

simplifying public key infrastructure.

ABE enables an access control mechanism over encrypted data by specifying 

access policies among private keys and ciphertexts. One of the several applications 

of ABE is content broadcasting.

7.6.4  Anonymity for Privacy

For protecting humans/users’ privacy, anonymous schemes can be efficient if not 

overloading the communication.

Anonymous authentication schemes and anonymous signatures proposed in [6] 

prevent the abuse of anonymity for performing illegal activities by allowing a server 

to be authenticated by a user and authenticate the fact that user is part of a legiti-

mate group. The proposed protocol in [6] uses an anonymous Password-based AKE 

protocol extended for credential retrieval and stateless anonymous IPv6 address 

auto-configurations. This protocol has the advantage of being time efficient compared 

to the classical rerouting techniques for anonymous credential systems and channels. 

It can also prevent the abuse of the anonymous communication channels to perform 

malicious activities. The security analysis of our protocol shows that the anonymity 

can be guaranteed against the collusion of the credential server with the anony-

mous application service provider.

7.6.5  Private Information Retrieval for Privacy

A leakage is even more critical when it concerns for example competitive secret 

corporate information. This is the case when search information related to patents 

or patent applications of a company is leaked out, such a leakage can be very 

damaging to a company.

Private Information Retrieval is also a step towards full privacy protection. It 

permits a user to retrieve a piece of information from a database without the 

database knowing what item has been retrieved. It can be an efficient tool against 

little brother if it allows to retrieve user generated content stored in the 

database.

A private information retrieval (PIR) protocol allows a chooser to retrieve an 

item from a server (i.e. sender) containing a database without revealing the identity 

or the content of that item. The trivial solution is to let a sender send the entire 

string to a chooser, requiring n bits communication costs, where n is the number of 

bits in the database. In other words, the database, being the sender, sends the entire 

database to a chooser at every query so as to result in the database not knowing 

what is the item retrieved by the chooser.
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7.6.6  Trust

The last point in this security perspective is how to establish trust in globalized 

communication environment. In mobile communication, a user should be able to 

trust a visiting network, or a foreign operator while only initially trusting and signing 

for the service of its home operator.

7.7  Conclusions

Security and privacy are the pillars, the guarantors and the guards of the sustain-

ability and of the global success of future wireless and wired communication 

over the next decades. Privacy protection is a rising concern in the globally all-

the-time connected era that we have entered. Along with security, it empowers 

solidly and consistently citizens of the world, in their usage of communications 

systems. As communications technology researchers in a globalized world, it is 

our mission to design, without compromising security and the environment, 

technologies that solve human issues in developing and developed countries. 

The first step towards this goal is to educate people about cyber-security threats 

through, e.g., comics; the second step could be to put in place zero-knowledge 

security techniques that would allow the users to reveal only needed personal 

information to obtain a desired service. The less personal information one pro-

vides to a third party, the stronger his/her privacy is protected. Beyond the “right 

to be forgotten”, there should be the right “to give only necessary and sufficient 

personal information”.
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8.1  Introduction

Two of the key factors playing a role in the globalization of wireless technologies 

are international standardization and global availability of spectrum. Both of these 

factors lined up almost ideally for WiFi wireless LAN technology. Worldwide 

license-free spectrum became available in the late eighties in the ISM bands, 

 specifically the 2.4 and 5 GHz bands. International standardization took place in the 

IEEE 802.11 body, releasing the first global wireless LAN standard in 1997. The 

first IEEE 802.11 standard defined data rates up to 2 Mbps, which was as much as 

proprietary wireless LAN solutions had been capable of since 1990. In order to 

keep up with wired Ethernet speeds, new 802.11 groups started standardizing 

higher data rates. In 1999, two new standards emerged. The 802.11a standard 

defined rates up to 54 Mbps in the 5 GHz band using OFDM [1]. The 802.11b 

standard extended the rates in the 2.4 GHz band up to 11 Mbps while maintaining 

the same chip rate by using a set of complementary codes that was originally 

designed for use in OFDM systems [2]. Since then, data rates have kept growing 

exponentially as depicted in Fig. 8.1. Till 2004, the growth in data rate was achieved 

by going from single carrier direct-sequence spread-spectrum to OFDM using 

higher order constellation sizes up to 64-QAM. Unfortunately, this increase in rate 

came at the expense of a loss in range. The use of highly spectral efficient higher 

order modulations requires a significant larger SNR than the simple BPSK modula-

tion used for the lowest 1 Mbps rate, resulting in a loss of range. In addition, the 

link becomes more vulnerable to co-channel interference, which reduces the total 

system capacity.

The solution to obtain significant higher data rates and increase range perfor-

mance at the same time is MIMO-OFDM (Multiple Input Multiple Output 

R. van Nee () 

Qualcomm, The Netherlands 

e-mail: rvannee@qualcomm.com

Chapter 8

802.11n: The Global Wireless LAN Standard

Richard van Nee 



104 R. van Nee

Orthogonal Frequency Division multiplexing) [3, 4]. MIMO-OFDM increases the 

link capacity by simultaneously transmitting multiple data streams using multiple 

transmit and receive antennas. It makes it possible to reach data rates that are 

 several times larger than the current highest 802.11a/g rate of 54 Mbps without 

having to employ a larger bandwidth or a less robust QAM constellation [5]. With 

the introduction of MIMO-OFDM wireless LAN products in 2004 by Airgo 

Networks and the advent of the MIMO-OFDM based draft 802.11n standard in 

2007, the performance of wireless LAN in terms of throughput and range is brought 

to a significantly higher level, enabling new applications outside the traditional 

wireless LAN area. The one time vision to replace wires in home entertainment 

applications, like TV cable replacement, has become a reality.

8.2  IEEE 802.11n

The 802.11n standard defines a range of mandatory and optional data rates in both 

20 and 40 MHz channels. Table 8.1 lists the Modulation and Coding Schemes 

(MCS) and their corresponding data rates for the cases of 1 and 2 spatial streams [6]. 

For every MCS, four data rates are shown, as every MCS can be used in either a 

20 MHz channel or a 40 MHz channel, using either a normal 800 ns guard interval 
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or an optional 400 ns short Guard Interval. The use of two spatial streams with a 

short guard interval in a 40 MHz channel gives a highest possible data rate of 300 

Mbps. Even higher data rates are possible by using the optional MCS listed in 

Table 8.2 that use 3 and 4 spatial streams. For four spatial streams, the highest pos-

sible data rate becomes 600 Mbps. In addition to the MCS sets listed below, an 

802.11n device also needs to support all mandatory 802.11g rates if it operates in 

the 2.4 GHz band, or all 802.11a rates if it operates in the 5 GHz band. This ensures 

full interoperability with legacy WiFi equipment.

In addition to the MCS values listed in Tables 8.1 and 8.2, there are other MCS 

up to number 76 that use a different QAM types across the spatial streams. These 

MCS do not provide higher data rates, but they can be used in combination with 

beamforming to provide a link budget gain over a non-beamforming case at the 

same data rate.

8.3  Preambles

Fig. 8.2 shows the packet structure of IEEE802.11a. One of the most important 

criteria for the choice of the new preambles for IEEE802.11n is compatibility with 

IEEE802.11a&g. To achieve this, a mixed-mode preamble is constructed as 

depicted in Fig. 8.3. The mixed-mode preamble starts with an 802.11a preamble 

with the only difference that multiple transmitters transmit cyclically delayed 

 copies of the preamble. A legacy 802.11a receiver is able to receive this preamble 

up to the legacy signal field, which guarantees a proper defer behavior of legacy 

devices for 802.11n packets.

The short training field (STF) of 802.11n is the same as for 802.11a&g, except 

that different transmitters use different cyclic delays. The latter is done to avoid 

undesired beamforming effects and to get accurate power estimates that can be used 

to set the receive gain. For a proper AGC setting, it is important that the received 

power during the short training field is the same as the power during the rest of the 

packet. To achieve this, the short training fields from different transmitters must 

STF
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0 ns CD

L-SIG

0 ns CD

Data
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Data

0 ns CD

8 ms 8 ms 4 ms 4 ms 4 ms

Fig. 8.2 IEEE802.11a/g packet structure
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Fig. 8.3 IEEE802.11n mixed-mode packet with two spatial streams
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have a low cross-correlation, also after being convolved with the wireless channel 

impulse response which has a typical rms delay spread in the order of 50–100 ns. 

This low cross-correlation is achieved by applying a different cyclic delay per trans-

mitter. A greenfield preamble uses a cyclic delay of −200 ns, while a mixed-mode 

preamble uses a smaller delay of −200 ns for the case of two transmitters, because 

of a fear that legacy 802.11a/g receivers might not be able to deal with larger cyclic 

delay values. Legacy receivers are also the reason that only negative cyclic delays 

are used. To a receiver the presence of a second transmit signal with a positive 

cyclic delay appears like a multipath signal that arrives later than the signal of the 

first transmitter. If the receiver uses a correlation approach to set its symbol timing 

[8], then it will set the symbol time too late, which can result in inter-symbol inter-

ference. When the second transmitter uses a negative cyclic delay, the receiver will 

set its symbol timing too early, which will eat into the OFDM guard time without 

causing inter-symbol interference.

After the legacy signal field (L-SIG), a new high throughput signal field 

(HT-SIG) is transmitted that contains 48 bits with information including a 16-bit 

length field, a seven-bit field for the modulation and coding scheme (MCS), bits to 

indicate various options like LDPC coding, and an eight-bits CRC. To enable detec-

tion of the presence of a high throughput signal field, it uses a BPSK constellation 

that is rotated by 90°.

After the high throughput signal field, a second short training field is  transmitted. 

This high throughput short training field (HT-STF) can be used to retrain the AGC, 

which may be needed for two reasons; first, the transmitter may employ beamform-

ing for the high throughput part of the packet only, such that there may be a large 

power difference between the received signal before and after the start of the high 

throughput short training field. Second, there may also be a power difference 

because of non-zero cross-correlations between the cyclically shifted short training 

fields of the legacy part of the mixed mode preamble. This effect is small when 

using a cyclic delay of −200 or −400 ns like explained earlier. For the case of four 

transmitters, however, cyclic delays as small as 50 ns are used, which can result in 

a few dB difference between the received power before and after the high through-

put short training field.

The high throughput short training field is followed by one or more high 

throughput long training fields (HT-LTF) that are used for channel estimation. The 

number of HT-LTF symbols is equal to the number of spatial streams. For the case 

of two spatial streams, the second HT-LTF of the first spatial stream is inverted to 

create an orthogonal space-time pattern. The receiver can obtain channel estimates 

for both spatial streams by adding and subtracting the first and second HT-LTF, 

respectively. The channel estimates can then be used to process the MIMO-OFDM 

data symbols that follow the HT-LTF. The only remaining training task after 

 channel estimation is pilot processing. Every data symbol has a few pilot subcarri-

ers – four in 20 MHz modes, six for 40 MHz modes – that can be used to track any 

residual carrier frequency offset.

In addition to the mixed-mode preamble, the 802.11n standard also defines a 

greenfield preamble. This preamble that is shown in Fig. 8.4 is 8 ms shorter, resulting 
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in a larger net throughput. It is not compatible with legacy 802.11a or 802.11g 

devices as such devices will not be able to decode the signal field of a greenfield 

preamble. Because of this, the greenfield preamble is useful in two situations; first, 

in networks without any legacy devices, and second, in pieces of reserved time, also 

referred to as ‘green time’. Green time can be reserved for instance by an RTS/CTS 

(Request-to-Send/Clear-to-Send). In the reserved time, the 11n standard allows a 

burst of packets to be send using a RIFS (Reduced Interframe Spacing) of 2 ms only. 

Using a greenfield preamble instead of the longer mixed-mode preamble minimizes 

the training overhead for such packet bursts, while a mixed-mode preamble can be 

used for the RTS/CTS to make sure that both 802.11n and legacy devices will prop-

erly defer.

It is mandatory for an 802.11n device to transmit or receive two spatial streams. 

In addition to this, optional modes are defined for 3 and 4 spatial streams. Fig. 8.5 

shows the structure of the optional mixed-mode preamble for the case of four 

 spatial streams. This preamble has four high throughput long training symbols that 

are encoded with an orthogonal pattern such that the receiver is able to obtain chan-

nel estimates for all four spatial streams. Together with the optional short guard 

interval option and the use of a 40 MHz channel, the four spatial stream mode gives 

a highest possible raw data rate of 600 Mbps.

8.4  802.11n Transmitter

Fig. 8.6 shows the block diagram of an IEEE802.11n transmitter. Input data is first 

scrambled using the same length-127 pseudo-noise scrambler that is used in 

IEEE802.11a. The convolutional encoder is also the same as IEEE802.11a, with the 
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Fig. 8.4 IEEE802.11n greenfield packet with two spatial streams
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only difference that for 3 and 4 spatial streams, odd and even bits are separately 

encoded by two different encoders which is done to limit the maximum decoding 

rate at the receive side.

After encoding, a parser sends consecutive blocks of s = max(N
bpsc

/2,1) bits to 

different spatial streams, with N
bpsc

 being the number of bits per subcarrier. The bits 

are then interleaved by a block interleaver with a block size equal to the number of 

bits in a single OFDM symbol of the nth spatial stream, N
CBPS,n

. By interleaving the 

bits across both spatial streams and subcarriers, the link performance benefits from 

both spatial diversity and frequency diversity. The interleaver for spatial stream n 

within its block of N
CBPS,n

 bits is defined by the following relations, where k
n
 is the 

input bit index for spatial stream n and j
n
 is the output bit index.

 CBPS,n
0,1 N 1

n
k = … −

 

 
( )n BPSC,n

s max N / 2,1=
 

 
( )( ) ( )CBPS,n DEPTH DEPTH DEPTH
N I mod I floor I/ /

n n
i k k= +

 

 
( ) ( )( )n CBPS,n DEPTH CBPS,n n

s floor / s N floor I / N mod s
n

j i i i= × + + − ×
 

 
( ) ( )CBPS,n BPSC,n n CBPS,n

N N D mod N
n

j j= + −
 

The interleaving depth I
DEPTH

 and the subcarrier rotation D
n
 are defined in 

Table 8.3.

After interleaving, bits are mapped onto QAM symbols. Then, a spatial stream 

dependent cyclic delay (CD) is applied in the frequency domain. More details about 

this cyclic delay can be found in Section 8.3. At this point, a spatial mapping matrix 

is applied to each subcarrier to convert N
ss
 spatial stream inputs into N

tx
 transmitter 

outputs. If the number of transmitters is identical to the number of spatial streams, 

the spatial mapping matrix can simply be the identity matrix. To transmit legacy 

802.11a/g rates that have only one spatial stream, the spatial mapping matrix 

reduces to a column of ones. After the spatial mapping matrix, an additional cyclic 

delay can be applied per transmitter to provide transmit cyclic delay diversity 

(CDD) and prevent undesired beamforming effects. Each transmitter subsequently 

applies an IFFT, inserts a guard interval, upconverts and transmits the signal.
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Fig. 8.6 Block diagram of an IEEE802.11n transmitter
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The subcarrier mapping for 20 and 40 MHz channels is depicted in Figs. 8.7 

and 8.8, respectively. The 20 MHz mode uses 56 subcarriers for the high throughput 

data symbols, which is four more than the number used by 802.11a. The extra tones 

increase the throughput at the cost of some extra transmitter complexity to keep the 

transmitted spectrum within the spectral mask. The 802.11n spectral mask for 20 MHz 

mode is actually more tight than the 802.11a mask, so the use of more tones does not 

decrease the adjacent channel performance relative to 802.11a. The legacy part of 

the mixed-mode preamble and the high throughput signal field use the same subcar-

riers as 802.11a, which are shown as grey blocks in the figures. The 20 MHz 11n 

modes use four pilots just like 802.11a, while the 40 MHz 11n mode uses six pilots. 

A difference with 802.11a is that 802.11n uses a space time mapping for the pilots 

when transmitting from multiple antennas. In this way some extra transmit diversity is 

obtained on the pilots, and undesired beamforming effects are prevented.

8.5  LDPC Coding

The mandatory code used in 802.11n is the same binary convolutional code (BCC) 

that is used by 802.11a/g. An optional LDPC code is specified to get some extra 

gain over the mandatory BCC. The LDPC code is a systematic block code with 

Table 8.3 Interleaving parameters

N
SS

N
SD

I
DEPTH

D
0

D
1

D
2

D
3

1, 2, 3, 4  52 13 0 22 11 33

1, 2, 3, 4 108 18 0 58 29 87

1−1 28−28 7 21−21 −7

Fig. 8.7 Subcarrier allocations for a 20 MHz channel. Data tones are black. Pilots are dark grey. 

Light grey blocks are the subcarriers used for 802.11a, for the legacy part of the mixed-mode 

preamble, and for the HT-SIG field

2−2 58−58 −53 −25 −11 11 25 53

Fig. 8.8 Subcarrier allocations for a 40 MHz channel. Pilots are dark grey. Light grey blocks are 

the subcarriers used for 802.11a, for the legacy part of the mixed-mode preamble, and for the 

HT-SIG field
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possible block lengths of 648, 1,296, and 1,944. The same coding rates as for BCC 

are provided, which are 1/2, 2/3, 3/4, and 5/6. The parity check matrices are sparse 

and highly structured, which facilitates both encoding and decoding. Fig. 8.9 

shows the gain of LDPC over BCC for the case of two spatial streams using two 

transmit antennas and two receive antennas, assuming perfect training and an 

MMSE receiver for MIMO detection. The channel model used in the simulation is 

the non-line-of-sight channel D, which is a typical indoor wireless channel with a 

delay spread of 50 ns [9]. The LDPC decoder used layered belief propagation [10] 

with ten, 20 and 50 iterations. It can be seen that a gain of about 2 dB over BCC 

can be achieved when doing 50 iterations.

8.6  Space Time Block Coding

Space Time Block Coding (STBC) is an optional feature in the 11n standard to 

provide extra diversity gain in cases where the number of available transmitters is 

larger than the number of spatial streams. STBC operates on groups of two  symbols, 

mapping N
ss
 spatial stream inputs onto N

sts
 space time stream outputs. For the case 

of one spatial stream and two space time streams, for instance, STBC mapping is 

24 26 28 30 32 34 36
10−3

10−2

10−1

100

SNR [dB]

P
E

R

abcd

Fig. 8.9 LDPC versus BCC PER curves for 1000B packets in 802.11n channel D NLOS with 

ideal training, using a rate of 270 Mbps in 40 MHz with two spatial streams, two transmitters, and 

two receivers. (a) BCC, (b) LDPC with ten iterations, (c) LDPC with 20 iterations, (d) LDPC with 

50 iterations
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done as follows: if {d
ke

, d
ko

} are QAM symbols for an even and odd symbol for 

subcarrier k, respectively, then STBC encoding maps this single spatial stream 

input onto two space time stream outputs {d
ke

, d
ko

} and {−d*

ko
, d*

ke
}. Hence, the even 

symbol contains d
ke

 on the first space time stream and −d*

ko
 on the second space 

time stream; the odd symbol contains d
ko

 on the first space time stream and d*

ke
 on 

the second space time stream. The benefit of this type of STBC is that it doubles 

the diversity order of the link. In addition to the single spatial stream STBC mode 

described above, the 802.11n standard also specifies STBC modes with 2 and 3 

spatial streams.

8.7  Beamforming

Beamforming is a way to provide extra performance gain in cases where the  number 

of transmit antennas is larger than the number of spatial streams, and where the 

transmitter has knowledge about the channel. Beamforming is done by  multiplying 

the N
ss
 spatial stream inputs for every subcarrier by an N

tx
 by N

ss
 beamforming 

matrix. The 802.11n standard specifies a number of optional methods that can be 

used to support beamforming. Two categories of beamforming exist, implicit beam-

forming and explicit beamforming. When using explicit beamforming, the 

 beamformee – i.e. the device that is beamformed to – provides channel information 

to the beamformer, which is the device that is actually doing the beamforming. 

It can do this by sending a packet containing the received channel values for all 

subcarriers, receivers, and spatial streams. It can also calculate the beamforming 

matrix coefficients and send these to the beamformer. The standard specifies two 

types of beamforming weight formats, an uncompressed format and a compressed 

format to limit the amount of overhead. To minimize the amount of overhead, 

implicit beamforming can be used where the beamformer uses received preambles 

from the beamformee to calculate the beamforming weights, assuming a reciprocical 

channel. Implicit beamforming does have more stringent calibration constraints 

than explicit beamforming.

8.8  MAC Enhancements

The 802.11n standard includes several enhancements to the Medium Access 

Control (MAC) layer that help to increase the net throughput, especially when 

using the newly defined high data rates. One important new feature is aggregation; 

by making the packets as large as possible, the relative throughput impact of pre-

amble overhead is minimized. This is very important as a typical Ethernet packet 

with a length of 1,500 bytes takes only 40 ms of transmission time for the data part 

at a rate of 300 Mbps, which is the same duration as the mixed-mode preamble for 

a two-spatial stream packet. Hence, the net throughput is reduced by 50% just by 
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the preamble overhead. To minimize this throughput hit, the 802.11n standard 

specifies two type of aggregation. Several MAC Service Data Units (MSDU) can 

be aggregated into one A-MSDU up to length of 7,935 bytes. It is also possible to 

aggregate MAC Protocol data Units (MPDU) into one A-MPDU with a maximum 

aggregated length of 65,535 bytes. A limitation of A-MSDU compared to A-MPDU 

is that the first needs to be targeted to one destination address.

Another new mechanism that can be used to increase throughput is the Reduced 

Inter Frame Spacing (RIFS). An 11n device may transmit a burst of packets sepa-

rated by a RIFS of 2 ms, thereby minimizing the amount of protocol overhead 

duration.

With the introduction of many new data rates in 802.11n, link adaptation 

becomes more problematic. Rather than searching through a limited set of data 

rates, the sender now has to decide how many spatial streams and what channel 

width to use in order to maximize the link throughput. To facilitate link adaptation, 

the 802.11n standard introduces a way to provide MCS feedback, whereby a 

receiver can inform the sender what MCS it could use. The receiver can deduce this 

MCS recommendation from the received channel estimates and the received signal-

to-noise ratio.

8.9  Use of 40 MHz Channels

The 802.11n standard allows the use of 40 MHz channels, while legacy 802.11a/g 

devices only use 20 MHz channels. In the 5 GHz band, the use of a 40 MHz mixed-

mode preamble or the use of duplicate 11a RTS/CTS in both primary and secondary 

20 MHz channels ensures that all legacy 802.11a devices can correctly defer for 

each 40 MHz transmission. At the same time, 40 MHz 802.11n devices correctly 

defer for legacy devices because the standard requires a 40 MHz device to do a 

Clear Channel Assessment based on activity in both primary and secondary 

channel.

In the 2.4 GHz band, the situation for using 40 MHz transmissions is much 

more complicated than it is for the 5 GHz band. First, there are less channels avail-

able, only 320 MHz channels. Second, the channels can be partially overlapping as 

the center frequencies are specified on a 5 MHz grid rather than on a 20 MHz grid 

like in the 5 GHz band. Fig. 8.10 shows measured percentages of channel occu-

pancy in the 2.4 GHz band. Channels 1, 6, and 11 are used most frequently, but 

there is also a significant percentage of other channels. The disadvantage of these 

channel spacings is that is not possible to transmit a mixed-mode preamble that can 

be correctly received by all legacy devices. For instance, if an 802.11n device 

would use primary channel 1 and secondary channel 5 to do a 40 MHz transmis-

sion, then only legacy devices centered on channels 1 and 5 could receive the legacy 

portion of a 40 MHz mixed-mode preamble, while devices on channels {2,3,4,6,7} 

would not be able to receive the legacy portion, while they would be interfered by 

a partial overlap with the 40 MHz packet.
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8.10  MIMO-OFDM Performance Results

In 2004, Airgo Networks (acquired by Qualcomm in 2006) launched the first wire-

less LAN chipset based on MIMO-OFDM. This first generation MIMO-OFDM 

system uses a 20 MHz channel to transmit at either standard 802.11a/g data rates 

with a large range increase compared to conventional wireless LAN, or at signifi-

cantly higher data rates up to 108 Mbps. In 2005, a second generation MIMO-

OFDM product was introduced that uses Adaptive Channel Expansion to transmit 

either in a 20 or 40 MHz channel, increasing the top data rate to 240 Mbps.

Fig. 8.11 demonstrates the performance impact of a wireless LAN using MIMO-

OFDM versus a conventional wireless LAN in a 20 MHz channel. The plot shows 

the cumulative distribution function of the measured TCP/IP throughput, where the 

client device has been put on a slowly rotating turntable to get throughput results 

for all possible orientations. From Fig. 8.11 it can be seen that in 10% of all pos-

sible orientations, the MIMO wireless LAN has a throughput less than about 33 

Mbps, so for 90% of all orientations the throughput exceeds 33 Mbps. For the non-

MIMO wireless LAN, this 10% number is only 4 Mbps. Hence, for a 10% outage 

probability, the MIMO throughput is more than eight times better in this particular 

case. For the 1% outage probability, the performance difference is even more 

pronounced.
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Fig. 8.12 shows measured TCP/IP throughput results for both 20 and 40 MHz 

channel width. Each throughput curve consists of eight points that correspond to 

different locations of the client inside a house, with an increased range towards the 

access point, but also with an increasing number of walls between the client and 

the access point. For the first test point, the client device is in the same room as the 

access point at a distance of 17 ft, while at the last test point the distance is 102 ft 

including five walls in between client and access point. The results show that for 

any range, the MIMO-OFDM throughput is 2.5–5 times larger than the throughput 

of non-MIMO products. Notice that several of these other products use channel-

bonding to provide a proprietary maximum raw data rate of 108 Mbps in a 40 MHz 

channel. This explains why these products are able to achieve maximum TCP/IP 

throughputs over 40 Mbps, while conventional 802.11a/g products have a maxi-

mum TCP/IP throughput of about 25 Mbps. The maximum throughput of MIMO-

OFDM in a 40 MHz channel exceeds 100 Mbps, which meets the throughput goal 

set by 802.11n [7].

Another way to look at the results of Fig. 8.12 is in terms of range increase for 

a given throughput. For instance, for a required throughput of at least 40 Mbps, 

the best non-MIMO-OFDM product has a maximum range of about 25 ft includ-

ing one wall. For the same 40 Mbps throughput, MIMO-OFDM has a range of 

more than 80 ft including four walls. This range increase of more than a factor of 
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3 makes it possible to guarantee a high throughput throughout an entire house, 

which opens the way to new throughput-demanding applications such as wireless 

video distribution.

8.11  Conclusions

The performance of wireless LAN in terms of range and throughput is increased 

significantly by the use of MIMO-OFDM which is the basis of the new IEEE 802.11n 

standard. Performance results show that net user throughputs over 100 Mbps are 

achievable with just two spatial streams, which is about four times larger than the 

maximum achievable throughput using IEEE 802.11a/g. For the same throughput, 

MIMO-OFDM achieves a range increase of about a factor of 3 compared to conven-

tional wireless LAN. This performance boost makes MIMO-OFDM the ideal succes-

sor to the current OFDM-only wireless LAN. Also, it enables new throughput-demanding 

applications such as wireless video distribution. Seeing the effectiveness and superior 

capability of MIMO-OFDM in enhancing data rate and extending range, other stan-

dards organizations have realized that it can do wonders for other technologies, both 

fixed, mobile and cellular. Standard bodies like 3GPP, WiBro, WiMax and the 4G 

Mobile Forum have started exploring the use of MIMO-OFDM in their respective 

technology areas, making it the technology of choice for future wireless networks.
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9.1  Introduction

The historical evolution of major wireless access systems in Europe (similarly 

world- wide) shows that there is a major introduction of wireless access technology 

in each decade (Fig. 9.1). In the 1990s we have witnessed worldwide introduction 

of 2G wireless systems dominated by the GSM standard and voice/SMS applica-

tions. In the beginning of the new millennium many operators have extended existing 

2G system for supporting data applications (e.g. GPRS and EDGE) and next to that 

3G wireless access systems were introduced such as UMTS (later enhanced with 

advanced packet-data features such as HSPA).

According to the announcements from many wireless operators worldwide 

from 2010 onwards the existing 3G systems will be upgraded with LTE, which is 

an intermediate step towards real 4G wireless access systems (according to the 

ITU categorization) labeled as LTE Advanced. Next to these deployments, 3G 

wireless access systems are deployed worldwide based on the IEEE 802.16e stan-

dard (i.e. Mobile WiMAX) and planned for upgrade towards 4G wireless systems 

802.16m. As the wireless systems evolve, the supported range of applications is 

extended from voice only to voice and data applications and towards full multi-

media wireless applications support. Additionally, the supported wireless access 

speed typically used in these systems increases from few hundreds of Kbps toward 

few Mbps per user.

At the terminal side we observe a global trend of having smart devices that dras-

tically influence the earlier adoption of wireless broadband access as presented in 

Fig. 9.2. The most important devices are the so-called smart phones and wireless 

netbooks. It is important to emphasize that in 2009 more smart-phones are sold 

worldwide than regular phones and that the netbooks are in the top three consumer 

electronic products. Newest trend is to decrease price of these devices due to various 

L. Jorgušeski  () 

TNO, The Netherlands 

e-mail: ljupco.jorguseski@tno.nl

Chapter 9

Vision on Radio Resource Management (RRM) 
and Quality of Service (QoS) for Wireless 
Communication Systems in Year 2020

Ljupčo Jorgušeski 



120 L. Jorgušeski

technology advancements and mass production. Recent announcements indicate 

that the price of a smart-phone can be decreased below 150 USD.

This chapter presents a vision of the radio resource management (RRM) and 

QoS support for wireless systems in year 2020. The chapter is organized as follows. 

Section 9.2 presents an extrapolated view of wireless access systems in year 2020 

based on the historical trends and current status worldwide. The vision on RRM in 

future wireless access systems is presented in Sect. 9.3. The expected QoS support 

for these systems is presented in Sect. 9.4. Section 9.5 presents conclusions.

9.2  Wireless Access Systems in Year 2020

If we project the chronological trend presented in Fig. 9.1 until the year 2020 then 

it can be expected that in global perspective the wireless access systems will have 

architecture as presented in Fig. 9.3.

In the evolution process towards year 2020 the following trends for the wireless 

access systems can be expected:

2G systems (e.g. such as GSM) will be slowly phased out and replaced by either  –

evolved UMTS or LTE systems.

Fig. 9.1 Chronological view of wireless access systems in Europe

Fig. 9.2 Wireless devices accelerating the wireless broadband: smart phones and netbooks
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Advanced 3G systems such as HSPA+, LTE and WiMAX (802.16e) will be at  –

their peak development and deployment, while 4G systems such as LTE 

Advanced and WiMAX (802.16m) will be in their uptake phase.

As the physical limitations of the wireless access link is approached, any  –

increase in the wireless access speeds and capacity is foreseen by deployment of 

smaller cells (including indoor cells at home), and convergence of different 

wireless access systems.

At the core part of the wireless access systems, the anchoring of the different  –

access systems will be provided via the System Architecture Evolution (SAE) 

Gateway as defined in LTE.

The wireless access architecture will become mor  e flat as intelligence and  –

processing is shifted towards the wireless edges of the network reducing the 

access network latency.

In the core part of the wireless access network, IP-based transport will be used  –

until the wireless access points and all services will be transported over shared 

channels making the existence of separate CS and PS domains increasingly 

obsolete.

In order to provide very high bit-rates (e.g., up to 1 Gbps is the target for LTE 

Advanced in low mobility scenarios), the deployed spectrum will be at least 

between 10 and 20 MHz and also using bandwidth aggregation (possibly in differ-

ent bands) for LTE Advanced and WiMAX (802.16m) systems. The percentage of 

smart mobile terminals and netbooks is expected to be rather high and the most 

sophisticated terminals will have high processing power, large and intelligent 

screens and user interface, multi-band and multi-radio technology support, etc. 
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These high-end terminals will have high multi-media support and by no means be 

different in their capabilities than a powerful PC today connected via fixed line and 

utilizing various multi-media services.

With the proliferation of the smart and powerful wireless end-user devices and 

the advanced wireless access technologies via small cells the internet usage 

between wireless/mobile and fixed/nomadic end-user devices will become increas-

ingly similar and approaching true mobile-fixed convergence.

9.3  Radio Resource Management (RRM) in Year 2020

The RRM in wireless access system in year 2020 will be characterized by three 

major trends: dynamic and effective usage of the available radio spectrum, providing 

high bit-rates also for users at cell edge, and reduction of the operational cost 

(OPEX) for the wireless operators.

The dynamic and effective usage of the available radio spectrum will be shaped 

by the following important evolutionary trends:

 (a) The system bandwidth of the advanced HSPA+, LTE and WiMAX systems can 

be dynamically adjusted based on the availability of wireless spectrum. Note 

here that HSPA + systems have limited granularity of bandwidth adjustments 

by 5 MHz chunks.

 (b) The newest generation wireless access points will be software reconfigurable in 

the amount of spectrum that is used for the radio access technologies (RATs) 

that they support. For example, 3GPP aims to standardize multi-mode base sta-

tions that support GSM, UMTS/HSPA + and LTE radio access technologies 

with adjustable system bandwidths.

 (c) As the RF technology becomes advanced and cheaper the end-user terminals 

can support different RATs with adjustable system bandwidths.

Based on this spectrum usage flexibility the future wireless access systems will 

abandon the current rather static system bandwidth deployment and adjust the 

used bandwidth per supported RAT based on current traffic demand. The RRM 

algorithms will reconfigure the system bandwidth per radio access technology 

in order to improve its utilization. Currently, this is not the case within the wire-

less access systems because all RRM algorithms have the given system band-

width as a fixed starting point. Note here that, based on regulatory limitations, 

it is expected that in the future, wireless access operators can share spectrum 

usage among each other in the form of licensing agreements, dynamic spectrum 

sharing, etc.

As the wireless access technology reaches the physical limits (e.g., Shannon 

capacity bound) of the radio, the deployment of smaller cells (pico and femto), 

cooperative transmissions, and relaying concepts [1] are seen as major contributors 

towards increased data rates for the end user. For example, a wireless operator can 

deploy pico/femto cells in order to increase the signal level at the end-user and also 
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share the available spectrum with smaller number of users due to the rather limited 

coverage of the pico/femto cells. An important deployment choice is the spectrum 

coordination among the different cell layers, i.e., macro layer and the pico/femto 

layer, as presented in Fig. 9.4.

The overlap of bandwidth between these different coverage layers will be guided 

by the spectrum availability, quality targets, and capability of the RRM algorithms 

to coordinate the resource usage at the different coverage layers. From RRM 

perspective, having no spectrum overlap between the different coverage layers, see 

Fig. 9.4, is the least challenging deployment scenario. However, for the partial or 

full overlap the RRM algorithms have to limit the negative interference effects 

originated from the different coverage layers [2]. Similarly, for relaying concepts 

the RRM algorithms have to coordinate the usage of the radio resources between 

the donor Macro cells and the relays/repeaters in order to avoid negative 

cross-interference effects. In order to facilitate this RRM coordination the necessary 

measurements and signaling exchange have to be provided between the Macro cells 

and pico/femto/relay nodes.

Regarding the reduction of OPEX there are two important RRM trends that are 

expected for future wireless access systems. First, reducing the energy consumption 

in the wireless access part of the network is considered very important due to the 

OPEX reduction as well as the environmental targets of operators worldwide to 

reduce the carbon emissions of their wireless networks and increase their energy 

efficiency. Next to the enhanced energy efficiency of the wireless access points, the 

operators consider dynamically switching on/off their wireless access points as 

the traffic demand varies during the time of the day, as presented in Fig. 9.5. In this 

example, in the low traffic period during the night-hours sufficient capacity and 

coverage can be provided by 12 sites while in the busy hour periods the network is 

reconfigured via switching on additional sites up to, for example, 48 sites. The 

3GPP standardization is already introducing this energy saving functionality from 

Release 9 of UTRAN and e-UTRAN [3].

Second, as the operators have to operate three wireless access networks (2G, 3G, 

and 4G) and the complexity of these networks increases it is important that the 

operational costs are decreased by providing intelligent algorithms for automatic 

configuration and optimization in the network nodes. This concept is illustrated as 

self-organizing networks. The standardization bodies such as 3GPP have recog-

nized this important property of the future wireless access systems and introduced 
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various SON functionalities for the LTE system [4]. The SON concept can be 

explained via the self-configuration, self-optimization, and self-configuration pro-

cesses presented in Fig. 9.6.

The self-configuration algorithms take place when new wireless access nodes 

are introduced in the system or when previously switched off base station is acti-

vated. The task of these algorithms is to configure all the necessity parameters in 

plug-and-play fashion.

The self-optimization algorithms continuously optimize the wireless access net-

work based on measurement data from the wireless access nodes and the end-user 

terminals. With this concept, the configuration of the wireless access nodes is a 

continuous and a dynamic process that aims at optimizing the performance of the 

network as given by the operator’s policy.

The self-healing algorithms are activated when a particular network node is hav-

ing a failure or partially incapable of supporting traffic. The self-healing algorithms 

aim at mitigating the negative effects of this failure by readjusting the neighboring 

wireless access points to absorb as much of the traffic, in the coverage area of the 

failed node, as possible.

DAILY TRAFFIC LOAD VARIATIONS

0

320

640

960

1280

1600

0 3 6 9 12 15 18 21 24

HOUR OF DAY

N
E

T
W

O
R

K
-W

ID
E

 T
R

A
F

F
IC

 L
O

A
D

48 active sites48 active sites48 active sites12 active sites12 active sites

Fig. 9.5 Energy saving via dynamic switching on/off depending on hourly traffic demand



1259 Vision on RRM and QoS for Wireless Communication Systems in 2020

9.4  QoS Support in Wireless Access Systems in Year 2020

The QoS support for wireless access system is increasingly important as the range 

of services supported over wireless systems is extended and becomes more similar 

with the services provided via fixed lines. The QoS framework for future wireless 

systems will be also much more dynamic and flexible than today’s common practices. 

Currently, an important trend is to have various types of end-users with regard to 

their subscriptions. In future, the subscriptions will be much more flexible, open for 

specification by the end user, and dynamically updated based on the service usage 

or to the amount of data already used. On the other hand, on the applications side, 

we are observing a major trend where applications (e.g., application stores) are 

provided by third parties and enabled for use on the end-user terminals. In future 

the wireless operators, network vendors and application developers are expected to 

work jointly via open environments, in contrast to the situation today, resulting in 

various applications developed for specific end-user requirements and enabled 

rather smoothly for use on the wireless access system via open service platforms.

The QoS support is provided via the subscription profile in HLR/HSS and PCRF 

functions and has two major parts, see also Fig. 9.7:

(a) QoS differentiation in the IP based transport towards the wireless access node

(b) QoS differentiation on the radio access part between the wireless access node 

and the end-user terminal

The QoS differentiation between the wireless access points and the core part will 

be based on the Deep Packet Inspection (DPI) concept and utilize the DiffServ 

framework for QoS support in IP networks as presented in Fig. 9.8. The different 

packet flows, from the different services, will be handled according to their specific 

triggered by
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Fig. 9.6 The concept of 

self-organisation network [5]
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QoS profiles and consequently their quality targets will be satisfied. As the IP traffic 

transport is established with the wireless access points and there is one shared IP 

domain for real time and non-real time services, this QoS differentiation framework 

is necessary to facilitate the different forwarding of the packet streams through the 

transport links.

Similarly, on the shared radio access link between the wireless access points and 

the end-user terminal the QoS differentiation is enabled via enhanced and QoS-

aware packet scheduling and session control of the radio bearers. If due to mobility 

reasons the radio access technology towards the end-user terminal is changed, an 

appropriate QoS mapping will be made between the source and target QoS support 

functions in order to guarantee seamless QoS experience as the user is served via 

different RATs.
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Fig. 9.7 Schematic view on the QoS differentiation in wireless access systems for year 2020
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9.5  Conclusions

The evolution towards wireless access systems that have flexible bandwidth set-up, 

deployment of small cells and relays/repeaters, flat network architecture with IP 

based transport, and desired reduction of the OPEX have significant impact on the 

RRM and QoS functions for the wireless access systems in year 2020.

The most important trends in the RRM functions are the dynamic reconfigura-

tions of the system bandwidth domain of the macro cell layer and between the 

macro and pico/femto cell layer or the repeater/relaying nodes. Additionally, system 

bandwidths can be reconfigured among the supported 2G, 3G, and 4G systems at 

the wireless operators. Due to targets of reducing costs, energy consumption, and 

carbon emissions, RRM functions will dynamically switch on/off parts of the wire-

less access systems according to the traffic demand and quality targets. The RRM 

functions in wireless access points will have self-organization capabilities to con-

tinuously optimize network performance based on access point and end-user mea-

surements. This self-organization concept will drastically reduce the amount of 

operational costs.

Due to the flat architecture, IP based transport to the wireless access node, and 

the convergence of all traffic flows over a shared radio bearer, the QoS differentia-

tion will be established via DPI functionalities based on the DiffServ concept in 

the IP transport layer and the QoS aware scheduling of the packets in the shared 

radio bearer.

Recommendations for further study in RRM and QoS for future radio access 

networks are in the domain of conflict resolution and policy enforcement considering 

that self-optimization functions will be active at the same time in the wireless 

access systems that might have contradictory actions and/or goals. The interaction 

of the DiffServ IP functions for providing QoS differentiation in the IP based trans-

port and the QoS aware scheduling in the shared radio bearer deserves to be further 

studied. Algorithms for dynamically adjusting system bandwidths and the activity 

of the wireless access networks for energy conservation purposes should be inves-

tigated as well. Finally, the coordination of the RRM and QoS functions when 

inter-RAT handovers take place to enable seamless QoS experience should be an 

important area for further investigation.
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10.1  Introduction: The Constrained Wireless Evolution

Radio or wireless has been the main system of the general communication engineering 

since the dawn of that discipline, as seen in the efforts of Tesla and Marconi. 

Nevertheless, during the past 2 decades, we have witnessed an extraordinary growth 

pace and innovation in the area of wireless technology. During that time, the mobile 

phone has been promoted from its role of amenity to the role of necessity, while the 

Wireless LAN (WLAN) has been put forward to be the commonly used gate to 

access Internet. These two examples illustrate how much the end consumer has 

been affected by the wireless developments, but the overwhelming wireless growth 

has featured many engineering milestones and intellectual advances.

The wireless evolution has been subject to many constraints, determined by the 

spectrum regulation, system architecture, standardization, development stage in the 

synergistic technologies, the market/social factors, etc. On one hand, those con-

straints have guided the wireless networking towards proliferation and ubiquity. 

On the other hand, they have limited, or even sometimes prohibited, innovative 

ideas and concepts to be implemented in actual wireless networking solutions. 

The constraints and their impact on the wireless design/operation can be summa-

rized as follows:

The •฀ regulatory constraints represent an important factor which imposes oper-

ating rules on the devices that communicate by using radio transmission. The 

regulation segments the spectrum into frequency bands, which is used to provide 

a framework for managing the interference among different wireless systems. 

This requires early design decisions, as the wireless device/network must be 

created to operate in a defined set of frequency bands. Furthermore, the interac-

tion with the other, potentially interfering devices, is restricted by requiring that 

each device complies with the rules of its current operating band.
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The •฀ architectural constraints are introduced chiefly by the layered design of 

the communication protocols. The idea of layering is to decompose the general 

task of communication over a network into subtasks, such that the coordinated 

execution of the subtasks can achieve the global task. For example, multi-hop 

communication is decomposed into a routing subtask and a subtask that consists 

of data transmission over each of the selected links. Layering defines interfaces 

by which the subtasks communicate and coordinate and therefore fosters a 

black-box design, in which the module that executes a given subtask can be 

implemented (and debugged) in isolation. Such a layered architecture enables 

proliferation [1], but on the other hand it also features early design decisions 

which are restricting the freedom for building the most efficient solution for a 

particular communication scenario/task.

The •฀ standardization constraints are represented by the context in which a 

particular communication system or protocol is developed and operated. Clearly, 

an evolving wireless system builds on the existing implemented concepts. The 

requirement for backward compatibility necessarily leads to incrementalism in 

devising technological improvements or drafting of the new standard versions. 

Nevertheless, properly supported standard is a condition sine qua non for 

achieving proliferation, as the examples of GSM and WLAN have demonstrated. 

The standardization constraints are tightly related to the technological constraints, 

which reflect what is implementable and technologically feasible at the time 

when the system is conceived. These constraints are referring not only to the 

communication technology per se, but also to the technologies that should operate 

in synergy with it, such as the hardware.

The •฀ market/social factors and constraints are instrumental in giving rise to 

new applications and requirements from the communication systems, but also in 

delivering the verdict regarding the ultimate usability and successful presence of 

the communication system. Although very important, these factors are not the 

main focus of this text and will be treated only in the context of the other 

constraints.

These constraints and context–setters have paved the way for evolution of wireless 

systems. The continuous improvement in those systems comes from the large vol-

ume of novel techniques that are adopted in the standards, such as, for example, a 

particular multi-antenna technique or an efficient ARQ protocol. Using the lan-

guage of biology to characterize such a wireless evolution, we can say that such 

techniques represent mutations (minor or major) that drive the evolution. Another 

important mechanism is the crossover, which has given rise to several important 

developments, such as the wireless Internet [2] or the combination of communica-

tion and localization in order to provide location-based services [3]. Fig. 10.1 

exemplifies some contours of the wireless evolution. For example, the system ws1 

and ws2 get combined and the system ws5 emerges. When ws4 is created it is not 

possible to implement the concept c2 due to the active constraints, but due the 

increasing requirements (also by ws3) the constraints are changed and ws7 emerges. 

By the time some of the systems become obsolete – for the example on the Figure, 
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this happens the earliest for the system ws2. Note that the constraints do not allow 

the concept c3 to be implemented during the time frame depicted on the figure.

In such a vibrant technological area it is hard to put the monocular towards the 

distant future and make a precise account of the attributes featured in the wireless 

communication technology. Yet, with the present knowledge, we can identify some 

good candidates that can trace the future evolutionary paths. The goal of this text is 

to explore the possibilities, but also the reasons for introducing major changes 

(mutations) in very-long-term wireless evolution.1 The main hypothesis is that the 

central element in the very-long-term-evolution is the treatment of interference. 

Changes in the mechanisms that deal with interference will create new regulatory 

paradigm. The road to such a paradigm leads through a clean-slate design approach 

in wireless communication, which means to think about wireless systems in terms 

of attaining the desired behavior and performance, not necessarily following the set 

of active constraints.

The chapter is organized as follows. In the next section we explore the nature of 

technological changes in wireless systems, classifying them as linear and non-linear, 

respectively. In Section 3 we discuss the interference as the central point in the 

very-long-term evolution of the wireless systems and outline some ideas that can 

change the paradigms for regulating and dealing with the wireless interference. 

Finally, Section 4 concludes the chapter.

constraints

ws=wireless 

system c=concept

Region for 

systems for 

which the 

constraints 

allow 

implementation

time

ws1

ws2

ws3

ws5

ws4

ws7

ws6

c1

c3

c2

ws8
ws9

Fig. 10.1 The constrained evolution in the wireless systems. It can be seen that the constraints 

are changed by the means of the “forces” of the evolving systems and concepts hit a barrier. The 

solid line denotes that the system operates and further evolves. The dashed line denoted a system 

that gets obsolete

1 We use the phrase very-long-term evolution in order to avoid confusion with the Long Term 

Evolution (LTE) used in 3GPP. The time frame behind the phrase very-long-term is more than 

10 years.
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10.2  The Way Forward for the Wireless Technologies

The central notion of this text is clean-slate wireless design, which is achieved by 

creating a wireless communication system by considering the level of technological 

sophistication and implementability that is available today, or at least in a very near 

future. This definition is far from being precise and the constraint removal should 

be taken with caution, in particular regarding the regulatory constraints, as it will 

be clarified further in the text.

The need for clean-slate design occurs when the design decisions and constraints 

made in the past cannot offer the desired performance/applications due to their 

inherent limits. It is always instructive to recall the definition attributed to J. L. 

Kelly, that a channel is a part of the communication system that one is “unwilling 

or unable to change” [4]. If we understand the notion of communication broadly, 

then the constraints discussed above are determining the channel and thus setting 

its fundamental limits. Therefore, the required improvements necessitate recogniz-

ing the inhibiting constraints and changing them appropriately.

Before discussing the possibilities for having a long-term impact on the wireless 

systems, it is sobering, and at the same time inspiring to reflect on the reasons 

which motivate the continued research efforts and the innovation in the communi-

cation technologies, in particular the wireless ones. This is because the rapid wire-

less growth in the recent years may be a basis for skepticism towards further major 

developments in the wireless technology. The large volume and extensive quality 

of wireless networks that are either operating or being developed in the standards 

may point towards saturation in the actual need for fundamental wireless innovation 

and render it as an activity of purely academic interest. In simple words, it might 

seem that the “physical wireless bricks” are already there and any significant 

innovation effort should combine those bricks in a novel way to give rise to new 

applications and user scenarios. A strong support for this comes from the emer-

gence of the Apple iPhone or the Android project by Google [5].

Contrary to such a standpoint, the wireless research community sees the existing 

wireless bricks as insufficient, both in quantitative and qualitative sense, as described 

in the following subsection.

10.2.1  Linear and Non-linear Wireless Changes

When speaking quantitatively, we refer to the improvement of the traditional perfor-

mance parameters of the communication systems, such as the throughput and delay. 

For example, it is not uncommon to hear that the objective of the wireless systems is 

to provide communication speeds in the range of Gigabits per second. Those 

improvements are expected to be consumed by the increased video communication 

over the Internet (e.g. YouTube, Web 2.0 applications), but also the future applica-

tions that involve telepresence and interactive communication with low latency.
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Still, these quantitative improvements are stretching the wireless evolution in a 

rather linear way. The intuition behind such term is that, for example, the changes 

in the data rate/delay lead to an improvement that can already be anticipated now. 

On the other hand, the required qualitative changes make a much stronger case for 

driving the wireless evolution forward. It is worth noting that the qualitative changes 

may also directly yield to increased data rate/performance, which means that they 

are already containing the quantitative changes. We refer to the qualitative changes 

as to non-linear changes since they require fundamental shifts in the wireless net-

work design, leading to many unforeseen uses, applications, and interactions.

The following list is perhaps not exhaustive, but it tries to capture some of the 

most important qualitative changes in wireless network evolution.

•฀ Coping with the crowded spectrum. The rising volume and variety of the wire-

less devices brought worries that the spectrum will become very crowded, thus 

slowing down the growth in the number of wireless devices. Despite the obvious 

fact that the spectrum is physically limited, the real factor that makes it look 

scarce is the conservative way in which the spectrum is allocated and used. 

Hence, in the recent years the myth of “scarce spectrum” has been seriously 

challenged by the concepts such as dynamic spectrum access [6] and cognitive 

radio [7]. These concepts require fundamental changes in spectrum usage and 

are perhaps the chief drivers of the clean-slate design.

•฀ Treatment of the interference. In the majority of the existing communication 

systems, the approach has been to avoid or eliminate the interference. This is in 

discrepancy with the information-theoretic approaches that recognize the fact 

that the interference is not noise and therefore can be useful in devising more 

efficient communication schemes. To a large extent, such a discrepancy has been 

present due to the constraints coming from a feasible implementation. However, 

the reason has also been architectural. Namely, the layered OSI architecture has 

been created for wired networks, where the interference is a limited and fairly 

easily controllable phenomenon. On the other hand, interference is the basic 

phenomenon in a shared wireless medium, which should be reflected in the 

architecture. As the discussion further in the text will show, the proper treatment 

of the interference can bring significant values to the wireless network in terms 

of throughput, security, efficient spectrum sharing, etc.

•฀ Low power consumption. This change has already gained momentum with the 

inception of the wireless ad hoc networks [8], wireless sensor networks [9], 

personal area networks, etc. The devices in these systems are usually battery-

powered, such that every joule of energy should be spared in order to ensure 

longer operating times. There has been overwhelming evidence that a significant 

amount of energy is wasted in the non-optimized interactions between the pro-

tocol layers. Therefore, the methodology of cross-layer optimization has been 

applied to mend such energy leakages in the communication protocols [10]. This 

has in turn increased the revisionist feelings towards the existing layered architec-

ture and motivated the research community to think about re-layering concepts.

•฀ Task-centric protocols. The wireless sensor/actuator networks have brought 

scenarios in which the wireless connectivity should be used to somehow coordinate 
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the sensors and carry out certain global task that should be collectively carried 

out by the sensors/actuators. Such task can be, for example, control of industrial 

process or monitoring of the ecosystem in given region. The communication 

protocols in such networks should be designed to successfully attain the overall 

objective (task) of the network, rather than being focused on reliably transferring 

the data from each individual sensor. The value of the data carried by a single 

sensor is determined by the synergistic effect that emerges at the network level. 

This again calls for revision of the layered architecture, since the application 

layer (the task) will be markedly impacted by the decisions done at the protocol 

entities that transport the wireless data.

•฀ Alternative media for communications. In the future communication technologies 

it is likely that the notion of “wireless” will transcend the radio media and 

become a more generalized concept to encompass any communication technology 

which uses unguided, broadcast-based and interference-prone medium. For 

example, the envisioned nano-networks [11] may use molecular communication 

and chemical transmitters in order to transfer information. The objectives and the 

design philosophy in those networks may be completely different from the 

approaches used today, but considering the rather modest set of existing solutions 

in that area, these networks are naturally approached via a clean-slate design.

The qualitative categories listed above are not mutually exclusive. For example, to 

relate the first three categories, we can conjecture that certain future wireless sys-

tem may operate under regulation that requires treatment of the interference that is 

different from the current one, and such a regulation paves the way for building 

very low-power systems.

10.2.2  Clean-Slate Design is a Non-linear Change  

with a Very-Long-Term Impact

From the discussion above and the illustration on Fig. 10.2, it is clear that the non-

linear changes will have tangible impact over a very-long-term, instead of appearing 

as efficient patches for incremental evolution of the current standards. In particular, 

the clean-slate approach is the proper response to the untimeliness effect, exhibited 

by the constrained technological evolution. This effect can be explained as follows. 

At a given time, the efficient mechanism B is not invented or is not feasible and the 

network system architecture A is built by using a different solution C which is less 

efficient, but functional. At a later time, after the implemented standard becomes 

widespread, the studies show that there are plausible scenarios where the mecha-

nism B is feasible and can bring a significant performance benefit compared to C. 

However, the mechanism B is not compatible with the architecture A, but contrari-

wise, the ubiquitous usage of the standard renders the change of A infeasible. Does 

such a situation leave B to be a nice idea that ends up in a drawer?

The obvious answer might be: no, we just need to start creating a new standard 

and wait for the market/social mechanisms to obsolesce the devices that use the 
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current standard. However, that is practically difficult, if possible at all, since by 

assumption B is incompatible with the (layered) architecture A, which can mean 

that many parts of the architecture A should be changed in order to accommodate 

B. Commonly, a given standard is addressing only part of the architecture (e.g. the 

IEEE 802 standards deal with the two lowest layers), while B can be a technique 

which spans several protocol layers. The latter may require coordinated change of 

several standards and it is this change which, on one hand, is an obstacle and, on 

the other hand, opportunity for major changes over a very-long term.

The coordinated change of standards is an action paradoxical in itself. Namely, 

the original idea of the standards is to modularize the problems, each module being 

a different standard, in order to have efficient framework to capture the complexities 

and the requirements of different systems. The need to coordinately change the 

modules in order to implement the technique B is a signal that such a modularization 

(layering) is not appropriate for the systems that feature that technique. However, 

technological/architectural constraints can be understood more as a recommended 

practice, which means that, in principle, a re-layered system can be built as a pro-

prietary one, but in that case the ubiquitous usage of the system is at stake.

The described architectural constraints are in stark contrast with the regulatory 

constraints, which are mandatory and if the mechanism B does not formally satisfy the 

prescribed regulation for its frequency band, then it cannot be put into operation.

10.3  Interference and the Future Regulations

Within the complex set of parameters and factors for clean-slate design, we consider 

interference to be the single most important feature. The interference is central both 

to the regulation and the protocol design in the wireless networks, such that any sig-

nificant intervention in the methods and rules for treating the interference will have a 

profound impact on the wireless networks over a very-long-term. In this section we 

illustrate such a status of the interference by considering its regulatory impact.

link for cooperation

and coordination

Rx1 interference

transmission to 

intended receiver

Tx1

Tx2Rx2
Tx3

Rx3

Fig. 10.2 Example of three links under the spectrum commons model. T × i and R × i denote the 

transmitter and the receiver of the i-th link, respectively. We observe the interference made to the 

receiver R × 1 by the devices T × 2 and T × 3
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As mentioned previously, the spectrum regulation provides a systematic way to 

manage interference within a wireless system of given type (intra-system) as well 

as among systems of different types (inter-system). With the existing approaches, 

the spectrum is divided into licensed and unlicensed bands. In brief, the devices that 

use the licensed spectrum pay certain fee for the spectrum utilization, which on the 

other hand brings a guaranteed level of inter-system interference. Conversely, 

the unlicensed devices do not pay a spectrum usage fee, but they have to leave 

with the interference created by the other unlicensed devices.

Such an a priori division of the spectrum into disjunctive bands simplifies the 

interference management. However, it does not necessarily lead to an efficient spec-

trum usage and is the main reason behind the perceived spectrum scarcity. On the 

other hand, any liberalization of the regulatory constraints that will even hint increased 

interference to the licensed users is deemed unacceptable, as it directly harms their 

large payments to obtain spectrum licenses. Hence, any radical regulatory change 

should start by considering the spectrum economy and create convincing arguments 

that the change of the regulation can over a very-long-term bring economic benefits 

and new economic opportunities due to the new forms of spectrum ownership.

We take closer look to the models for licensed and unlicensed spectrum usage. 

A licensed frequency band is allocated to/owned by a certain spectrum user. Here 

the spectrum owner has guaranteed low level of interference from other systems. 

For example, cellular operators provide high fees to obtain spectrum licenses in the 

licensed bands in order to provide target level of service to its customers. Still, the 

actual level (quality) of service depends on how the intra-system interference is 

handled. Nevertheless, the spectrum license is largely decreasing the interference 

uncertainty that would have otherwise been induced by wireless systems over 

which the spectrum owner does not have control. Other examples of licensed bands 

are the bands used by military, radar, etc. On the other hand, in the unlicensed 

bands the spectrum users can freely access the radio spectrum as long as they obey 

certain rules/policies that are prescribed for that frequency band. These rules are 

constraining the temporal, spatial, and radiation patterns used by the users for radio 

communication in the unlicensed band. These bands are normally used by short-

range technologies, such as Wireless LAN, Bluetooth, sensor networks, etc., where 

the low radiated power makes provisions for better spatial reuse of the frequency 

resources. The open access policy in the unlicensed bands necessarily leads to 

larger uncertainty of interference and hints (but does not prove) lower communica-

tion performance.

Starting from these two existing models, there is an ongoing debate [12] whether 

the future spectrum management should be based on property rights (licensed/

exclusive) usage model or on the model of open access/unlicensed/spectrum com-

mons [13]. The two models are referred to as property rights model and the 

commons model, respectively. Conceptually, the two models are belonging to the 

same framework, but they have different values for a certain set of discriminating 

parameters. A good candidate for such a parameter is the interference uncertainty 

which is minimal in the property right model and (has a potential to be) maximal 

in the commons model. By tuning this interference uncertainty, we can span a 
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bridge between the two opposed spectrum usage models and populate the bridge 

with many innovative spectrum usage models.

The important question is – which are the mechanisms that will give rise to 

innovative spectrum usage models over a longer term? We provide three observa-

tions that may be instrumental in redefining the spectrum policy and the future 

usage models: (1) introduction of network-centered rules to access the spectrum 

commons, (2) recognition of the fact the interference is not noise and (3) treatment 

of the interference as a currency.

10.3.1  Network-Centered Rules to Access  

the Spectrum Commons

The first observation is that, at present, the policies for using the spectrum com-

mons are device-centered and they should evolve towards network-centered poli-

cies and rules. The existing regulatory rules tend to see the transmitter device as 

an isolated entity, which sends information towards the intended receiver(s), but its 

interaction with the other devices is limited to inducing/avoiding mutual interfer-

ence. We advocate an approach in which the devices, not necessarily belonging to 

the same type of wireless system, exchange information and cooperate in order to 

decrease the interference uncertainty and achieve more efficient spectrum usage. 

The essence of such an approach is described in the following example.

Consider the scenario given on Fig. 10.2, where three links T × 1-R × 1, T × 2-R × 2, 

and T × 3-R × 3 are sharing common spectrum, but they are belonging to different 

operators or even different types of wireless systems. To facilitate the discussion, 

we assume the simplest interference model based on collision, which implies that: 

if R × i is receiving from T × i but at the same time T × j is transmitting and R × i 

is in the range of T × j, then R × i does not receive the transmission from T × i 

successfully. One rule that is often used in the existing policies for unlicensed 

operation is the duty cycle limit, which limits the percentage of time for which 

given unlicensed device can act as a transmitter. Assume that such a duty cycle is 

40% and consider the interference that R × 1 experiences from T × 2 and T × 3. 

In a simplified analysis, the probability that T × i (i = 2, 3) is transmitting is 0.4, 

such that the probability that R × 1 experience interference is:

1
(int) 1 (1 0.4)(1 0.4) 0.64

Rx
P = − − − =

On the other hand, the fraction of time during which T × 2 successfully transmits 

to R × 2, not being interfered by T × 3, is

2
(succ) 0.4·0.6 0.24P = =

Now consider a changed policy, where we allow T × 2 and T × 3 to exchange infor-

mation and cooperate, and we put duty cycle restriction on the network of transmit-

ting devices (in this case T × 2 and T × 3) to be at most F (100F%). If we select 
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F = 0.64, then the interference experienced by R × 1 is not changed. On the other 

hand, T × 2 and T × 3 use the cooperative link to exchange non-conflicting trans-

mission schedules, which grant each of the devices T × 2 and T × 3 right to use the 

medium for 32% of the time. Since the mutual interference between the links 2 and 

3 is removed, then the fraction of time in which T × 2 (T × 3) transmits successfully 

is 0.32, which is a 33% increase compared to the device-centered policy rule. The 

latter regulation is network-centric because imposes policy rules on set of devices 

that can be interconnected (though not to communicate useful data, but only net-

work management data).

This simple example clearly carries the message that the network-centered regu-

lation can foster cooperation in order to improve the utility of the selfish spectrum 

users. The cooperation reduces the interference uncertainty, which is one of the 

main sources of the inefficient spectrum usage. This can have a profound impact on 

the clean-slate design, since it requires revision of the existing approaches which 

do not rely on the cooperation between the different spectrum users, even if they 

belong to the same wireless network.

The opponents of the network-centric regulation may argue that the cooperative 

links require that the devices must belong to the same type of wireless system (identical 

air interface) or at least incur additional complexity to some short-range devices whose 

primary goal is low-power operation and simplicity (e.g. wireless sensors). It should 

be noted that the cooperative link need not use the same air interface as the system, but 

it can be a dedicated signaling channel. Clearly, the signaling channel requires addi-

tional resources, but with the emerging flexible implementation based on software-

defined radios (SDR), it becomes a matter of a well specified channel, which can fit 

easily in the SDR implementations of various systems. Nevertheless, the network-

based regulation can be made to incorporate devices with various capabilities and not 

necessarily every device should be able/willing to cooperate with the neighboring 

devices and networks. The network-centered regulation policy should include care-

fully designed rules that can enable the devices and networks to choose their level of 

cooperation based on their capabilities and the expected incentives in given scenario. 

Such rules can emerge from the large volume of ongoing studies that apply game-

theoretic methods [14] to study the spectrum access in wireless networking.

Note that a single device is an example of a degenerate network; hence the device-

centered rules are only special cases in the network-centered regulation. The latter 

argument suggests that, despite the clean-slate flavor, the network-centered regulation 

can be introduced in the current regulations in a backward-compatible manner. This 

is important because the clean-slate approaches in the regulation should exercise cau-

tion not to cause changes that are unfavorable to the legacy spectrum users.

10.3.2  Interference is Not Noise

It is an obvious, but often forgotten fact that the wireless interference is not a 

Gaussian noise. If we fix the power of the undesired signal at the receiver to be N, 
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then, in the worst case, this undesired signal is a Gaussian signal which entails 

maximal uncertainty. However, the wireless interference is coming from a source 

that has finite data rate and has much less uncertainty then a Gaussian noise. The 

recognition of this fact can be used to devise new rules and operation modes in 

different spectrum usage models.

We again use an example to illustrate the point. Assume there is a licensed system 

(primary spectrum user) where a base station (BS) has coverage of 1 km. We define 

a terminal to be in the coverage of the BS if its signal-to-noise ratio (SNR) is 20 dB 

or larger. Hence, the terminals that are at the cell edge have, on average, SNR of 20 

dB, but the terminals closer to the BS have SNR which is, on average, much larger 

than 20 dB. Assume that inside the coverage area of this primary spectrum user we 

want to deploy a secondary spectrum user – devices that can communicate with a 

high spectral efficiency, without disturbing the primary terminals. The key assump-

tion that we make is that the secondary spectrum users are designed by treating the 

primary as a legacy system, which in this case means that a secondary spectrum 

user is capable to decode the signals sent in the primary system.

The question we want to ask is – where is the best place to deploy the secondary 

link? A seemingly paradoxical answer is that the best place is close to the primary 

BS and here is the rationale. Refer to Fig. 10.3 and consider a primary terminal (PT) 

that is close to the BS and receives its signal with an SNR of 30 dB
PT

g = . The 

secondary receiver (SRX) is assumed to be in the immediate vicinity of the PT, thus 

receiving the primary signal also at 30 dB
P S

g − = . The secondary transmitter 

(STX) transmits to SRX, such that the received power at SRX from STX, normal-

ized with the noise power, is 5 dB
S S

g − = . Clearly, this secondary power disturbs 

STX

BS

PT

SRX

Primary signal

Secondary signal

Fig. 10.3 Illustration of a primary system in which the Base Station (BS) serves the primary terminal 

(PT), while the secondary link (STX-SRX) is deployed in the coverage area of the primary system
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the reception of the signal from the primary BS at both PT and SRX. In the worst 

case, this additional power from STX can be treated as a Gaussian noise by the 

receivers that intend to decode the primary signal. Thus, the available signal-to-

interference-and-noise ratio (SINR) at PT and SRX is:

240 23.8 dB
1

P S

S S

g

g

−

−

= =
+

which is sufficient to decode the signal from the primary BS and thus the commu-

nication in the primary system is practically not disturbed by the secondary trans-

mission. Now let us consider the communication in the secondary system. If the 

secondary signal is decoded by treating the primary as a noise, then the SNR for 

decoding the secondary signal at the SRX is 

1

S S

P S

g

g

−

−+
, which leads to the normalized

capacity of the secondary link:
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log 1 0.0046 bits/symbol
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(10.1)

If, as assumed, the secondary system is capable of decoding the primary signal, 

then it can successfully decode it, since it receives it at SNR of 23.8 dB, cancel out 

the primary signal from the received signal and decode the desire secondary signal 

at an SNR of 5 dB, providing a link capacity of:

 
( ) [ ]int

sec 2
log 1 2.057 bits/symbolno

S S
R g

−
−= + =

 (10.2)

which is significantly larger than (10.1).

This example reveals that the treatment of interference as a decodable signal 

rather than noise can bring significant benefits in terms of wireless communication 

performance. Indeed, the complexity of the terminals is increased and not each 

device can be made capable of decoding the signal from any other wireless device 

that operates in the same spectrum portion. Analogously with the ideas presented 

in the network-centered regulation, here the devices can have varying capabilities, 

while the devices that are able to decode certain interfering signal will decide to do 

so based on their judgment of the overall utility of such an decoding (e.g. they 

might not do the decoding if it requires excessive processing power to do the 

synchronization, channel estimation, etc.).

Finally, the presented technique of successive interference cancellation is 

perhaps the simplest way of extracting information from an interfering signal when 

it is not treated as a noise. The network information theory provides many sophisti-

cated techniques to combine interfering signals. At the current (and the expected) 

development of the technologically feasible solutions, it becomes realistic to start to 

consider these techniques as part of the regulations.
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10.3.3  Interference as a Currency

From the previous discussions, it is clear that the new paradigms of interference 

management that decrease/eliminate the interference uncertainty are crucial to 

the very-long-term evolution. However, it is essential to observe that interference 

uncertainty is not the actual utility function of the spectrum users. The users value 

the spectrum through the level that it fulfills their requirements for reliable/depend-

able transfer of information over the air. Hence, the spectrum use based on the pure 

property rights model has questionable foundations, as in that case the spectrum 

owner is paying to directly decrease the interference uncertainty. It is interesting to 

look at the interference to as a currency, which can be used to trade the spectrum 

usage rights among the users that have various level of spectrum ownership. For 

example, there can be a wireless network WN1 that has bought a right to use power 

P with a certain spatio-temporal transmission pattern. This usage pattern implies 

certain interference pattern to the devices in the radio proximity and that interfer-

ence is the resource owned by WN1. Then WN1 can offer part of that resource on 

the secondary spectrum market to another wireless device/network, such that the 

resulting interference pattern is not changed.

Another interesting case of trading the interference is related to the critical radio 

services, such as alarms or radar. These applications are usually the main argument 

against the spectrum commons model, as the proponents of the property rights 

model claim that the uncertain interference in the open spectrum usage will signifi-

cantly harm the proper operation of these critical services. However, one might 

think that allowing other usages of the same spectrum can be actually beneficial to 

these services. Namely, the critical services require a high dependability = availability × 

reliability. Then the critical application can trade off some of its reliability (allow 

interference) in order to gain availability (the devices creating the interference may 

appear as helpers/relays for transferring information in the critical system).

10.4  Discussion

In the previous sections we have given reasons why the clean-slate approach can be 

followed in designing wireless communication systems and we have also provided 

representative ideas and observations that promote the clean-slate thinking for spec-

trum regulation. The picture is not complete unless we outline the first step of the 

roadmap for adoption and implementation of the clean-slate approach.

In architectural sense, the clean-slate approaches can enter by overlaying the 

older systems and respecting the backward compatibility. That is, the communi-

cation protocol in a “new device” is implemented such that it can behave as a 

legacy system, if required to communicate with legacy devices. As long as the 

architectural clean-slate ideas are implemented within parts of the system (with-

out mandating global changes in the entire system) and they respect the current 
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regulation, these ideas can be used as performance boosters. The cost is the main 

obstacle – the performance gains should be sufficiently convincing to warrant 

proliferation.

The situation is different with the clean-slate ideas in regulatory sense. As 

mentioned before, the primary purpose of the regulation today is to control the 

uncertainty of interference in a rather conservative way. The described regulatory 

ideas markedly increase the spectrum dynamics and no user can implement them 

in an isolated way as the regulation affects the systems that are outside of the 

control of that user and there can be unforeseen consequences. Regarding that, the entry 

point for innovative regulatory changes is a proper parameterization of the inter-

ference allowed by the current regulation, as well as the scenarios where it is 

assessed. This will be used to characterize the interference coming from any 

device/network with new spectrum behavior and thus provide quantitative basis to 

judge the acceptability of a certain regulatory change. In principle, if the new 

spectrum behavior does not induce more interference than what is allowed by the 

existing spectrum rules, that new behavior can be deemed acceptable. Hence, the 

parametrization/quantification of the interference allows a kind of backward com-

patibility approach in the regulatory clean-slate approach, similarly to the archi-

tectural approach.

10.5  Conclusions

The evolution of the wireless communication technologies has been guided by 

several types of constraints. The future evolution over a very-long-term (more 

than a decade) will largely depend on how these constraints are changed. The 

constraints that regulate the use of the radio spectrum are mandatory, such that 

conservative spectrum usage models can hinder the wireless innovation. On the 

other hand, the regulatory constraints can be changed by assuming that the wire-

less devices can possess at least the technological sophistication that is available 

today. This can give rise to a clean-slate thinking in designing the wireless sys-

tems, where the compatibility with the legacy devices is less important as com-

pared to the potential to foster the technological innovation over a long term. We have 

identified the interference to be the crux of the clean slate approaches. We 

have presented three observations that treat the interference in a different way as 

compared to the mainstream methods applied in today’s spectrum regulation 

policy. The first observation is that the regulation should evolve towards regulation 

of the behavior of a network of interconnected devices rather than regulating the 

behavior of each individual device. The second observation is that the interfer-

ence is not noise and therefore we can use transmission methods that can extract 

information from the interfering signal and cancel or alleviate the interference. 

The third observation is that in the new spectrum economy, the interference will 

be a currency, but not the final utility, such that the networks and devices can 

trade off the interference for either economic gain or overall improved communi-

cation performance.
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11.1  Introduction

Looking into the future to predict the ICT and define the long term research 

objectives to make it come true is a necessary and also exciting exercise. The 

freedom of thought that is needed to define really advanced and novel concepts 

is sometimes obscured by the difficulty to get rid of the existing infrastructure. 

A tabula rasa approach is for sure interesting, but it must be based on a clear 

understanding of the current development path, relieved from myths and 

misconceptions.

This Chapter aims to review some current trends in air interface development 

and remove some of the myths, and thus identify more clearly the key elements that 

must be taken into account in the long term development of air interfaces. The cur-

rent evolution of air interfaces often appears as a battle between CDMA/single-

carrier and OFDM/multi-carrier, a battle that OFDM/multicarrier would probably 

win. The questions that arise are: What would be the impact on globalization vis-

a-vis adoption of the CDMA or OFDM? It the multi-carrier approach really 

needed? Together with Frequency Domain Equalization (FDE) [1], what are the 

most efficient choices for air interfaces in future wireless systems? Answering 

those questions may help to draw a more clear view of the development of air inter-

face towards 4G and beyond in the year 2020 time-frame. The last question that 

remains is: can this “path path towards 4G” meet the challenges posed by commu-

nications beyond 2020? An initial attempt to answer this question is made at the 

end of this Chapter.
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11.2  CDMA-OFDM Battle: Single Carrier with FDE  

as a Compromise

Let us have a quick look to the current use of these two key technologies: CDMA 

is used in the following 2G/3G standards for mobile communications: IS-95, 

cdma2000, wideband CDMA (W-CDMA), time-division synchronous CDMA 

(TDSCDMA). Moreover, the principle of spread spectrum multiplexing has found 

applications in early IEEE 802.11 and 802.11b/g WLAN, Bluetooth, and cordless 

telephony.

OFDM and the related multiple access scheme, OFDMA, are used in IEEE 

802.11a/g/n WLAN, HIPERLAN/2, WiMAX, DVBT, asymmetric digital subscriber 

line (ADSL), very high rate DSL (VDSL). Moreover, OFDM has also been chosen 

as the physical layer architecture for 3GPP long-term evolution (LTE) and it is easy 

to predict that even if with some CDMA/spread spectrum component in the near 

future OFDM will be used. While in trade magazines one would read sentences like 

“death of CDMA” or that CDMA will continue to be the leading platform for mobile 

communications well beyond 2020, in scientific literature there are often statements 

like that traditional CDMA technologies are suited only for slow-speed continuous 

transmissions applications such as voice, but not for high-speed all-IP wireless 

applications [2]. A multicarrier solution such as OFDM appears as the necessary 

replacement in 4G systems. The main reason is that OFDM offers a lower complex-

ity solution than current single carrier systems to the problem of performance 

degradation over severely frequency selective channels, such as wireless channels 

for very high speed communications (several tens of Mbps): with one-tap equalizer 

and the introduction of the cyclic prefix is able to keep the orthogonality among 

different users’ signals and reduce the intersymbol interference (ISI).

Conventional DS-CDMA receivers consist of a RAKE combiner whose 

complexity increases with the increase of the number of propagation paths in the 

channel. This limits its performance over severely frequency selective channels. 

Moreover, in a frequency-selective channel, multicode operation severely suffers 

from the loss of orthogonality among the orthogonal spreading codes and the 

performance with coherent Rake combining severely degrades. Table 11.1 [3] shows 

a comparison between OFDMA and CDMA systems and outlines the significant 

advantages of OFDMA over CDMA.

However, it is getting clearer that the advantages of OFDM over traditional 

CDMA systems are not related to the multicarrier nature of OFDM, but to the use 

Table 11.1 OFDMA-CDMA comparison from [3]

OFDMA CDMA

Multipath interference Avoids Needs equalization, noise enhancing

Frequency selective waterfilling Yes No

Frequency selective beamforming/precoding Yes Difficult

Multiuser interference on DL Avoids Needs equalizer
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of the equalization in the frequency domain (FD). It has been recently shown that 

cyclic-prefixed single-carrier systems (i.e. DS-CDMA, multicode DS-CDMA and 

also High Speed Downlink Packet Access) with FDE can achieve performance 

close to the one of a multicarrier-based system with the same receiver complexity 

[4–6]. It is also worth noting that the best candidate for the uplink of 4G systems is 

the technique Interleaved FDMA (IFDMA), which is a single carrier scheme with 

FDE [7]. We can conclude that over frequency selective channel, the winning 

choice towards 4G is not multicarrier or single carrier but FDE-based: FDE brings 

the combination Cyclic Prefix + one tap equalizer + FFT implementation, which 

represents a low complexity and efficient way to remove ISI in frequency selective 

channels. Whilst this is a pretty straightforward conclusion, in this chapter we 

wonder if, in the evolution path towards 4G, it is possible to identify other key 

features that have not been clearly identified so far. We wonder whether once FD 

equalization is chosen, there are “optimal” choices that must be made to take full 

advantage of the FDE. To answer this question, it helps to consider the multi-code 

CDMA scheme with FDE that has been recently proposed [8]. It is presented in the 

next Section.

11.2.1  Novel Multicode-CDMA Scheme with FDE

Fig. 11.1 shows the transceiver of the multicode scheme with FDE that has been 

proposed in [8]. The main difference with the DS-CDMA scheme is in the way the 

transmitted block is built. This is better shown in Fig. 11.2. The steps to build the 

transmitted block per user are the following: (i) the duration of each of the N/L 

symbols of each block is extended up to N/L times. We refer these symbols with 
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Fig. 11.1 Proposed multicode CDMA scheme with FDE
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longer duration as extended symbols; (ii) each extended symbol is then multiplied 

by an N-chip long orthogonal code; the N/L spread symbols are overlapped and the 

CP is added before transmission. It is worth noting that there is a spreading process 

since the chip duration is 1/L the original symbol duration. However, even if the 

orthogonal codes are N-chip long, there is also a symbol duration extension and the 

actual spreading factor is still L as for an equivalent DS-CDMA with FDE (L = 2 in 

the shown example). In the proposed scheme N/L symbols per user are sent in 

parallel by using N/L different orthogonal spreading codes and the maximum number 

of users that can be overlapped is, as in the previous case, N/(N/L) = L. Let us 

denote with { }( ) ( ) ( ) ( )

,1 ,2 ,
ˆ ˆ ˆ ˆ, , ..k k k k

i i i i NC C C C= ……  the i-th code, with i = 1, 2, … N/L, of the 

user k, respectively, the lowpass representation of the transmitted signal in the 

downlink is:

 

1 / 1
( )

0 0

ˆ( ) c 
T

i

K N L
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k i

s s i
− −

= =

= ∑ ∑
 

(11.1)

It is worth noting that when N/L = 1, the proposed approach falls back to a traditional 

DS- CDMA scheme. However, the case N/L = 1 is not efficient in high data rate 

transmissions: too short blocks should be processed by the frequency domain 

equalizer. Moreover, the proposed modification of the DS-CDMA scheme can be 

applied also to a traditional multicode approach. In case of multicode CDMA with 

FDE, if N
u
 is the number of codes assigned to each user (for sake of simplicity, we 

assume the same number of codes per user), the transmitted signal is given by N/L 

consecutive spread symbols, and each of them is given by overlapping the N
u
 

spread symbols of the user of interest, and the spread symbols belonging to the 
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Fig. 11.2 Proposed multicode CDMA scheme with FDE: Transmitted block for the user k
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other users. The maximum number of active users is L/N
u
. Therefore, in full load 

conditions, the transmitted block (to which the CP is added) contains in total N 

different symbols. In the proposed multicode scheme, these N different symbols are 

sent in parallel over the entire block duration, by using orthogonal spreading codes.

The intuition behind the proposed approach is that if the CP is introduced after 

each block to reduce the inter-block interference in frequency selective channels, it 

does not provide protection to the inter-symbol interference among the spread symbols 

that are sent in serial in case of DS-CDMA and causes loss of orthogonality). When 

they are sent in parallel within one block using orthogonal codes, as in the multi-

code scheme, the FDE receiver is able to restore the orthogonality of spreading 

codes over frequency selective channels and the CP (longer than the maximum 

delay spread of the channel) protects from the inter-block interference.

11.2.2  OFDMA as an Instance of the Multicode CDMA  

Scheme with FDE

OFDMA, whose transmission scheme is shown in Fig. 11.3, can be seen as an 

instance of the proposed multicode CDMA with FDE when the following complex 

orthogonal spreading codes are used:

 

( )

,

2ˆ k

i l

j li
C exp

N

π 
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   

(11.2)

where k is the specific user; the index i = 0 ~ N
u
 denotes one of the sub-carriers 

assigned to the user, assuming that N
u
 is the number of sub-carriers per user; 

l = 0 ~ N − 1 where N is the total number of sub-carriers. In fact, doing the FFT of N 

symbols (where N is the number of symbols transmitted by each user within the 

OFDMA frame) is equivalent to taking each of the N symbols, increasing its dura-

tion from T
c
 to N

FFT
 * T

c
 multiplying for specific spreading codes and summing 

together the N
FFT

 signals that are N
FFT

 − chips long; where N
FFT

 is the number of 

system sub-carriers and of FFT-points.

Figure 11.4 shows a performance comparison between DS-CDMA with FDE, 

the proposed multicode scheme and OFDMA, assuming full load conditions and 

same bandwidth for each scheme. For DS-CDMA and the proposed multicode 

approach, Walsh-Hadamard (WH) orthogonal codes are assumed. The number of 

points of the FFT at the equalizer is N = 256 for all schemes. The spreading factor 

of the DS-CDMA scheme is L = 16. Two different channels are considered: (1) a 

channel with exponential decay power delay profile with M = 8 paths; (2) a channel 

with uniform power delay profile with M = 8 paths.

The former is less frequency selective than the latter. Therefore, we can 

observe the following: (1) a noticeable performance gain of the proposed multicode 

approach with respect to DS-CDMA with FDE in low frequency selective channels; 

(2) the proposed multicode approach shows lower frequency diversity gain; 
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(3) in both cases, OFDMA shows the same behavior of the proposed multicode 

approach but with slightly worse performance. It is expected that uncoded 

DS-CDMA with FDE has higher frequency diversity gain than uncoded OFDMA. 
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Therefore, the proposed multicode approach loses this typical advantage of 

DS-CDMA system over multicarrier systems and shows a behavior more similar to 

OFDMA than to DS-CDMA. Fig. 11.5 shows the same comparison including chan-

nel coding. A convolutional code of rate R
c
 = 1/ 2 and constraint length of seven is 

considered. In the presence of coding, the proposed multicode scheme has always 

better performance of DS-CDMA with FDE and it shows higher frequency diver-

sity gain than without coding, as OFDMA systems. This further confirms that the 

proposed scheme is more similar to an OFDMA system than to a DS-CDMA sys-

tem with FDE. The slight difference in performance between OFDMA and multi-

code can be explained by the fact that in a OFDMA system each symbol is sent over 

one subcarrier while in the multicode case with WH codes, each symbol is sent over 

more than one subcarrier (we can see WH codes as a linear combination of the 

codes in Eq. 2). Therefore, even if less frequency diversity gain with respect to a 

classical DS-CDMA system with FDE is observed, it still has a higher frequency 

diversity gain than OFDMA. However, this diversity gain is at the expense of 

slightly higher receiver complexity compared to the OFDMA case.

Finally, Fig. 11.6 shows that the novel multicode scheme has same Peak-to-

Average- Power Ratio (PAPR) of OFDM in the downlink, which is much higher than 
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the PAPR of single carrier systems as DS-CDMA. Therefore, we can state the 

following:

 1. The presented scheme is single carrier but it has high PAPR as in any multicarrier 

system.

 2. The presented scheme has better performance than traditional DS-CDMA with 

FDE. Performance is similar to an OFDMA system.

 3. Like an OFDMA system, it does not offer frequency diversity gain without channel 

coding.

11.2.3  IFDMA as an Instance of the Multicode CDMA  

Scheme with FDE

In an attempt to draw the main features of air interfaces towards 4G, we cannot avoid 

talking also about IFDMA [7], which is the main option foreseen in 3GPP LTE stan-

dard for the uplink. The scheme has been described under several names: it has been 

called IFDMA in [9], OFDM-FDMA in [10], and CDMA using FDOSS in [11]. Even 

if it is a single carrier system, with many of the advantages of them, it is cyclic prefix-

based: information is sent in blocks which are separated by a prefix and then are 

processed in parallel at the receiver. Therefore, in addition to low envelope fluctua-

tions of the transmit signal and low computational complexity for equalization and 

user separation, IFDMA provides an efficient implementation at the transmitter that 

has an even lower complexity than a transmitter for OFDMA. Moreover, due to 

spreading of the data over the total available bandwidth, IFDMA provides high 

frequency diversity and thus, good spectral efficiency even without channel state 
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information at the transmitter. As for OFDMA, it can be shown that IFDMA is a 

special case of presented multicode-CDMA with FDE scheme. Fig. 11.7 shows the 

processing of one block of symbols for the IFDMA scheme and how it can be derived 

by the multicode scheme previously presented. In both cases one symbol is extended 

over the block duration and then it is multiplied by one “signature sequence”. In case 

of IFDMA, this “signature sequence” has “zeros” where the symbols of other users 

are placed (in IFDMA symbols do not overlap in time). Basically, the information of 

one symbol is time-interleaved with the information carried by other symbols in one 

“block”. The phase shift assigned to each user and the insertion of the CP guarantee 

that different users are orthogonal in frequency even if the ISI in one received block 

can destroy the orthogonality among users in the time domain. A cyclic prefix is 

added after each transmitted block of symbols and equalization is performed after the 

removal of the cyclic prefix and FFT operation.

11.3  Path Towards 4G and… Beyond?

From previous paragraphs we can conclude that the presented multicode scheme is 

a more general framework that includes most of the features of the main air inter-

faces for future wireless communications. Those features are:

 1. Orthogonal transmissions
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 2. Block transmission with cyclic prefix

 3. Equalization in the frequency domain

Multicarrier systems are just one specific combination of those three main features. 

This Chapter aims to show that it is not multicarrier itself that makes it a winning 

choice. This claim is supported by the previous paragraphs but it is still weak if we 

do not consider fundamental features of future wireless systems such as adaptive 

and flexible resource allocation, use of MIMO techniques, cognitive radio technol-

ogy and use of millimeter waves. A detailed comparison between SC and MC in 

the presence of the above mentioned features is still lacking, but in the next sections 

we outline the main conclusions that can be drawn so far.

11.3.1  A Myth: OFDM Is More Flexible than CDMA

Even if SC-FDE has been adopted by IEEE 802.16 standard (WiMAX) as an alter-

native technique of OFDM in physical layer, the parameters of SC-FDE are not as 

detailed as in OFDM. One of the factors limiting the application of SCFDE is that 

Channel State Information (CSI) has not yet been utilized as in OFDM system 

where it is possible to change the modulation order at subcarrier level based on the 

gain of the corresponding subchannels [4]. Adaptive OFDM improves spectral effi-

ciency through adopting high level modulations on subchannels whose gains are 

high. This concept has not been applied widely in SC-FDE system because of its 

high complexity. In [12] adaptive OFDM and SC-FDE are compared. Whilst system 

performance of SC-FDE is better than OFDM, adaptive OFDM utilizing CSI 

outperforms SC-FDE. The combination of MIMO and OFDM has been exten-

sively studied and incorporated in many current standards such as IEEE802.11n 

that in a 20–40 MHz bandwidth can reach up to 600 Mb/s communication speed 

(under optimal conditions in a very short range using a frequency band at 2.4 GHz 

or 5 GHz). Again, one of the key points for the success of the combination MIMO-

OFDM is the “natural access” to the frequency domains, also at the transmitter, 

which gives the flexibility to better use all possible “domains” to achieve diversity 

and/or multiplexing gains. This is evident when Space Frequency Coding (SFC) 

schemes are considered [13]. SFC schemes spread the symbols over different 

subcarriers and different antennas and this can have advantages over Space-Time-

Codes (STCs) in very high mobility environments where the channel cannot be 

considered constant over the OFDM block [14].

However, again we want to point out that all these advantages offered by OFDM 

are not inherent to multicarrier schemes. Recent work has shown that same or close 

performance as OFDM can be achieved by using adaptive (also at subcarrier level) 

techniques and MIMO in SC-FDE systems. For instance, in [15], it is shown that 

using one bit CSI per-subchannel under IEEE 802.16 scenario, spectral efficiency 

of a specific kind of adaptive SC-FDE (SC-FDE/FS) is higher than coded OFDM. 

Moreover [16] shows that in high mobility environments and with a slight increase 
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in the transmitter complexity, SFC SC-FDE schemes can be efficiently imple-

mented and can achieve same performance as OFDM-SFC schemes, even if subcar-

rier access at the transmitter is not easy as in OFDM systems.

11.3.2  Cognitive Radio and Millimeter Waves Communications

Use of millimeter waves (60 GHz and beyond) and cognitive techniques with mul-

tiband terminals are two of the main features of air interfaces under development 

for future wireless systems as enablers of multigigabit wireless communications. 

Multigigabit/s wireless will enable many new applications such as high definition 

multimedia interface (HDMI) cable replacement for uncompressed video or audio 

streaming and multigigabit file transferring, all of which are intended to provide 

better quality and user experience. New discussions in the IEEE802.15.3c already 

try to go beyond the 1 Gb/s and achieve 2–6 Gb/s by using the 60 GHz Band [17]. 

Partly because of an oxygen absorption peak at 60 GHz, various regulators across 

Asia, Europe, and the Americas allow for ten’s to 100’s of Watts of Equivalent 

Isotropic Radiated Power (EIRP) for wireless transmissions. The wide bandwidth 

and high allowable transmit power potentially enable multigigabit wireless trans-

missions, though several key issues must be addressed before low cost gigabit per 

second links can become a reality.

The Cognitive radio concept is to share spectra by sensing the spectral environ-

ment in frequency, time and spatial domains and then to transmit in the unused 

dimensions. This new radio functionality will involve various new analog and digi-

tal signal processing techniques to accomplish the time varying spectral sensing, 

wideband frequency agility, and spatial discrimination. In both frameworks, such as 

multi-band cognitive wireless systems and millimeters waves communication, 

some work has already explained how SC-FDE are less sensitive to RF impairment 

than OFDM; for this reason, they can be applied to multiband transmissions 

exploiting cognitive radio principles in a more efficient way [18]. This further 

explains that even if the wireless world is more and more dominated by OFDM/

multicarrier-like schemes, it is of outmost importance to consider SC/CDMA-FD 

schemes in the development of air interfaces beyond 4G in the year 2020 time-frame.

11.4  Beyond 4G?

Can air interfaces designed according to the previously identified key features meet 

the challenges of communication beyond 4G? Some of the requirements for beyond 

4G air interfaces are:

 1. Very low power consumption: no longer slaves of batteries

 2. High time variability of the channel (for instance, full-motion TV)
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The identified key features of air interfaces towards 4G lead to high PAPR (both in 

single carrier and multi carrier configuration). High PAPR leads to low power effi-

ciency and hence it is not suitable for power-efficient air interfaces. However, many 

of the issues related to the power consumption/efficiency will probably be faced at 

higher layers (MAC and above) by properly managing the idle states and the transi-

tions between different operative modes, collisions, routing (cooperation?) and so 

on. The second challenging issue is for systems which perform block processing 

at the receiver, as OFDMA, IFDMA, and CDMA with FDE. The performance of 

these systems is conditioned on the strong hypothesis that might not hold in highly 

time variable channels: channel constant over one block. Does this mean that it is 

necessary to go back to the Time Domain Equalization (TDE)? The answer to this 

question will be one of the drivers in the definition of the proper air interface. This 

choice is expected to influence the final definition of the air interface (orthogonal or 

not, multilevel or not) since the preference so far given to FDE has influenced the 

choices made in the air interface evolution towards 4G.
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12.1  Introduction

In the future, the increasing and continuous demand of services anytime and 

anywhere and, therefore, the mandatory globalization of mobile and wireless com-

munications for next generation networks services will require a more and more 

efficient use of the scarce radio spectrum resources. The traditional communication 

systems which imply an a priori association of the frequency band, the service 

assigned to it and the technology used, need to become much more flexible, effi-

cient and easy-to-use dynamic systems able to cope with the requirements and 

constraints of the environment and the users. A Cognitive Radio (CR) approach can 

be considered as a promising and suitable solution to solve this problem. The CR 

technologies are able to modify this current communication paradigm because they 

define a system able to sense the electromagnetic environment (spectrum sensing), 

detect the spectral resources actually occupied in a given temporal interval and in a 

given location, and use the free bands (holes) for its own communication.

In this work the cognitive radio idea, named nowadays also as the last frontier 

of the technology, will be presented in this chapter as one of the most innovative 

technology which can help in the novel development of new communication sys-

tems. It will be analyzed with two viewpoints: heuristic methods and Game Theory 

approach. The former approach deals with the coexistence problem of two systems, 

one licensed and one named “cognitive” terminal, which can share the radio spec-

trum resources if the cognitive device is able to use free spectrum holes efficiently, 

without interfering with the licensed communication services. In the latter one, 

instead, the Game Theory is considered as suitable mathematical instrument able to 

analyze, model and manage the contention for radio resources.
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The chapter is organized as follows. In Sect. 12.2 the new challenges which the 

next generation of wireless systems will have to face, will be introduced. In 

Sect. 12.3 the cognitive radio concept will be described in more detail while in 

Sect. 12.4 the open issue in this field will be presented. In Sect. 12.5, the adopted 

cognitive strategy, based on a heuristic method, and the considered application 

scenario will be described and some results presented. Section 12.6 will include 

discussions on the Game Theory approach and on its potential application in tele-

communications. Some concluding remarks are made in Sect. 12.7.

12.2  Challenges in Next Generation Networks

The increasing needs for a global and interactive environment, wherein users can 

access more easily services and applications and the continuous demand for band-

width in wireless communications generates serious shortage of spectrum both in 

licensed and unlicensed bands. But is the scarceness of spectrum resources a real 

issue? Traditional spectrum policy is driven by the general concept of protection of 

relevant services from interference. The effect is that large portions of spectrum are 

locked on vast geographical areas for a very long time, [1].

Although this approach has led to the development of many successful services 

(i.e., TV broadcasting, cellular telephony, wireless access to Internet), it also intro-

duced a diffused inefficiency in large portions of the radio spectrum. As cited in [1], 

a recent report presenting statistics regarding spectrum utilization shows that even 

during the high demand period of a political convention such as the one held between 

August 31 and September 1, 2004 in New York City, only about 13% of the spectrum 

opportunities were utilized [2]. The real issue in the spectrum debate appears to be 

focused more on efficiency rather than exploration of new frequencies. This motivates 

the increasing interest in capacity exploiting technologies like MIMO, Ultra 

Wideband or Cognitive Radio. These technologies could enable for next generation 

networks which aim at the convergence of digital contents (video, data, voice) 

towards IP-based networks and the diffusion of high-speed broadband access [3].

The Next Generation Networks will enable a number of key features that can be 

particularly beneficial to a wide array of potential services. While some of these 

services can be offered on existing platforms, others benefit from the advanced 

control, management, and signaling capabilities of NGNs. The most relevant ser-

vices we are likely to use in the near future are strictly related to the features offered 

by NGNs. They are:

•฀ Voice Telephony: NGNs will likely need to support various existing voice tele-

phony services (e.g., Call Waiting, Call Forwarding, Three-Way Calling).

•฀ Connectivity Services: Allows for the real-time establishment of connectivity 

between endpoints, along with various value-added features (e.g., bandwidth-

on-demand, connection reliable/resilient Switched Virtual Connections (SVCs), 

and bandwidth management/call admission control).



16112 Flexible and Dynamic Use of Spectrum

•฀ Multimedia Services: Allows multiple parties to interact using voice, video, 

and/or data. This allows customers to converse with each other while displaying 

visual information. It also allows for collaborative computing and groupware.

•฀ Virtual Private Networks (VPNs): Voice VPNs improve the interlocation net-

working capabilities of businesses by allowing large, geographically dispersed 

organizations to combine their existing private networks with portions of the 

PSTN, thus providing subscribers with uniform dialing capabilities. Data VPNs 

provide added security and networking features that allow customers to use a 

shared IP network as a VPN.

•฀ Public Network Computing (PNC): Provides public network-based computing 

services for businesses and consumers.

•฀ Unified Messaging: Supports the delivery of voice mail, email, fax mail, and 

pages through common interfaces. Through such interfaces, users will access, as 

well as be notified of various message types (voice mail, email, fax mail, etc.), 

independent of the means of access (i.e., wireline or mobile phone, computer, or 

wireless data device).

•฀ Information Brokering: Involves advertising, finding, and providing informa-

tion to match consumers with providers.

•฀ E-Commerce: Allows consumers to purchase goods and services electronically 

over the network.

•฀ Call Center Services: A subscriber could place a call to a call center agent by 

clicking on a Web page. The call could be routed to an appropriate agent, who 

could be located anywhere, even at home (i.e., virtual call centers).

•฀ Interactive Gaming: Offers consumers a way to meet online and establish inter-

active gaming sessions (e.g., video games).

•฀ Distributed Virtual Reality: Refers to technologically generated representa-

tions of real world events, people, places, experiences, etc., in which the partici-

pants and providers of the virtual experience are physically distributed. These 

services require sophisticated coordination of multiple, diverse resources.

•฀ Home Manager: With the advent of in-home networking and intelligent appli-

ances, these services could monitor and control home security systems, energy 

systems, home entertainment systems, and other home appliances.

All these services will be accessed both from fixed and mobile locations. In the 

latter case, innovations in wireless communication are essential. The path to next 

generation wireless communication is characterized by a few but challenging mile-

stones. One of them is the full IP convergence of all services. Several driving pro-

tocols and technologies are ready for the complete abstraction of transport to IP (i.e. 

VoIP, IP QoS, broadcasting and conferencing services over IP) but several issues 

are still open in their integration. Another key element of future generation systems 

is the context awareness giving access to communications services which depend 

on current user location and activity. VICOM project [4] collects many technolo-

gies in this area. The third milestone is the ubiquitous availability of large com-

munications resources. This last step is obtained through consistent improvements 

in transmission and reception techniques, the use of Shannon-limit achieving channel 
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coding, cooperative  techniques, spectrum sharing and dynamic spectrum access 

(DSA) through the adoption of the Cognitive Radio approach. Finally, a fourth 

challenging milestone for NGNs can be identified in the huge number of wireless 

devices that will be active in next decades. This aspect becomes critical considering 

that, in the 2020 time-frame, the estimated global population will be around seven 

billion people communicating through more than seven trillion wireless devices, 

[5]. In this futuristic, but likely, scenario it is absolutely necessary to think of a 

flexible technology able to guarantee the communication among this huge number 

of devices. The Cognitive Radio technology thanks to its flexibility and dynamic 

nature is one of the best candidate to solve this problem, allowing the wireless 

NGNs to exploit efficiently the scarce radio resources.

12.3  Cognitive Radio: The Last Frontier of Spectrum 

Exploitation

The term Cognitive Radio (CR) was introduced in [6] with reference to a commu-

nication system able to observe and learn from the surrounding environment as well 

as to implement and adapt its own transmission modalities also to user require-

ments. The concept of CR originated because of an increasing demand of broad-

band services and the scarcity of radio resources. Recent studies of the FCC 

Spectrum Policy Task Force demonstrate that a large amount of licensed bands are 

under-utilized [7], i.e., a lot of spectral resources are reserved for specific services, 

but, actually, they remain unused for most of the time or unused in several loca-

tions. From these studies, the possibility of a CR is envisaged, i.e., a system able to 

sense the electro magnetic environment (spectrum sensing), detect the spectral 

resources actually occupied in a given temporal interval and in a given location, and 

use the free bands (holes) for its own communication. The search for available 

resources is not limited to spectrum portions dedicated to unlicensed communica-

tions, but is also extended to licensed bands. In this case, a CR system, called the 

secondary system, must coexist with a primary system, i.e., the license owner, with-

out producing harmful interference. Both earth and satellite systems can be consid-

ered for the role of primary and secondary users.

A CR system assumes that there is an underlying hardware and software system 

infrastructure that is able to support the flexibility demanded by the cognitive algo-

rithms [8]. In this case, the abstraction of hardware capabilities for radio software 

architecture is a primary design issue because it is advisable to isolate the cognitive 

engine from the underlying hardware. In this context, the Software Defined Radio 

(SDR) represents the essential enabling technology for its characteristics. SDR is a 

methodology for the development of applications in a consistent and modular fash-

ion such that both software and hardware components can be promptly reused for 

different implementations. SDR technology can also provide an advanced manage-

ment of the available resources and facilitate the definition of interfaces for the 

coexistence of different communication services.
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Considering what has been said before, a CR approach turns out to be one of the 

most promising technologies which can help to overcome the constraints of the cur-

rent wireless systems in terms of efficient use of the spectrum resources and, there-

fore, it can play a key role in the development of a global access environment, where 

there are increasing number of user devices and decreasing free spectrum available.

12.4  Open Issues in CR Technologies

The Cognitive Radio idea of exploiting the unused spectrum is extremely powerful 

and efficient of flexibility in spectrum management. The use of licensed frequen-

cies by secondary users in a transparent way to primary users is quite complex. 

With transparent it means that cognitive radios terminals do not impair licensed 

users communications. There are three key issues in particular that make this prob-

lem particularly complex.

Firstly, there is the matter of sensing and detecting primary licensed users. This 

functionality is mandatory for CR terminals since through this process let them 

determine the presence or absence of licensed users. Technically speaking this can 

be done by estimating the noise temperature over a certain range of frequencies, 

and then determining eventual variations due to primary users. The issue is that not 

all primary users can be detected, but however they can be affected by interference 

due to transmission by secondary users.

Second issue is how the CR terminals access the spectral holes. Indeed, if a fre-

quency band is found unoccupied after sensing, there will be strong interference if all 

secondary users try to access to the same free resource without any control. Suited 

multiple access criteria must be defined in order to have the network working. Two 

different approaches can be pointed out to solve this issue: the first is given by heuristic 

methods which ca nbe quickly applied even if not optimal, whereas in the second 

approach game theory, which is a mathematical tool able to manage complex commu-

nications contexts, can be applied. Both methods will be presented in later sections.

Assuming that a channel access policy is able to resolve the second issue, the 

third issue is about the amount of information required to realize coordination 

between Cognitive Radios. Here a trade off has to be found between complete 

information, describing opportunely the environment of each CR terminal, and 

partial information to CR terminals which provides a less accurate description of 

the operating environment but it produces less overhead.

12.5  Heuristic Methods for Cognitive Radio

This section describes the potential benefits of the adoption of cognitive radio strat-

egy, based on an heuristic method, to the coexistence problem of different services 

and systems on the same radio bands. The basic model of a Cognitive Radio (CR) 
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system will be introduced and described as well as the assumptions made for the 

overall considered system. In this context, a CR system is defined by a secondary 

system which has to coexist with a primary system, which is the license owner, with-

out producing harmful interference. In this study the problem is formalized as a 

constrained maximum search, where the objective function is the rate of the  secondary 

system subject to the preservation of the primary system quality requirements.

12.5.1  Cognitive Radio Model

In the following, the model of the overall system, composed of a primary and of a 

secondary component, and the coexistence problem, i.e., the exploitation of radio 

resources unused by the primary system, are investigated.

All the considered systems are OFDM-based. Several reasons motivate to con-

sider OFDM as the principal candidate for implementing the physical layer of a CR 

system, ranging from its ability to combat multipath fading to a relatively simple 

way to manage spectrum occupancy.

Let ( )RxP k and ( )TxP k be the received and the transmitted power on the k th 

carrier of the system, 0,1, , 1= … −k K , with K total number of carriers, ( )C k the 

instantaneous channel matrix relative to the k th channel and xN  the noise power. 

The index x stands for either 1 (denoting the primary system) or 2 (the secondary 

system). The solution space is represented by the 2 ( )TP k power vector, obtained by 

the cognitive radio strategy. Fig. 12.1 depicts schematically the CR system.

The adopted cognitive strategy is derived for a secondary system which is able 

to collect all the relevant propagation information of both systems. The power vec-

tor transmitted by the primary system, the channel impulse response and the statis-

tical measures of the thermal noise are assumed to be known by the secondary 

system. The considered system is regulated by (12.1) and (12.2), where k  is the 

subcarrier index.

 1 1,1 1 2,1 2 1
( ) ( ) ( ) ( ) ( ) ( )

R T T
P k C k P k C k P k N k= + +  (12.1)

 
2 2,2 2 1,2 1 2
( ) ( ) ( ) ( ) ( ) ( )

R T T
P k C k P k C k P k N k= + +  (12.2)

Fig. 12.1 Cognitive scenario
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The problem can be formulated as a constrained multi-variable maximum 

search, where the objective function, namely R, is the secondary system bit-rate 

and the constraints are given by the minimum quality, in terms of maximum toler-

able BER, that must be assured for the primary and the secondary system. The 

objective function and the constraints are given by:
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In the (12.3), 
2 ( )b k indicates the value of the secondary bit-rate for the k th carrier. 

This is equal to 0  if the considered carrier is not used by the secondary system. 

Otherwise, it assumes a value depending on the modulation used. Constraints 

(12.4) and (12.5), instead, are derived according to the signal-to-noise-and-interfer-

ence ratio (SINR) at the secondary and primary receiver, respectively. Let 1,R min
SINR

and 2, 2( ( ))R minSINR b k be the minimum SINR values required for a reliable com-

munication, i.e., values that allow a given BER to be achieved, on a given carrier of 

the primary and secondary system, respectively. We assume that an adaptive modula-

tion is used for the secondary system, so that the 2, 2
( ( ))

R min
SINR b k  is a function of 

the number of bits delivered by the k th carrier, i.e., the modulation scheme used 

on the carrier (to be chosen from a given set). The primary receiver target quality 

is expressed by a given value of 1,R min
SINR , which results independent of 2 ( )b k (a 

QPSK modulation is assumed to be used by the primary system). During the itera-

tive allocation process the simpler modulation is considered first (e.g., QPSK) to 

compute 2,R min
SINR , and then, whenever possible, a modulation upgrade is per-

formed recursively (see the power allocation algorithm described below). According 

to the constraints (12.5) and (12.4), the power on the k th carrier of the secondary 

system is upper and lower bounded by the following expressions:
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The constraint in (12.6)  is the total amount of power transmitted by the second-

ary device. This is ruled by (12.6) and derived by regulatory limitations on the 

secondary transmission power.

The described constraints can sometime be contradictory: in this case the 

applied rule is to protect the primary service.

Regarding the quality constraint of the primary system, it is worth noting that for 

each subcarrier k  two possible cases may occur at the primary receiver. Let 

1,2R off
SINR be the signal-to-noise ratio experienced at the primary receiver before 

the secondary begins its transmission. The two possible cases are:

1. 1,2 1,
( )

R off R min
SINR k SINR<

2. 
1,2 1,

( )
R off R min

SINR k SINR≥

In the former case, the primary system does not reach the desired quality level on 

the k th carrier, so the primary does not use the carrier whereas the secondary sys-

tem can fully exploit it. In the latter case, the primary system reaches the desired 

minimum SINR and eventually provides a useful margin to be exploited by the 

secondary.

The underlying idea of the proposed resource allocation strategy is to create a 

power allocation vector for the secondary allocation which is, then, iteratively 

updated until a stop condition is reached (i.e., when the total amount of secondary 

power is reached or the constraint is violated).

The allocation procedure is an iterative process where the instantaneous sec-

ondary resources at iteration n are represented by two vectors, an integer vector 
( )nb  and a real valued vector 

( )

2

n

TP , representing respectively the modulation and 

the allocated power for each subcarrier. The possible values of 
( )( ) nb k are 

{0,2,4,6}  which identify an unallocated carrier, a QPSK, a 16-QAM and a 

64-QAM symbol on the k th carrier, in that order. An auxiliary vector ( )nd  rep-

resents the amount of power, at iteration n , necessary to increase the rate of the 

secondary system on each carrier. The rate increments are those that, if applied, 

change the corresponding value of ( )b k  from 0 to 2 (activation of the carrier 

with a QPSK symbol), from 2 to 4 (modulation upgrade from QPSK to 

16-QAM), from 4 to 6 (modulation upgrade from 16-QAM to 64-QAM). The 

algorithm is as follows:

Step 0:  0=n , 
(0)b and 

(0)

2TP  are initialized to all-zero vectors of length N  (no car-

rier allocated to the secondary).

Step 1:  
( )nd  is computed taking into account the constraints in (12.8) and (12.7), 

as well as the current allocation ( )nb  and 
( )

2

n

TP . The carriers where the 

lower power constraint is greater than the upper one are marked as 

“unusable”.

Step 2:  find the carrier for which a rate increment is possible with the lowest amount 

of secondary power, i.e. ( )ˆ arg ( )= n

k
k min d k  (excluding the unusable 

 carriers and those already allocated with the highest modulation order).

Step 3:  if a valid k̂  has been found, allocate the carrier by defining the modulation:
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( )
( 1)

( )

ˆ( ) 2 if k = ,
( )

( ) otherwise.

+  +
= 

n
n

n

b k k
b k

b k

 and the corresponding power:

( ) ( )
( 1) 2
2 ( )

2

ˆ( ) ( ) if k = ,
( )

( ) otherwise.

+  +
= 

n n
n T

T n

T

P k d k k
P k

P k

Step 4:  increase the iteration index n

Step 5:  compute the total amount of power allocated to the secondary; if 
( )

2 2,( )n

T T totk
P k P≤∑  than go back to Step 1, otherwise use the allocation 

vectors ( )nb  and 
( )

2

n

TP .

It is worth noting that at each iteration there are two possible choices: allocate a 

new carrier to the secondary with a QPSK modulation or perform a modulation 

upgrade (e.g., QPSK to 16-QAM or 16-QAM to 64-QAM) on a carrier already 

allocated to the secondary service. The choices are equivalent in terms of rate incre-

ment and it is selected the one with the minimum required power.

12.5.2  Application Scenarios

Cognitive Radio strategies are strictly related to their operating environment. In this 

section, two scenarios are described: a fully terrestrial and a mixed satellite/terres-

trial scenario. Fig. 12.2 depicts schematically the mixed terrestrial-satellite sce-

nario. The considered scenarios have the objectives to investigate the coexistence 

problem, following the model illustrated previously. A terrestrial infrastructure or a 

satellite system, considered as primary systems, have to coexist with a mesh-based 

terrestrial telecommunication service. All the considered systems are OFDM based, 

but they exhibit different propagation conditions.

12.5.2.1  Fully Terrestrial Context

The first scenario is composed of a licensed primary system and a “cognitive” sec-

ondary system. Both are terrestrial systems and are characterized by a single transmit-

ter and a single receiver. The two systems are not independent since they share the 

same radio resource. The signal from each transmitter represents an interfering com-

ponent to the other system receiver. The secondary system operates with OFDM with 

the same carrier spacing as the primary one. It has, however, a more flexible power 

allocation scheme. Being cognitive, the operating parameters like frequency, modula-

tion and power are modified by its software radio implementation. The possible 
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modulations for the considered secondary system are QPSK, 16-QAM and 64-QAM. 

With a constant bit error probability, the minimum required signal-to-noise ratio 

depends on the modulation order. The actual transmission mode is automatically 

selected by the secondary device based on the available sensed information.

12.5.2.2  Channel Model

The received signal is corrupted by different phenomena: a path loss term due to 

the transmitted distance calculated at the middle-band frequency, and multi-path 

fading due to the propagation environment and terminal motion. The path loss is 

modeled by:

 0

4
10

α
 π

=  λ 10

d
L log dB

 

(12.9)

where the exponent α  models the attenuation dependence from the distance, 
0λ  

is the central frequency wavelength and d  is the transmitter distance from the 

receiver. In the time-domain the channel exposes a finite impulse response of L

Fig. 12.2 A cognitive scenario for mixed terrestrial-satellite emergency communications
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samples, resulting in a frequency selective channel response. A tapped-delay line 

model with Rayleigh distributed coefficients has been adopted. The power delay 

profile is exponential as follows:

 2 −βσ = n

n e  (12.10)

where 
2σn  is the variance of the n -th coefficient and β  is computed for a normalized 

mean power response.

12.5.2.3  Mixed Terrestrial/Satellite Context

Differently from the case previously described, the second scenario is mixed, i.e. it 

is characterized by a licensed primary satellite system and a “cognitive” secondary 

terrestrial system. The primary system is a mobile satellite system based on 

DVB-SH standard [9], while the secondary system is a terrestrial wireless meshed 

network that can be used in emergency situations. The two considered systems 

work in L band (0.39–1.55 GHz) and exploit a context of coexistence in which the 

secondary one is allowed to take resources from another system without interfering 

with its normal operations.

12.5.2.4  Channel Model

The propagation channel for the considered mobile satellite channel at L-band is 

the Lutz (et al.) model [10]. It is based on a two-state (GOOD-BAD) Markov-chain 

for the fading process. According to this class of models, the amplitude of the fad-

ing envelope is divided into fast and slow fading. Slow fading events, normally due 

to large obstacles, are modelled as a finite state machine. Fast fading events, due to 

the irregularity of the obstacles (e.g., vegetative shadowing) and the multipath 

propagation phenomenon can be additionally represented as superimposed random 

variations that follow a given probability density function (PDF) for each state. This 

channel, differently from the previous one, has a flat frequency response. Also in 

this case, the path loss term due to the transmitted distance calculated at the middle-

band frequency, has to be considered in the channel model.

12.5.3  Performance

In the following, the proposed CR strategy is validated through computer simula-

tions for both considered scenarios. The terrestrial propagation exponent ( α ) is 

considered equal to 3.0 , valid for a medium density urban scenario while for the 

satellite scenario the value of α  is assumed to be 2.0 . It is assumed that the num-

ber of carriers is 128=K  for the fully terrestrial scenario and 853=K  for the 

mixed terrestrial/satellite case.
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12.5.3.1  Fully Terrestrial Context

The performance of the fully terrestrial scenario has been evaluated considering the 

achieved rate of the secondary system as the main performance index. Simulations have 

been conducted for six target BER  values of the secondary system, from  310−  to  
810−

 and for three 0/bE N  values for the primary receiver equal to 10, 15 and 20 dB. 

The primary achieved rate depends only on the primary received  0/bE N , since 

the cognitive radio strategy always preserves the primary rate.

The considered context has terminal displacements as shown in Fig. 12.3. Units 

are normalized to the primary distances.

The performance of the secondary system heavily depends on its target BER  

and on the primary working point. In Figs. 12.4 and 12.5, for both considered 

displacements and each 0/bE N  value of the primary, we show the BER  values in 

log-scale function of the achieved secondary rate. In the first case (Case A), i.e. 

where the secondary terminals are further from the primary system, it is worth not-

ing that, for a fixed BER , the achieved rate increases as the primary SNR

increases. This is a well known limitation of cognitive radio systems, where low 

SNRs  at the primary heavily impair the secondary achievable performances.

In the second case (Case B), where the two systems are closer, it can be noted 

that the outcomes are different in comparison to the Case A. In fact, for a fixed 

BER , the achieved rate increases as the primary SNR  decreases. This is due to the 

closeness between the two systems. In this case, the interference of the secondary 

is higher than in Case A. The secondary can use only the carriers that the primary 

discards because of the fading and these increase as the primary SNR  decreases.

Another interesting element is represented by the modification of the experi-

mented SINRs  at the primary and secondary receivers before and after secondary 

[Case A] [Case B]

Fig. 12.3 Fully terrestrial terminals displacements: polar representation of the different distances 

considered
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transmission. Fig. 12.6 shows for the Case A and for each subcarrier, the primary 

(left) and secondary (right) SINR  (named SIR  in the Figure) before and after 

secondary activation, for a fixed secondary BER .The considered primary 0/bE N

values are 10, 15 and 20 dB, whereas the secondary BER  is fixed to 310− . The 

dashed line represents the SINR  before the secondary activation. The channel 

frequency selectivity provides a variable response for both systems. The cognitive 

process places power where the secondary channel is in a good state, and after its 

activation, the corresponding primary SINR  lowers (i.e. the interference from the 

secondary increases). As can be seen, the larger is the 0/bE N , the larger is the 

number of carriers where the secondary is allowed to allocate power. This explains 

the operating point dependence in Fig. 12.4.

12.5.3.2  Mixed Terrestrial/Satellite Context

Also for the mixed terrestrial/satellite scenario, as the main performance index, the 

achieved rate of the secondary terrestrial system has been considered. In this case, 

the six target BER  values of the secondary system are different from the fully ter-

restrial scenario and they are: 
2 3 3 4 4 510 ,5·10 ,10 ,5·10 ,10 ,5·10− − − − − −

; the three  

0/bE N  values for the primary receiver are, instead, the same as the previous sce-

nario: 10, 15 and 20 dB.
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For this context, two different environments, CITY and HIGHWAY, have been 

considered. The terminal displacements are shown in Fig. 12.7. As it can be seen, the 

secondary terminals, 2Tx  and 2Rx , are fixed and their distance is set to 50.0  m while 

the receiver of the primary system, 1Rx , approaches the secondary cluster at different 

distances. The performance has been evaluated for three distance values among the 

three terminals: 100 100 50− −  m, 70 70 50− −  m and 25 25 50− −  m.

In Fig. 12.8, for each distance and for each 0/bE N  value of the primary, we 

show the secondary rate value in the CITY environment with the target BER  equal 

Fig. 12.7 Terminals displacements: polar representation of the different distances considered
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to 
210−

. It is important to note that as the distances decreases, the secondary rate 

decreases as well. As already discussed, this is due to the increase of the interference 

between the two systems and the lower power that the secondary can utilize when 

it is approaching the primary in order to protect the licensed service.

Another interesting element is to consider the rate performance for the two 

analysed environments. In Fig. 12.9, it can be seen that the achieved secondary rate 

is lower in the CITY case. This is due to the presence of a strong shadowing result-

ing in a impaired reception of the primary signal. The cognitive strategy has to 

guarantee the primary rate so the secondary has to minimize its transmission.

12.6  How Game Theory Can Help Cognitive Radio

Very often mathematics provide powerful instruments to deal with complex prob-

lems that appear unsolvable at first sight. In a cognitive radio operative environ-

ment, the following situation can be found: a certain number of unoccupied 

frequency bands, i.e. spectrum holes, potentially available for cognitive termi-

nals. Assuming the existence of an infrastructure based communication system 

with centralized resource allocation for cognitive users, it would solve most 

0
10 15 20

Rate comparison for different environment (50 50 50) for Pe= 10–2

Eb/N0

0.2

0.4

0.6

R
a
te

 [
M

b
/s

]

0.8

1

1.2

1.4
city
highway

Fig. 12.9 Rate versus 
0/bE N for different environments



17512 Flexible and Dynamic Use of Spectrum

problem related to the occupation of spectrum holes. Actually, the former 

 solution is not so convenient since a high number of CR terminals would imply 

a huge amount of data exchange with the system base station, resulting in cor-

responding decrease of data throughput. Furthermore each cognitive terminal 

senses the operating environment which differs from the other terminals one, 

e.g., a cognitive radio could detect several spectrum holes while a CR terminal 

nearby could detect only one available hole because it is surrounded by a number 

of licensed users.

It is clear that in such a case, the problem must be approached differently. 

Instead of an infrastructure based system managing the radio resources as well, it 

could be better to distribute the occupation of the spectrum holes. Therefore, there 

is a need for a tool able to analyze and model the contention of radio resources. 

Mathematics can help us with the former issue providing a really suitable instru-

ment: the Game Theory.

The Game Theory is a mathematical tool proposed by John von Neumann in the 

last century. It rose to the rank of a discipline after the von Neumann and 

Morgenstern’s book [11]. At the beginning it was created mainly to analyze eco-

nomic situations in order to study what would be the result of interaction between 

many users, e.g. a bid for a good, or the battle of prices between two or more indus-

tries. Morgenstern and von Neumann dealt with only cooperative games. Afterwards, 

Game Theory developed through the concept of Nash Equilibrium as solution 

for non-cooperative games defined by the mathematician J.F. Nash. The Nash 

Equilibrium idea made the whole theory interesting for various applications: 

mainly economics but also social sciences, politics, evolutionary biology, and in the 

last decade also wireless communications.

The idea of a distributed management of spectrum holes makes the Game 

Theory particularly suitable for its analysis. The attractiveness of the Game Theory 

is because, differently from the decision theory, it deals with several agent interac-

tions instead of considering only one. In particular, the main difference with the 

decision theory is the dependence of the outcome on the interaction under study. In 

fact, while in decision theory a situation where the choice of a unique agent directly 

affects its outcome, the Game Theory analyzes situations with multiple agents 

where the outcome achieved by one agent (also referred to as player) strictly 

depends on both its own choices and the other players actions. The game theory 

finds a natural application in cognitive radio as a modeling tool to analyze how the 

resources and the channel access are shared between the terminals. Considering 

Mitola’s original cognitive radio tasks, the game theory role is to translate the 

observations, orientations and preferences of the cognitive terminals into decisions. 

These decisions can be taken by cognitive radios opportunistically or in a coopera-

tive way. This consideration marks the difference between application of non-

cooperative or cooperative game theory approach in a cognitive radio based 

network.
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12.6.1  Basic Elements and Different Types of Games

The application of game theory implies the formulation of a mathematical frame-

work since now referred to as game. The main elements of a game, independent of 

its cooperative or non-cooperative nature, are:

The number of active players looking for radio resources•฀

A set of strategies players can choose from•฀

A set of payoff functions mapping the vector of strategies chosen by all the •฀

 players into a preference parameter or number

In the cognitive radio context the players are the cognitive terminals operating 

within a certain area and in a given frequency band as secondary users. The set of 

strategies available to each player is settled by all actions a player can take. In a 

telecommunications context, some possible actions are the choices of transmission 

parameters e.g. modulation, coding rate, transmission power, time slot to occupy, 

amount of bandwidth to be used. Of course the action to be undertaken can imply 

the choice of just one or more parameters. How many quantities are involved in 

the decision process is up to the cognitive radio network designer; it has to be 

remembered however that more parameters are considered in the game framework, 

more complex it becomes to find a solution. In fact, keeping into account more 

options to choose from, results in a huge increase in the total number of strategy 

combinations and in solution computation times, as well. So a proper game theory 

based decision framework for cognitive radio must consider a tradeoff between 

potential high performances achieved with an accurate model and the implementa-

tion feasibility of the same model. As far as the payoff functions are concerned, 

they translate the vector of the adopted strategies by all players, i.e. a vector of real 

numbers, into a real value representing the level of satisfaction for the outcome 

achieved. The key element of the game theory emerges right here: a change of 

strategy by one player affects the real value given by payoff functions of the other 

players. This aspect makes the payoff functions the decisions engine of the whole 

framework; indeed for a player, through them, it is possible to analyze the struc-

ture of the game evaluating the most convenient strategies given the opponent 

strategies.

It is possible to point out several typologies of games, each one with well 

defined features, [12 and 13]. In the following some of them are described:

Non-cooperative games•฀

Potential games•฀

Repeated games•฀

Cooperative games•฀

Hierarchical games•฀

Stochastic games•฀

Non-cooperative games they are mostly used in applications. They are suitable to 

model interactions having the following features: firstly, each player behaves in a 
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selfish way, assuming the context under study is non-cooperative. Secondly, no 

agreements or coalitions are possible; in third place each player acts independently, 

i.e. it is not conditioned or piloted by other players in its decision; the interaction 

between players happens only once. The solution for non-cooperative games is bet-

ter known as Nash Equilibrium point [14]. Nash Equilibrium can be described as 

the point, in terms of vector of strategies, at which no user achieves gain deviating 

from it. Formally Nash Equilibrium, in terms of payoff value for the i-th player, is 

defined in the following way:

 
* * *( , ) ( , )i i i iu s u s− −≥

i i
s s

 (12.11)

where : →N

iu R R  is the payoff function for the i-th user, is  is the strategy 

adopted by i-th user, and 
*

−i
s  is the vector of best strategies available for the oppo-

nents. Nash Equilibrium requires existence conditions in terms of payoff functions 

and strategies.

Potential games they are a different approach to games in strategic form, [13], 

which is one possible representation for game theory framework. Potential games 

are so called because it is possible to define a potential function, valid for all play-

ers, mapping a given strategies profile into a unique real number. Furthermore it has 

been demonstrated the strategies profile maximizing the value given by potential 

function corresponds exactly with Nash Equilibrium. Then it is opportune to threat 

a game as a potential game when the formulation allows it, since the advantages can 

derive from the potential function: it is more practical to deal with a unique function 

to maximize instead of researching for an equilibrium point satisfying (12.11) into 

the strategy space.

Repeated games they are suitable to model situations where the players interact 

more than once, [12]. Repeated games can treat both finite and infinite number of 

iterations, with differences in terms of the equilibrium point that is reached. A 

repeated game is created from a game in strategic form, keeping constant the num-

ber of players and the available strategies. As far as it concerns the utility functions 

since the game is structured in stages there are two possibilities: keeping into 

account in payoff functions the result achieved in the former stages, or forgetting 

completely what happened before; the latter one is the subclass of myopic repeated 

games, where players concentrate only on the present situation not considering 

neither the future nor the past outcomes.

Cooperative games they are proper to model interactions where the scopes of 

participants are not the same but they are neither opposed, [14]. Differently from 

non-cooperative ones, in cooperative games players are able to reach a constraining 

agreement and respect it. Players can coordinate on the agreement exchanging 

reciprocal informations. This class of games do not have the Nash Equilibrium as 

solution, but a point with different characteristics known as Nash Bargaining Point. 

Differently from the Nash Equilibrium, this new solution point is Pareto-optimal 

and, with specific payoff functions, it guarantees fairness for the players.
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Hierarchical games they have been thought to analyze situations where there are 

two classes of players organized hierarchically: manager users and common users, 

[13]. A common user is typically located in a group of players administrated by a 

manager. Common users within a group interact between them but not with man-

ager players. Managers can determine the game parameters and rules in their own 

group and interact with the other managers; moreover common user payoffs are 

involved in the payoff function of their manager. Then the equilibrium concerns 

both master and common users, and actually it is not trivial to find a solution for 

this class of games.

Stochastic games they represent a more complex game theory framework which 

further encompasses the concept of probability, [16]. That is possible extending the 

basic elements of a game with two additions: a set of states, which is the result of 

the product of states available for each player, and a set of transition function which 

expresses the probability to pass from one of the available states to another when a 

certain profile of strategies is played by the players of the game. Stochastic games 

are actually a generalization of a Markov decision process that can be seen as a 

stochastic game with only one player.

12.6.2  Example of Application to Telecommunications

It is interesting to point out a possible application of the game theory in a cognitive 

radio context. In the following a simple and intuitive example is provided. An 

FDMA based cognitive radio network where two cognitive terminals are competing 

for three FDMA slots is considered in Figs. 12.10 and 12.11. The figures represent 

two possible situations in terms of strategic choices performed by cognitive radio 

terminals: in the first one, Fig. 12.10, terminal B occupies two FDMA slots while 

terminal A occupies just one slot; in the second figure, Fig. 12.11, both terminals 

Fig. 12.10 Game theory application example: Case A



17912 Flexible and Dynamic Use of Spectrum

simultaneously access two FDMA slots, impairing the transmission on the common 

slot. It is worth noting that it has been assumed the terminal A starts the slot occupa-

tion from slot number 1  and afterwards it can further occupy the slot number 2 ; 

differently the terminal B starts the slot occupation from slot number 3  and 

afterwards it can further occupy slot number 2 . This assumption avoids to com-

plicate the model and it allows to study a reduced number of cases for the game 

outcome.

It is considered that the Cognitive terminals are the players of the game and 

the number of FDMA slots eligible for occupation are the object of the strategies 

available to players. It is assumed that there are three adjacent FDMA slots 

available. The game is simplified assuming the players have only two strategies: 

to occupy one slot or to occupy two slots. Furthermore it is assumed that the 

game is played only once and no communication is present. As for the payoff 

functions, the following three rules to assign revenues to the two players are 

imposed:

 1. A player has a positive gain equal to 3 for each FDMA slot occupied.

 2. A player has a penalization equal to 2 for each slot which is also occupied by the 

other terminal, i.e. the gain is negative.

 3. Every player has a positive gain equal to 2 for each slot left free.

The fixed payoff values represent actually the logic of the game. In fact, the gain of 

3 for each slot achieved gives convenience to players to occupy as many slots as 

possible, and this aspect points out that the created game is actually non-coopera-

tive. By the way, in order to compensate the impairing tendency to occupy all the 

slots a penalization value of 2 has been introduced, in case of interference, in order 

to dissuade this kind of behavior. Furthermore, in this model particular importance 

is given to those outcomes of the game that leave one slot free for other users, and 

actually this leaves a possible cooperative approach to a game originally thought as 

non-cooperative. This will be more evident when the possible solutions will be 

Fig. 12.11 Game theory application example: Case B
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described. In Table 12.1, the game of allocating FDMA slots is illustrated, given the 

considered rules.

The rows of the table are the strategies for cognitive radio terminal A, while the 

columns are available strategies for CR terminal B. The pair of values within brack-

ets are payoff values achieved by players: on the left-side is relative to terminal A, 

the right-side to terminal B. This game is known in literature as prisoner’s dilemma 

and it is has been exhaustively analyzed. According to the Nash Equilibrium defini-

tion, given by equation (12.11), and payoffs of Table 12.1, the equilibrium point of 

the game is achieved when both users occupy two FDMA slots. This equilibrium 

point is evidently the sub-optimal one, since the optimal equilibrium point in this 

case is achieved when both users choose to occupy only one slot, e.g. payoff 

achieved by both users equal to 5. Allowing communication and coordination 

between players, and considering as solution of the game, instead of Nash 

Equilibrium definition (12.11), the Pareto-optimal point, i.e. the Nash Bargaining 

point, this can be solved with a cooperative approach. By a practical point of view, 

this last approach can be addressed as cooperative because it avoids interference 

between the two players and, more fundamentally, it leaves free one FDMA slot 

perhaps for another incoming terminal.

12.7  Conclusions and Trends

The ever increasing demand for new and improved services is deeply changing the 

telecommunication industry. Radio access is no longer considered as the bottleneck 

of the information delivery chain, but a new opportunity for mobile broadband 

services. In this framework, the efficient use of spectrum resources plays a funda-

mental role in the deployment of future generation networks and in the fulfillment 

of the globalization process. A new gold rush has begun. But flexibility in spectrum 

usage is not only an “engineering” issue: it also represents a great social and eco-

nomic opportunity for emerging countries. Universal radio devices have the poten-

tials of the global market, with a compact (but smart) production load. This aspect 

can be successfully exploited by emerging economies willing to gain a position in 

the global communication industry.

The dynamic and flexible use of the radio spectrum is the key enabling technology 

for the universal abstraction of the network access. The connection between commu-

nication services and their transport mechanism is finally broken, allowing users to 

use their services without concerns about geographical position, motion, situation and 

device capability. The “perfect” communication service is only a few years away.

Table 12.1 Matrix representation of the game for FDMA slots

Terminal B 

occupies 1 slot

Terminal B 

occupies 2 slots

Terminal A occupies 1 slot (5, 5) (3, 6)

Terminal A occupies 2 slots (6, 3) (4, 4)
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Cognitive radio is the most effective solution to the widespread waste of radio 

resources due to the poor utilization of large licensed bands. Digital television, 

video compression and dynamic resource management tend to compact licensed 

spectrum creating the basis for this new paradigm of radio access. Cognitive radio 

has two main approaches: heuristic and gaming. The heuristic method allows 

devices in a clear and defined context to efficiently use free spectrum holes, without 

interfering with the licensed communication services. Examples in both satellite 

and terrestrial scenarios have been provided. Game theory gives another perspec-

tive to CR systems. In games, players subject to a set of rules can take decisions 

even if they are in complex situations. When applied to CR, game theory can solve 

complex coexistence scenarios with distributed decisions, actually inserting some 

intelligent functions into devices. A game theoretic approach to CR is described, 

showing basic principles and specific proposals from the scientific community.

In conclusion, a new telecommunications era is approaching, being character-

ized by a large platform of new services and a powerful convergence of access 

technologies into a unified universal network. A flexible use of spectrum represents 

the required milestone in this evolution and the CR can be the key concept to carry 

it out.
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13.1  Introduction

The number of mobile subscribers is expected to exceed 5 billion by the end of 

2015: a key to attract such a huge number of users is to make them experience new 

multimedia services with a very high bit rate. In fact, the currently available bit 

rates do not encourage usage of today’s services like video downloading, as the 

video downloads can take tens of minutes, if not hours. The foreseen mobile market 

growth is shown in Fig. 13.1 [1]. Furthermore, the number of wireless devices is 

expected to be around 7 trillion by 2017 [2].

To achieve the increase in data rates necessary to enlarge the mobile market and 

to make possible the coexistence of such a large number of devices, a much better 

exploitation of the common frequency spectrum than the one employed today, will 

be necessary for the future generations of wireless communications.

So far a large part of the spectrum has been allocated according to the first-come, 

first-served principle with broadcast radio and TV getting the most desirable bands. 

Likewise frequency band has been allocated for military and medical uses. For the 

future cellular technologies and for the wireless technologies in general -WiMAX/

Wi- Fi/ZigBee/Bluetooth – communication quantity is expected to increase dra-

matically in relation to the future new wireless applications. Despite the radio and 

wireless technology having developed significantly in the last decades, the problem 

of the scarce spectrum for general civilian purposes has increased. It is more than 

ever important – and in the long run necessary – to get a much better frequency 

access and frequency spectrum usage [3].

Around the year 2000 a new idea was launched concerning improvements on 

exploiting the frequency spectrum: Cognitive Radio (CR) technology. Cognitive 
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radio is the integration of software radio and machine intelligence. The term, 

coined by Joe Mitola, describes a radio communications paradigm where a network 

or individual nodes change communications parameters to adapt to a changing 

environment that includes both external factors like spectrum usage, and internal 

factors like user behavior. It blends the promises of artificial intelligence and of 

Software Defined Radio (SDR). Science often advances through the exploration of 

inspired metaphors like this one [4].

CR is built on top of a SDR [5], and can be defined as an intelligent wireless 

communication system that is aware of its environment and uses the methodology 

of understanding-by-building to learn from the environment and adapt to statistical 

variations in the input stimuli, with two primary objectives in mind [6]:

Highly reliable communication whenever and wherever needed•฀

Efficient utilization of radio spectrum•฀

A CR is looking for virtual unlicensed spectrum bands, i.e., bands to be shared 

between primary licensed users (Primary Users (PU)) and secondary unlicensed 

users (Secondary Users (SU)), on a non-interfering basis, i.e., without any activity 

to or from PUs at present [3]. CR techniques provide the capability to use or share 

the spectrum in an opportunistic manner. Dynamic spectrum access techniques 

allow the CR to operate in the best available channel [7].

A CR must [8]:

Recognize the needs of the user.•฀

Understand the limitations imposed on the radio operation by the channel and •฀

external environment.

Realize its own limitations in flexibility and power.•฀

Conform to local regulations and policy.•฀

The remainder of the chapter is organized as follows: in Section 13.2 a general 

overview of CR technology from several points of is be given. In Section 13.3 the 

concepts of Spectrum Sharing (SpS) and Flexible Spectrum Usage (FSU) will be 
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introduced, and then we discuss these issues to configure concrete study case. 

A few challenges we face when dealing with a very large spectrum are pointed out 

in Section 13.4. Some interesting issues to be investigated are introduced as exam-

ples of the challenges and benefits related to CR in Section 13.5. Considerations 

about possible future scenarios of applications of CR and related challenges are 

provided in Section 13.6. Finally, while conclude the chapter in Section 13.7.

13.2  Cognitive Radios from Different Perspectives

13.2.1  Towards the “Real” 4G: IMT-Advanced

IMT – Advanced (IMT-A) is a concept from International Telecommunication 

Union (ITU) for mobile communication systems with capabilities which go further 

than those of IMT-2000. IMT-A was previously known as “systems beyond IMT-

2000”. It is foreseen that the development of IMT-2000 will reach a limit of around 

30 Mbps.

In the vision of the ITU, there may be a need for a new wireless access technol-

ogy to be developed around the year 2010 capable of supporting even higher data 

rates than 30 Mbps with high mobility, which could be widely deployed around the 

year 2015 in some countries. The new capabilities of these IMT-A systems are 

envisaged to handle a wide range of supported data rates according to economic and 

service demands in multi-user environments, with target peak data rates of up to 

approximately 100 Mbps for high mobility such as mobile access, and up to 

approximately 1 Gbps for low mobility such as nomadic/local wireless access [9].

To support this wide variety of services, it may be necessary for IMT-A to have 

different radio interfaces and frequency bands for mobile access and for new 

nomadic/local area wireless access. The band which is envisaged to be needed to 

provide the afore-mentioned very high rates, is in the order of 100 MHz, and likely 

such a high band will not be available for each operator of a country, which means 

that some kind of flexible and smart spectrum usage among different operators and 

networks will be needed.

A key component enabling this “peaceful” coexistence between systems and 

networks in the same bandwidth is the so called Spectrum Sharing (SpS), which 

could be broadly classified as follows:

Inter-system SpS, allowing the coexistence of different Radio Access Technology •฀

(RAT)s

Inter-network SpS, allowing the coexistence of different operators/networks•฀

Intra-network SpS, allowing the coexistence of different cells owned by the •฀

same network, and operating with the same RAT (we could identify this kind of 

sharing as multi-cell Radio Resource Management (RRM))

In Section 11.3, deeper and further considerations on spectrum sharing will be 

provided.
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13.2.2  CR from PHY Point of View

Orthogonal Frequency Division Multiplexing (OFDM) is probably the best Physical 

Layer (PHY) candidate for wideband CR systems because it allows achieving the 

Shannon channel capacity in a fragmented spectrum. A CR identifies unused spec-

trum segments in a target primary user sub-band through spectrum sensing.

CRs are designed to be aware of and sensitive to the changes in their surround-

ings. The spectrum sensing function enables the cognitive radio to adapt to its envi-

ronment by detecting spectrum holes [8, 10]. The most efficient way to detect 

spectrum holes is to detect primary users receiving data within the communication 

range of a CR user. In reality, however, it is difficult for a cognitive radio to have a 

direct measurement of a channel between a primary receiver and a transmitter. That 

is why most current work focuses on primary transmitter detection based on local 

observations by secondary users. Generally, the spectrum sensing techniques can be 

classified as [8]:

Transmitter detection: matched filter detection, energy detection, cyclo-station-•฀

ary feature detection

Cooperative detection•฀

Inteference-based detection•฀

Another PHY aspect related to CR is Adjacent Channel Leakage (ACL): to 

ensure successful operation, a CR must minimize the interference to the primary 

user bands by reducing the ACL. In [10], two ACL mechanisms have been identi-

fied: signal time-domain truncation and transmission nonlinearity. ACL due to 

signal time-domain truncation is unavoidable but it can be controlled through 

proper system parameter choices.

For time-domain signals, the parameters affecting ACL include: guard interval 

size, pulse shaping filter roll-off, truncation window width, and truncation win-

dow roll-off. For OFDM, the parameters affecting ACL include: guard band size, 

subchannel spacing, OFDM symbol window width, and OFDM symbol window 

roll-off [10].

13.2.3  CR from RRM and MAC Point of View

To discuss the Medium Access Control (MAC) issues related to CR, let us consider 

the new IEEE 802.22 standard. The 802.22 MAC is very flexible, and can provide 

an adequate service to secondary users while enforcing the necessary incumbent 

protection mechanisms [11].

Effective coexistence is one of the key responsibilities of a CR. Within the con-

text of 802.22, coexistence has two facets: coexistence with incumbents and self-

coexistence. Coexistence with incumbents deals with Dynamic Spectrum Allocation 

(DSA) mechanisms for a reliable, efficient, and timely detection of primary 
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services or white spaces, followed by a network recovery procedure once these 

incumbents are detected. In contrast, self-coexistence addresses Dynamic Spectrum 

Sharing (DSS) amongst collocated 802.22 cells. Self-coexistence in 802.22 is a 

critical issue given its unlicensed operation and its very large coverage range.

Regardless of which coexistence method is used, a solid and flexible measure-

ment and spectrum management component is of great importance. This involves 

mechanisms by which nodes cooperate in performing channel measurements (spec-

trum sensing), measurement reports are generated and communicated (spectrum 

analysis), decisions are made as to which channels to use, when, and for how long 

(spectrum management or decision).

13.2.4  Software Defined Radios

An SDR system is a radio communication system which can tune to any frequency 

band and receive any modulation across a large frequency spectrum by means of 

programmable hardware which is controlled by software.

The goal of research on SDRs is to produce a radio that can receive and transmit 

when there is a change in the radio protocol, simply by running new software. In 

the future advanced SDR the antenna will remain the only band specific item.

SDRs can currently be used to implement simple radio modem technologies, but in 

the long run, software-defined radio is expected by its proponents to become the domi-

nant technology in radio communications: SDRs will likely be the enabler of CRs.

13.3  Spectrum Sharing and Flexible Spectrum Usage

The functionalities to enable spectrum-aware communication protocols are [7]:

Spectrum sensing: aims at detecting unused spectrum and sharing the spectrum •฀

with other operators and networks, without harmful interference

Spectrum management: aims at capturing the best available spectrum to meet •฀

user communication requirements

Spectrum mobility: aims at maintaining seamless communication requirements •฀

during the transition to better spectrum

Spectrum sharing: aims at providing a fair and efficient spectrum scheduling •฀

method among coexisting operators and networks

13.3.1  Classification

We will adopt the terminology used in WINNER project [12]. Inter-system 

Spectrum Sharing (SpS) refers to the peaceful use of the same frequency band by 

multiple radio access systems using different RATs. FSU refers to the use of the 
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same frequency band by radio access systems using the same RAT. It can further 

be classified into:

Intra-system FSU, referring to the use of the same frequency band by multiple •฀

Radio Access Networks (RANs), operated by different operators;

Intra-RAN FSU, referring to methods increasing the spectrum use efficiency and •฀

flexibility within a single RAN, e.g. a spectrum re-allocation among neighbor-

ing and overlapping cells.

If two or more radio systems (using the same or different RAT) are to be 

 operated in the same frequency band, the basic possibilities for peaceful coexis-

tence are

Time separation: systems transmit at different times.•฀

Frequency separation: systems transmit at different frequencies.•฀

Space separation: path loss from the transmit antennas of one system to the •฀

receive antennas of another system is sufficiently high to attenuate the interfer-

ing signal. This can be achieved with e.g. with directional antennas.

FSU and SpS can be considered from different viewpoints. From the number 

and type of involved systems viewpoint (by expanding the set of involved systems, 

the possible benefits from FSU and SpS increase, but at the price of added complex-

ity), we can have the following cases:

Several RANs with same RAT of one operator•฀

Several RANs with same RAT of several operators•฀

All kind of Beyond 3rd Generation (B3G) systems•฀

All systems operating in a certain frequency band•฀

One can have several degrees of coordination:

None: no exchange of information is possible among the involved systems•฀

One-way: one system might obtain information about the spectrum use of the •฀

other, but not vice-versa

Two-ways: all systems are informed about the spectrum use of all other systems. •฀

The assumption in this case is that signaling between systems is possible, 

enabling the possibility of negotiations

Joint Radio Resource Management (JRRM): it refers to the presence of a central •฀

entity managing the radio resources of all involved systems

Several hierarchical structures can be identified, referring to priorities and privi-

leges in spectrum use:

Exclusive access: one and only one system has exclusive access to the spectrum.•฀

Horizontal sharing (equal right access): all systems have the same regulatory •฀

status and may access the spectrum on equal footing. As an example, consider 

the usage of Industrial, Scientific and Medical (ISM) bands by WLAN and 

Bluetooth. No system can claim any priority over the others.
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Vertical sharing (priority-based access): a certain frequency band is dedicated to •฀

a primary system.

Secondary (lower priority) systems may only use this band as long as they do 

not harmfully interfere with the primary system.

The case of horizontal sharing can be distinguished based on the absence or 

presence of coordination:

Without coordination: systems access the spectrum without coordination (e.g. •฀

WLAN and Bluetooth in 2.4 GHz bands). The main drawback of this approach 

is that, since the interference from other systems is unpredictable, no Quality of 

Service (QoS) can be guaranteed.

With coordination: systems coordinate their spectrum access based on a set of •฀

rules (spectrum etiquette) that all systems adhere to.

SpS and FSU techniques can be classified according to the architecture assumption:

Centralized: a centralized entity controls the spectrum allocation and access •฀

procedures [13]. With aid to these procedures, generally a distributed sensing 

procedure is proposed such that each entity in the network forwards its measure-

ments about the spectrum allocation to the central entity and this entity con-

structs a spectrum allocation map.

Distributed: these solutions are usually proposed when an infrastructure is not •฀

preferable [14]; each node is responsible for spectrum allocation and access is 

based on local (or possibly global) policies.

Another classification can be based on access behavior:

Cooperative: these solutions (sometimes also called collaborative) consider the •฀

effect of the node’s communication on other nodes [13], i.e., the interference 

measurements of each node are shared with other nodes, and the spectrum allo-

cation algorithms consider this information. All centralized solutions can be 

regarded as cooperative.

Non-cooperative: these solutions (sometimes also called non-collaborative or •฀

selfish) consider only one node at hand [15], and may result in reduced spectrum 

utilization, but the minimal communication requirements among the nodes 

could guarantee a suitable trade-off for practical solutions.

Sharing techniques can be distinguished based on the access technology:

Overlay: a node accesses the network using a portion of the spectrum that is not •฀

used [13]: as a result, interference to other nodes is minimized.

Underlay: exploits the spread spectrum techniques developed for cellular net-•฀

works [16]. Once a spectrum allocation map has been acquired, a node begins 

transmission such that its transmit power at a certain portion of the spectrum is 

regarded as noise by the other nodes. This technique requires sophisticated 

spread spectrum techniques and can utilize increased bandwidth compared to 

overlay techniques.



192 N. Marchetti and M.I. Rahman

13.3.2  FSU

DSA studied in DRiVE [17] and OverDRiVE projects [18], provides a flexible 

alternative to dedicated “brick-wall” spectrum allocation. Main goal of DSA is to 

allow a controlled amount of spectrum sharing within a defined set of radio sys-

tems, such that these systems obtain the optimum amount of spectrum available to 

them, either at a particular time, or in a particular location, depending on their load 

characteristics. FSU among RANs working with the same RAT can be seen as a 

meaningful application of DSA.

Significant benefits can be expected from intra-system spectrum sharing, mainly 

increased spectral efficiency and increased spectral scalability of the Long Term 

Evolution – Advanced (LTE-A) system. In particular, concerning spectral scalabil-

ity, this allows for a gradual long term spectral deployment of the system: individual 

bands do not need to be available for all RANs at the launch of the new system, 

instead additional bands can be made available to the RANs following the growth 

in time of subscribers and traffic.

Compared to SpS, the coordination mechanisms can be more advanced, since all 

systems use the same RAT, allowing therefore a tighter cooperation.

An agile PHY and frame structure is required for FSU: the air interface should 

be able to dynamically adjust its transmission in frequency and space, while still 

maintaining the desired QoS requirements, and to minimize inter-RAN and inter-

operator interference, as well as guard bands (with a positive effect on spectral 

efficiency).

The ITU is currently working on specifying the system requirements towards 

next generation mobile communication systems called IMT-A [19, 20]. 3G mobile 

communication systems including their evolution are in this respect part of the ITU 

International Mobile Telecommunications (IMT)-2000 systems. The deployment of 

IMT-A is believed to take place around year 2015 at mass market level and will 

facilitate what has been a buzzword for a almost a decade, namely “4G”. IMT-A 

systems are expected to provide peak-data-rates in the order of 1 Gbps in local 

areas. Such high data rates require both usage of advanced Multiple Input Multiple 

Output (MIMO) technology to achieve high spectral efficiency and also extreme 

high spectrum allocation in the range of more than 100 MHz.

Despite that new frequency bands are expected to be allocated for IMT-A, the 

high system bandwidth requirements will likely demand spectrum sharing among 

operators. This is a very different situation from today’s IMT-2000 systems (e.g., 

GSM/UMTS), where each network operator has a dedicated licensed band for its 

own network. In fact, traditionally cellular mobile network operators (e.g. GSM/

UMTS) have obtained dedicated spectrum resources from their national telecom-

munication regulators.

The dedicated radio resources can be utilized independently by each operator 

without any interference coordination.

On the other hand, the obvious drawback of dedicated spectrum allocation is 

reduced spectrum trunking efficiency and reduced peak data-rates by restricting the 
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system bandwidth to each operator. This has however not been a severe problem for 

IMT-2000 cellular systems since the system bandwidth has been relatively small 

(lower than 5 MHz).

Next generation IMT – Advanced (IMT-A) systems are predicted to facilitate 

flexible bandwidths of up to 100 MHz. Even with new spectrum allocation to 

IMT-A by the World Radio Congress in 2007, it is impossible to allocate such high 

bandwidth to several operators operating in the same geographical area (see 

Fig. 13.2). Hence new approaches for spectrum sharing among operators are 

required.

13.4  Dealing with a Very Large Spectrum: The Challenges

13.4.1  Dynamic Radio Range

Radio range changes with operating frequency due to attenuation variation. In 

many solutions, a fixed range is assumed to be independent of the operating spec-

trum [14]. However, in SpS/FSU, where a large portion of the wireless spectrum is 

considered, the neighbors of a node may change as the operating frequency changes. 

This affects the interference profile as well as routing decisions. Moreover, due to 

this property, the choice of a control channel needs to be  carefully decided: it 

Fig. 13.2 Cellular multi-operator environment [21]
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would be more efficient to select control channels in the lower portions of the 

spectrum where the transmission range is higher, and to select data channels in the 

higher portions of the spectrum where a localized operation can be utilized with 

minimized interference [7].

Therefore, due to direct interdependency between interference and radio range, 

spectrum sharing techniques should be aware of the operating frequency.

13.4.2  Spectrum Unit

A channel is the basic spectrum unit for operation. In [22], the necessity of a spec-

trum space is advocated. The possible dimensions of the spectrum space are classi-

fied as: power, frequency, time, space, and signal. Although not orthogonal, these 

dimensions can be used to distinguish signals. In [23], the resource space is defined 

as a cube with time, rate, and power/code dimensions. The time dimension models 

the time required to transfer information, the rate dimension models the data rate of 

the network, and the power/code dimension models the energy consumed for trans-

mitting information through the network. The resource in terms of available band-

width can be modeled using the time and rate dimensions.

Determining a common spectrum unit is crucial for the efficient utilization of the 

wireless spectrum and the seamless operability among operators and among net-

works of a single operator.

13.5  Some Interesting Issues

13.5.1  Application of Machine Learning

CR offers the promise of intelligent radios that can learn from and adapt to their 

environment. So far, most CR research has focused on policy-based radios that are 

hard-coded with a list of rules of how the radio should behave in certain 

scenarios.

A concrete model for a generic CR to utilize a learning engine is described in 

[24]. The goal is to incorporate the results of the learning engine into a predicate 

calculus-based reasoning engine so that radios can remember lessons learned in the 

past and act quickly in the future. Based on a Knowledge Base (KB), a reasoning 

engine and a learning engine work together to maximize an objective function (see 

Fig. 13.3 [24]).

At any given time, the cognitive engine generates conclusions based on informa-

tion defined in the KB, the radio’s long term memory. These conclusions are the 

result of extrapolations of this information based on reasoning or learning. The 

reasoning engine is often referred in Artificial Intelligence (AI) literature as an 

expert system. The learning engine is responsible for manipulating the KB from 
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experience. As lessons are learned, the learning engine stores them in the KB for 

future reference by the reasoning engine. The cognitive engine is responsible for 

augmenting the list of actions available to the radio that allow it to adapt to a chang-

ing environment [24].

A learning technique involves the use of an objective function to determine the 

value of the learned data: in CR this function will reflect the overall application 

goal, such as channel capacity maximization. The goal of the learning engine is to 

determine which input state will optimize the objective function, but while for the 

reasoning engine there is a simple mathematical relationship between the system 

inputs and the objective function, this does not hold for the learning engine.

13.5.2  Combination of MIMO and Spectrum Pooling

One possibility recently introduced [25, 26] to realize SpS is the so called spectrum 

pooling. The spectrum pooling technique allows the coexistence of two mobile 

radio systems within the same frequency range (e.g. PUs and SUs), by enabling the 

secondary utilization of already licensed frequency bands, obtaining thus an 

increase in the spectral efficiency (measured in bps/Hz). OFDM is a candidate for 

such a flexible system as it allows to leave a set of subcarriers unused, i.e. by feed-

ing certain subcarriers with zeros resulting in no emission of radio power on the 

carriers that are occupied by the licensed users.

It is well known that MIMO techniques increase the spectral efficiency without 

increasing the bandwidth. Most of the available MIMO techniques are effective in 

frequency-flat scenarios. OFDM converts a wideband frequency selective channel 

into a number of narrowband subcarriers. Therefore, in wideband scenarios, OFDM 

can be combined with MIMO systems, by applying the considered MIMO tech-

nique on each frequency-flat narrowband subcarrier.

Software
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Stores true predicates and

set of available actions

Fig. 13.3 Cognitive Radio architecture including a learning engine [24]
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It is therefore expected to obtain a very efficient spectrum utilization by combining 

MIMO techniques with spectrum pooling in OFDM-based systems. The cognitive 

approach can help concerning decisions on which chunks of the band owned by PU 

are to be shared with SU. The decisions about what MIMO technique to utilize on 

each chunk could be based on a cognitive approach too, e.g. selecting in what sce-

narios and bands to go for a certain multiple-antenna technique.

MIMO technology could help in obtaining an extra-dimension for pooling, i.e. 

the spatial dimension, allowing a SU to transmit through a spatial channel that is 

not utilized by the PU. The technical means of obtaining that, could be e.g. Space 

Division Multiple Access (SDMA) though beam-forming [27].

Let us consider for example 4 carriers that are pooled between two operators O1 

and O2, and that through an SDMA mechanism, each of the two operators’ Base 

Station (BS)s can form a main transmission lobe pointing in a certain direction, 

thus creating in total two distinguished spatial channels. One operator’s transmitter 

can transmit zeros in the frequencies where the other operator is transmitting, as in 

normal pooling, but in this case also the space domain is part of the game: let us 

assume that if for frequency f1 operator O1 is transmitting on spatial channel 1, and 

O2 on spatial channel 2, then O1 will transmit zero on the second spatial channel 

on f1, and the same will do O2 on the first spatial channel. The situation is resumed 

in Table 13.1 and depicted in Fig. 13.4 (for frequency f1 and down-link case). 

Analogously, one can proceed in the same way for all carriers.

13.5.3  Policies

Policy enabled spectrum usage is one of the key features of CRs. Policies have their 

origin in spectrum usage restrictions imposed by a regulating authority. Further 

policies may come from other policy makers to reflect for instance preferences of 

the user or operators. The specification of algorithms for enabling SpS is another 

important aspect for using policies. Policies might have a limited validity which 

depends on multiple factors as for instance the local time, the particular geographi-

cal location of the radio or the country where it is operating. Thus, CRs have to use 

policies in an adaptive way. A well defined policy framework is required to enable 

such a CR capable of updating policies. This framework implies language con-

structs for specifying a policy, a machine- understandable representation of these 

policies and a reasoning instance, in [28] called spectrum navigator, which decides 

Table 13.1 Space-frequency pooling example

Operator f
1

f
2

f
3

f
4

Spatial Channel no. 1 O
1

1 0 0 1

O
2

0 1 1 0

Spatial Channel no. 2 O
1

0 1 1 0

O
2

1 0 0 1
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about spectrum usage. The policy conformance validation is responsible for 

downloading, updating and validating policies, and afterwards the syntactical cor-

rectness of a policy that has been downloaded to the CR is verified. After confor-

mance validation, the CR translates the policies to a machine-understandable 

language to enable computation through the spectrum navigator [28].

13.6  Cognitive Radios in Beyond 2020

Several reasons can be outlined for the need of dynamic spectrum and cognitive 

radio techniques, and among others that the continuously increasing density of 

wireless devices (especially in terms of home gadgets and sen-sors/pervasive com-

puting) cannot be supported by current static and inefficient spectrum allocation. 

Indeed wireless is overtaking wired as the primary mode of connectivity to the 

Internet; nowadays there are 500 million Internet- connected servers/PCs vs. two 

billion cellular phones (of which 400 million are internet capable). Concerning sen-

sors, their deployment is just beginning and around 10 billion of them are expected 

to be active by year 2020 [29].

BSO1

f1
Spatial

Channel no. 1  

MSO2

MSO1

Spatial

Channel no. 2  

BSO2

Fig. 13.4 Spatial Pooling concept
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WWRF predicts that in 2017 seven trillion wireless devices will be serving the 

7 billion Earth inhabitants, which means 1,000 wireless devices per person will be 

active [2]. These devices will be belonging not only to traditional mobile telephony, 

but also to health and medical, smart homes, intelligent cars and Radio Frequency 

Identification (RFID) applications.

Besides the already mentioned spectrum efficiency, this poses challenges for the 

network architecture as well. Therefore, CR should not be seen just as a new gen-

eration of software radio, aimed at sensing the spectrum, but it shall also be able to 

sense the communication and networking environments: thus there is a need for 

integration of CR and existing infrastructure to optimize communications and net-

works. Future terminal devices shall then form cognitive networks: seeing things 

from this perspective there is no point to make a distinction between infrastructure 

and ad-hoc networks. The main challenge is to do the proper networking of poten-

tially trillion wireless devices within a few GHz bandwidth [30].

As a matter of fact, the ubiquitous and pervasive computing and networking is 

becoming a clear trend in wireless communications: this is confirmed by the fact 

that computer processors are increasingly becoming part of more and more every-

day items, which may form a wireless network. This trend corresponds to a shift 

from the “very large” to the “very small”, leading to disappearing electronics with 

the following characteristics: low-cost, miniature size and self-contained from 

energy perspective [2]. The ultimate goal is to achieve reliable universal coverage 

at all times and this brings up several challenges, some of which we have already 

mentioned [31]:

Seven trillion devices will very rapidly run out of spectrum.•฀

Most devices will have limitations in energy consumption.•฀

Wireless might be unreliable (bigger challenges due to the media than in wired •฀

counterpart).

From the very high heterogeneity of devices it might come incompatibility.•฀

This scenario is related with the so-called Self-Organizing Networks (SONs), 

which are characterized by self-configuration, self-service, self-knowledge, 

 self-awareness and self-maintenance capabilities. Examples of networks with self-

organization capabilities include: ad-hoc networks, wireless sensor networks, and 

mesh wireless access networks. Concrete examples of SONs are [32]:

Vehicular networking (among cars, e.g., accidents warnings, and within the car, •฀

e.g. network among personal devices)

Wireless sensor networks (applied, e.g., to monitoring of humans, in the context •฀

of assisted living and medical engineering)

Wearable computing•฀

SONs are in nature decentralized and this implies a limited amount of information 

available compared to centralized networks. One key issue is to quantify and mini-

mize the information required to be exchanged by the nodes of the a SON such that 

performance will still be acceptable.



19913 Future Perspectives for Cognitive Radio Technology

SONs can also be seen as a means to address the growing complexity of networks. 

The above mentioned trend towards ubiquitous computing adds to the spatial-

temporal complexity and dynamics of wireless networks. The solution to increasing 

complexity, without users to become experts in the field and without network 

operators having to spend much time and resources in configuring networks, lies in 

increasing the level of self-organization, i.e., to design networks that minimize 

human intervention by organizing themselves as much as possible [32].

13.7  Conclusions

In this chapter, we first introduced the CR terminology and the problem this tech-

nology tries to address and then provided a general overview of CR State-of-the-Art 

from several viewpoints. Further, we motivated the use of cognitive radio tech-

niques for better spectrum utilization in future high data rate and high density 

deployment wireless networks. For extremely high spectral efficiency such as up to 

10 bps/Hz, a combination of several component technologies is envisioned, such as 

multi-antenna techniques, OFDM transmission methods, and cognitive mecha-

nisms based on intelligent learning process.

A glance on the role of CR in wireless systems beyond 2020 was also given: 

future wireless networks will be pervasive, formed by 1,000 times more wireless 

devices than in use today, sharing the same limited spectrum resource. The need of 

CR is felt already today, mainly to provide very high data-rate services, but this 

technology will become even more vital in 10 years from now in order to have intel-

ligent wireless devices with built-in learning capabilities, i.e., cognitive devices that, 

in a self-organized way, will form heterogeneous networks. Such networks will be 

composed of a very large amount of nodes that will be able to adapt to changing 

conditions, while simultaneously optimizing their functioning in real-time.
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14.1  Introduction

As we are aware that mobile phones played a vital role in communications. Mobiles 

proved essential in keeping people in touch with each other during any event 

whether is manmade or natural. The key advantages of mobile are as follows, these 

have been emerged from a range of experiences [1]:

The speed of recovery of mobile networks after physical damage, significantly •฀

less than for other communications media such as fixed line networks, TV and 

radio

The ability of operators to optimize the use of the network under strain in order •฀

to minimize congestion and call failure rates

People’s ability to send and receive SMS messages even when the networks are •฀

too busy for additional voice calls

Mobile’s greater accessibility than many other sources of information and •฀

communication; and

Mobile’s unique capacity to distribute information directly amongst the people •฀

affected by the emergency

As we are aware that traffic pattern is non-uniform throughout the city or service 

area. As a result, the telecom service area can be classified into various types of 

region generating different levels of traffic such as areas generating very heavy traffic, 
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areas generating medium traffic and areas generating low traffic, etc. Very heavy 

traffic may be generated due to commercial activity or important event in a particu-

lar area. On the basis of traffic pattern, cities can be divided into three layer 

structure:

 (i) Most Dense traffic Area (MDA) like commercial business area – MDA is the area 

covered by sites having cells with more than 90% peak traffic and traffic density

 (ii) Dense Traffic Area (DTA) like industrial area, government offices etc. DTA is 

the area covered by sites having cells with peak traffic and traffic density 

between 70 and 90; and

 (iii) Normal Traffic Area (NTA) like residential area – Rest of the area, which is not 

covered as MDA and DTA (as defined above) is categorised as NTA

In a city, system dynamics is continuously changing in terms of traffic patterns and 

loads, user locations, network congestion, radio channel conditions etc. In MDA, 

during the busy hours, which can be defined as the period during which maximum 

traffic load occurs, normally it happens during morning 9–11 a.m. and evening 

7–11 p.m. Service operators designed their network in such a way that their net-

work can cope up with traffic load during busy hours. Normally, in India, it has 

been observed that call drop during busy hours is less than 3%, which can be con-

sidered as satisfactory. But still there is a chance that customer face several prob-

lems during busy hours like call drop, congestion in network cross talk, etc., due to 

that he is unable to make calls which thereby affect business of the customer. It has 

been seen that the congestion in busy hour is location based as congestion in net-

work is more severe in MDA as compared to DTA and NTA. Therefore, major 

problem of congestion in network is appears in ‘Metro’ and ‘A’ class service areas, 

from where major chunk of revenue is generated.

In addition to above, during some special occasion like new year eve, any major 

festival, major accidents, natural calamity, etc., call demand as well as call duration 

increased sharply. The traffic pattern shows that there is a sharp increase in call 

volume in the given location during the period. The increase in demand, led to a 

sharp increase in call congestion due to which number of calls drop cases increases. 

It has also been seen that during any events like cricket match, any live show of 

entertainment or political party meets etc., spikes in call volumes appears in the cell 

of that particular location.

These situation can be attributed by three components of a triangle i.e. loca-

tion, time duration and event. When these three meets, call volume increased 

abruptly very high, network gets exhausted and unable to handle high volume of 

traffic and service providers are unable to handle such demand, though it appears 

for a short duration.

When such phenomena occur, congestion in the network gets increased and many 

callers could not be able to make any call, which may be very important for them. 

In view of the above, we need different approach towards our planning to overcome 

with network congestion during such situation. One method is that we should keep 

some of the lines free and offer these lines to user during these situations/busy hours 

for their use ‘ON Demand’ and ‘ON Payment’ (Fig. 14.1).
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The telecom operators all over the world charges fixed amount for a call. This 

model is known as the ‘Fixed Price Model (FPM)’. In a fixed Price model, a user 

can get access the network only if there are free resources in the cell and user pay 

a fixed price for using the resource irrespective of demands in the cell. In busy 

hours or in case of any events, for a certain time, in a certain area, few cells are 

located and the Radio Resource of these cells will be in highly demanded. Due to 

this, user could not get preference though he is willing to pay more. In FPM, prefer-

ence to those users who are willing to pay more cannot be given and at the same 

time, operators miss the chance to earn more money from the limited RR available 

in a cell [2].

To overcome this problem, it is suggested that some of the slots in such area can 

be kept open for those users who are ready to pay more. The allotment of these slots 

to users can be done through specialized periodically auction. Such type of auction 

is known as Dynamic Spectrum Auction(DSA) in which a small bunch of spectrum 

auctioned for short period. DSA increase the efficiency of spectrum by exploiting 

temporal and spatial variation according to demand pattern [3]. Auctions allow the 

user to incorporate their needs and demand instantaneously according to market 

situation and it also provide operators to earn more revenue by announcing reserve 

price according to market situation. It is pertinent to mention that no any other 

method of allocation can give appropriate value of spectrum as well as ensures 

efficient utilization of spectrum.

In this chapter we have discussed pricing of hotlines through dynamic spectrum 

auction. The chapter has been organized as follows: GSM Telecom scenario in 

India is given in Section 14.2. We provide a brief of various methods of auctions 

prevailing at present in Section 14.3. In Section 14.4, Prasad Algorithm will be 

discussed. In Section 14.5, methodology of auction of slots in cellular network 

based on the Prasad algorithm will be explained. Implementation issues and 

Extensions and future actions will be discussed in Sections 14.6 and 14.7, respec-

tively. Conclusion will be discussed in Section 14.8.

14.2  Telecom Scenario of India

Telecom is one of the major contributors of global economy. The global telecom 

services market is poised to generate US$ 1.4 trillion in 2009 despite the economic 

slowdown. Worldwide particularly India has registered an impressive growth in the 

Location

EventTime

Fig. 14.1 Triangle of three 
components
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telecom sector during the last half decade. The entire Indian telecom sector has 

opened to unrestricted competition. The opening of the sector has not only led to 

rapid growth but also helped a great deal towards maximization of consumer ben-

efits. The tariffs have been falling continuously across the board as a result of 

healthy and unrestricted competition and India today has one of the lowest tariffs 

in the world. To ensure fair play and benefit to the consumer, the government 

appointed an independent regulator called Telecommunication Regulatory Authority 

of India (TRAI) in 1997. A judicial body called TDSAT also exists to adjudicate 

disputes related to service providers. The role of TRAI is to regulate the telecom 

business in India [4] (Fig. 14.2).

In 1994, the first step to opening the telecom market to privatization was taken. 

The first private sector wireline and cellular licenses were issued in 1995. From 

then on, Indian telecom has seen several milestones crossed and many missteps that 

provided valuable lessons. The annual growth in the recent years has almost out-

paced total combined growth from the beginning of telephony in India as we have 

crossed over 525.65 million subscriber base with an overall tele-density of about 

44.87% by October 2009 [4]. The wireless subscribers are not only much more than 

the wireline subscribers in the country, but also increasing at a much faster pace.

The growth of wireless services has been phenomenal, with wireless subscribers 

growing at a compound annual growth rate (CAGR) of 75.7% per annum since 

2003. Wireless subscriber base increased from 6.67 million in 2002 to 488.40 mil-

lion as on October 31, 2009 at a monthly growth rate of 3.36%. Wireless Tele-

density stands at 37.87. In April 2008, India overtook US as the second largest 

wireless market. Indian telecom network is the third largest telecom network 

and the second largest wireless network in the world after China. In India, about 

10 million subscribers are added every month [6]. India contributed about 12% of 

world mobile subscriber base [7]. 3G services have also started by PSUs. Private 

operators are yet to start 3G services (Figs. 14.3 and 14.4).
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The total wireline connection in india increased from 5.81 million in 1991–1992 

to 37.25 million by October 2009 with overall Wireline teledensity is 3.18 [4]. Upto 

2002, wireline subscriber base was increasing but thereafter it is continually declin-

ing due to significantly drop in mobile tariffs and increase in coverage of mobile 

services. The two PSU operators hold 85.46% of the Wireline market share and 

remaining hold by private operators [7]. Private operators are mainly active in 

major cities only. There is ample opportunity in wireline segment is available due 

to very low penetration in rural areas (Fig. 14.5).

Penetration internet/broadband in India is very low though it experiences signifi-

cantly growth from the last 2–3 years. This growth is being driven by popularity of 
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broadband and continuous fall in PC prices and tariffs for access. The Government 

of India has set the target of 20 million for broadband by 2010 from the total 

Broadband subscriber base is 7.40 million in October-09 [2]. DSL broadband is 

most preferred broadband services constitute about 87% of total broadband sub-

scribers followed by cable modem technology contribute 7.4% [7].

Private and Public sector both are providing telecom services. Private sector 

has been growing very fast. The share of private sector in total telephone connec-

tions has steadily increased to 79.16% in March 2009 whereas share of public 

sector is 20.84% in March 2009. The private sector is mainly active in the wire-

less segment while wireline accounts for only about 1.17%. Seeing the tele-den-

sity level and the rapid growth of the economy, the growth in subscriber base is 

expected to continue at a rapid pace in the future. It is forecast that the number 

of subscribers could reach more than 868 million with teledensity more than 70% 

by 2013 [5].

India is one of the few countries where CDMA and GSM both the technologies 

are being used for mobile telecom services. GSM is more popular than CDMA as 

more than 75% subscribers are belongs to GSM service. The country has been 

divided into 22 service areas for the purpose of telecom services. The service 

providers have been given license for providing telecom services in these service 

areas. The service area has further been divided into various categories viz. 

‘Metro’, ‘A’,‘B’ and ‘C’ based on the population, traffic pattern and revenue gen-

erations capacity. Presently in each service area, more than ten GSM operators and 

three CDMA operators are providing their services. spectrum allotted to them is 

varies from 4.4 MHz to 10 MHz (max) while in other countries, no. of operators 

are not more than four to five and spectrum allotted to them is generally more than 

10 MHz.. Due to stiff competition between operators, the tariff rates to hit an all time 

low. This has allowed mobile services to penetrate into the low income population 
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attracting more potential users. Presently penetration rates in metros are more than 

100%. However, there is still immense potential available in telecom circle A, B 

and C seeing the total tele-density is still less than 50% and population is more 

than 1.1 billion at present. With mobile number portability by March 2010, the 

existing tariff wars are expected to escalate further. Mobile operators are continu-

ing to upgrade their technology and have started providing an increasing array of 

sophisticated services. The content service segment is growing at a rapid pace. It 

is believed to speed up further in the future and become the most lucrative part of 

the market.

Presently, India is preparing for auctioning of spectrum for 3G (2.1 GHz band) 

and BWA (2.3 and 2.5 GHz bands) services with objectives to maximize the reve-

nue from auctions, ensure efficient use of spectrum and avoid hoarding, stimulate 

competition in the sector and help resolve congestion issues related to second gen-

eration (“2G”) mobile services [7]. Auctions will be a two-stage simultaneous 

ascending e-auction, run over the Internet. Bidders will be able to access the 

Electronic Auction System (“EAS”) using standard web browsing software. 

Anyone who already operating mobile services in India or having experience in 3G 

services in any other country can participate in the auction.

14.3  Auction Theory

An auction is a mechanism based on a pair of rules, namely the allocation rule that 

defines which good is allocated to whom and the payment rule that defines the 

charge of the auction winner(s) [8]. A well designed auction is the most likely 

method to allocate goods to those who can exploit it efficiently. There are many 

ways to classify the various auction mechanisms. Thus, auctions are referred to as 

simple or single-unit if only one good is auctioned and multi-unit if multiple units 

of a good (e.g. integral units of a link’s bandwidth) are to be traded. Moreover, 

depending on whether bids are made in public or submitted as sealed envelopes, the 

auction is referred to as open or sealed respectively. Auctions that maximize seller’s 

revenue are referred to as optimal and those that maximize social welfare are 

referred to as efficient. If the auction is conducted in rounds, then it is called pro-

gressive. There are following type of auctions are being used worldwide [9]:

Open auction, which has two parts; Ascending bid auction (also known as 

English bid auction), where bidder start with a minimum price and incremented it 

until only one bidder remain, and that bidder win the good by paying the final price. 

Descending bid auction (also known as Dutch bid auction), where the auctioneer 

starts with a very high price and decremented it until a bidder call out that he will 

accept the current price and win the object. Today, a large number of Internet auction 

sites have been set up to process both consumer–oriented and business–oriented 

transactions. Most auction sites e.g., eBay, Amazon support a basic bidding strategy 

through a proxy service for a single-unit auction where ascending bidding continues till 

a winner emerges.
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First Bid sealed auction, in which each bidder submits a single bid without 

knowing the other bidders and the good, goes to highest bidder after paying the bid 

price. The main advantage of the first-price sealed-bid auction is that it is simple, 

and merely involves all interested parties submitting a single bid for the resource 

that is being auctioned. However, there are a number of problems also. There is no 

guarantee that the bidders will reveal their true value for the resource. This may 

give undervalue of resource to be auctioned. Another major problem of a sealed bid 

auction is that winner bid very high i.e. more than market value, which in result, 

winner unable to raise money from the resource. In some cases, the winner might 

actually go bankrupt. This is called the “Winner’s Curse”.

Uniform price Auction in which all winning bidders have to pay the same price 

per good as decided by the auctioneer irrespective of bid price. The uniform pricing 

is simple, and provides “fairness” to bidders and promotes aggressive bidding. 

However, uniform pricing is suspect to collusion among the bidders and for an 

unsettled market, it might be more dangerous with respect to the amount of revenue 

it generates.

Vickrey Auction, which considered as generalization of single unit second-

price auction [8]. It has the same procedure as in uniform price auction but dif-

fers only in pricing strategy. Here the pricing strategy based upon the price of 

the next loosing bid (second bid) instead of highest bid price. In the Vickrey 

scheme what a winner pays for a won good is determined, not by the winning 

bid, but by the losing bids of its opponents. Thus, for the first won good, a bidder 

pays the highest losing bid submitted by the other bidders; for the next won 

good, the bidder pays the second-highest losing bid submitted by others, and so 

on. Thus, a bidder that has won ‘x’ good pays the sum of the ‘x’ highest losing 

bids submitted by the other bidders if these bids exceed reserve price, otherwise 

the reserved price [10]. Vickrey auctions is economically efficient and truth 

revealing as the winning bidder will pay the amount determined by competitors’ 

bids alone and it does not depend upon any action the bidder undertakes. There 

is no incentive to misrepresent the true value of the resource. However, there are 

problems associated with Vickery auction also. There is nothing to prevent a 

general sense of risk aversion in which all bidders would “shade” their bids. In this 

case, certainly the auctioneer will receive lower revenue. This happened in spec-

trum auctions in New Zealand in 1990, the winning firm’s bid was $100,000, but 

the second-price was $6 (in New Zealand dollars) and winner got the spectrum 

almost free of cost [11].

Due to negligible revenue realisation in New Zealand, Vickery method for auc-

tioning of radio spectrum is seldom used in any other country. In practice, the 

simultaneous ascending auction (SAA) is the most common design in spectrum 

auctions. A SAA takes place over multiple rounds; in each round, bidders place 

increasing bids on licences. The auction closes when no new bids are submitted. 

The licence is awarded to the highest bidder. This auction format was originally 

developed by the FCC in the early 1990s and was used extensively in the recent 3G 

auctions in most of the countries. This is very similar to the English auction and is 

economically efficient in that the highest bidder gets the resource. The ascending 
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nature of the simultaneous ascending auction is supposed to help bidders dynamically 

bid for various licenses as a bidder can re-evaluate future bids in up and coming 

rounds by utilizing information from the bids placed by other bidders during a cur-

rent round. This prevents the winner curse. In addition, the ascending aspect does 

not allow bidders to submit new bids that are lower than previous bids. This feature 

allows for more revenue generation, which is obviously beneficial from the govern-

ment’s point of view. When there is a high degree of interest amongst bidders and 

a low risk of coordination, the SAA would be preferable. Conversely, when interest 

amongst bidders is lower, the First price sealed-bid auction can stimulate more 

competition than the SAA. This method is normally used for auction for long 

term period.

In the next section, we will discuss another method of Auctioning i.e. “Prasad 

Algorithm”, which gives more accurate value as compared prevailing method.

14.4  Prasad Auction Method

This auction method is combination of Uniform price method and Vickrey method. 

It has the same procedure as uniform price auction but pricing strategy is different. 

The winner bidders will pay the uniform price, which is sum of highest loosing bid 

and reserve price (decided by the auctioneer). This methodology has been intro-

duced by Prof. Ramjee Prasad, Director, CTIF, Alborg University, Denmark.

In this method, the auctioneer offers P goods along with reserve price ‘r’ and 

incremental price ‘x’. All the bidders submit a P-valued bid for goods with refer-

ence to reserve price to the auctioneer. The first component means how much the 

bidder offers to pay for the first good assigned to the bidder. The Pth component 

means how much the bidder offers to pay for an additional good if P − 1 goods have 

already been assigned to this bidder. The auctioneer chooses the P highest bids, 

which exceeding the reserve price and sequence wise goods are assigned to the 

winning bidders. The winner bidders will have to pay the amount equal of bid value 

of P + 1th bidder and reserve price ‘r’.

Prasad method is economically efficient as the winning bidder will pay the 

amount not only determined by competitors’ bids but also reserve price. 

Disadvantage of Vickery method can be solved by adding reserve price in the 

amount to be paid by the winner. The critical point in this method is that the deter-

mination of reserve price. Both too much competition and too little competition 

affects the outcome of the auction. If auctioneer set too high, limited no. of firms 

would participate in the auction and this would lead to insignificant revenue from 

the auction. On the other hand, if auctioneer set too low, there is risk that a wrong 

firm would win the auction and also bidders would not bid aggressive which again 

not give the actual market price of the good. It is advisable that reserve price should 

be kept neither too high nor too low.

In communications systems an auction can occur periodically in a local region. 

Bidders, auctioneer and regulator are required for an auction.
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 (i) Bidders: Users are the bidders. Users submit the bid as per their preferences and 

purchasing power for goods offered by the operators. This information consid-

ered as bidding strategy (BIS) [12]. The bidders may also need to know some 

other information like knowledge of price development in the past, nos. of bidders, 

quality of goods offered in the cell etc. to make their BIS more effective. 

The best bidding strategy is the traffic aware bidding in which bidder distributes 

its budget among auction periods proportionally to its traffic demand.

 (ii) Auctioneer: Auctioneer should be either an independent agency or a govern-

ment agency, which would be responsible for conducting auction. Operators 

will offer their spectrum slot for auction to auctioneer through some transfer 

right while maintaining the ownership. The operators will also clarify the 

details of offered spectrum slot like bandwidth, data rate, etc. to auctioneer, 

which auctioneer would announce to bidders before start of auction. The auc-

tioneer also decides the reserve price for their goods in consultation with regu-

lator. The reserve price should normally be equal to minimum market value of 

spectrum slot.

 (iii) Regulator: The role of regulator in the auction is very important. Regulator 

defines the auction mechanism i.e. rule of auction. The regulating agency will 

decide that how many no. of slots can be offered by the operators for an auction 

in a cell. The reserve price will be decided by the auctioneer’s in consultation 

with regulator. A bidder should have to bid higher price than reserve price. To 

make the competition healthy, regulatory agency should put cap on the maxi-

mum bid price to avoid the winner curse tragedy. Once the bidder reaches at 

maximum price, he cannot enhance his bid price further. In case of many suc-

cessful bidders bidding the same price, ‘first come, first serve’ basis will be 

applicable.

14.5  Cellular Spectrum Slot Auction

As already stated FPM model could not evaluate the correct price of spectrum when 

it is in demand. Since spectrum is nothing but air, it is very difficult to assess its 

value in money terms especially when all the blocks of radio spectrum are not have 

the same value, for example cellular band is valuable than TV band/Radar Band. 

Therefore, in such scenario, auction is best way to assess the best price for spectrum 

blocks as auction is not only to raise the money for spectrum but it also ensures the 

efficient use of spectrum. Auction of spectrum is not new phenomena; spectrum 

auction was first occurred in New Zealand and Australia in the late 1980s and early 

1990s with very simple auction procedures. In 1994 the United States became the 

first country to use the more advanced simultaneous ascending auction [12]. After 

FCC’s success, auctions have now been implemented by most of the countries from 

all over the world. Auction provides transparency in allotment of spectrum as in an 

auction the rules must be stated in advance to users and also give fair chance to new 

incumbent to participate in and also promotes competition in the market, which 
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ultimately benefits the end users. There is misconception attached with spectrum 

auction is that auctions will raise the price of telecommunications services but it is 

not true as it has been experienced that the cost of winning bids at auctions will 

have no effect on the price customers pay for spectrum based telecommunications 

services.

Spectrum can be auctioned in two ways; static and dynamic. Static auction 

means that to auction the spectrum for long term basis and technology specific like 

in India 2.1 GHz bands has been proposed for auction for 3G services for provid-

ing services for 20 years. So far auction held all over the world are static in nature. 

In dynamic spectrum auction, spectrum rights are given to winner for short inter-

vals matching the traffic dynamics and make the best use of spectrum. In the 

proposed case, we have taken dynamic auction as spectrum slot will be given to 

user for a short period and auction occurs regularly at certain interval. This interval 

is known as auction period [3]. Auction can be conducted in a periodic manner 

taking the service providers in that region into account in each telecom service.

The bidder after winning spectrum slot, use it in form of services to the end users 

to make additional profits. The demands for spectrum and the revenue generated 

from the end users become the driving factors for the bidders to participate in the 

auction further.

Dynamic Spectrum Auction can be conducted in two ways [13]; sequential and 

concurrent. In sequential auction, spectrum slots are auctioned one after another. 

First, bidders submit their sealed bids for first spectrum slot and the winner is deter-

mined. Winner of first spectrum slot does not participate for the rest of the auction 

in that auction period. Remaining bidders then bid for second spectrum slot and so 

on till all the spectrum slots are auctioned. In concurrent auction, spectrum slots are 

auctioned concurrently where all the bidders submit their bids together at the begin-

ning of an auction period and bids are arranged in descending order. If ‘n’ spectrum 

slot are placed for auction, ‘n’ nos. of bidders are winner. In the proposed case, 

concurrent auction has been taken.

There important issues behind any dynamic spectrum auction design are that 

[10] (i) attracting bidders (enticing bidders by increasing their probability of win-

ning), (ii) preventing collusion thus preventing bidders to control the auction and 

(iii) maximizing auctioneer’s revenue and Ensure efficient use of spectrum and 

avoid hoarding. The spectrum auction should be designed in such a way that it 

should take care of points mentioned above.

Consider a simple case in which N slots/channels have been offered within a cell 

for auction. The sealed bid auction occur every ∆T i.e. a periodically repeated spec-

trum allocation mechanism process. The bidders submit their bids containing their 

preferences (how much bandwidth they need for transmission as per their require-

ments like voice, data or video etc.) along with bid price for these ‘N’ slots. 

Auctioneer start the auction, the highest bidder won the first slot; second slot goes 

to next higher bidder and so on. The allotment of slots goes until all N slots 

get allotted. Thereafter, the process repeats. After a user win slot, he starts com-

munication and communication lost when either user finishes their communication 

or certain time limit reached (decided by the regulator). During this communication, 
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he can participate in further auction. Price to be paid by the winner can be decided 

using Prasad Algorithm as described in Section 14.3. Single sealed bid auction is 

most appropriate for such case as auction occurs at very short interval.

The Auction should be conducted on an electronic auction system (EAS) 

over the public Internet so that bidders will not need any specialist hardware or 

software and can access the system using a standard Internet browser. The auc-

tioneer’s computer will perform functions mainly, receiving bids from bidders, 

sorting the bids, allocates the appropriate spectrum slot and receiving payment 

from the winner. The bidder’s computer will perform the following function, 

sense the status, generates the bid considering its paying capacity and require-

ment, submit bid to auctioneer and after winning authorise the slot for appropri-

ate work.

14.5.1  Open Incremental Method

In this method bidders start with a minimum price and incremented it until only ‘N’ 

bidders remain, and that all the winner bidders will pay the price equal to highest 

lost bid price plus reserve price.

Consider an example, three slots in a cell has been offered for auction. Suppose 

six bids are participating in the auction. The reserve price and incremental price is 

‘3’ and ‘1’ respectively and the maximum price any bidder can offer is 15. The 

bidder would start with higher than reserve price and incremented their bid value 

until three bidders will remain. These three bidders will be winner. They would pay 

the bid value of highest looser bidder plus incremental value. The price will be 

decided as given in Table 14.1.

This method cannot be considered as reliable as it consumes a lot of time and 

also there is chance that bidders need not to be bid aggressively when nos. of bid-

ders are limited and they know the history of each other. In this situation, auctioneer 

would not get market price. Since in spectrum slot auction, auction period is very 

short, this method is not appropriate. It would be better to go for auction through 

‘single sealed bid auction method’.

Table 14.1 Open incremental method

Bidder

A B C D E F ResultBid Price

First round 3 5 7 9 6 4 C, D, E winner

Second round 5 9 7 13 10 8 (D, E, F) C quit

Third round 8 11 – 14 11 10 (D, B, E) A quit

Fourth round – 12 – 15 13 11 (B, D, E) F quit

The winners are B, D, and E. These winners would pay 14 each i.e. 11 (highest lost bid value) 
+ 3 (reserve price). Therefore, the auctioneer would get 42 for three slots
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14.5.2  Single Sealed Bid Auction Method

In this method bidders submit their bids for ‘N’ slots. The auctioneer chooses the 

highest ‘N’ bids and declares them winner. The all the winner bidders will pay the 

price equal to highest lost bid price plus incremental/reserve price (some fixed 

price, decided by the regulator).

Consider the case for 3 slots has been offered for auction. A bid (p, q, r) has been 

received. (p, q, r) means that bidder offer to pay p if he end up with a total of one 

slot; offer p + q for a total of 2 slots; and offer p + q + r for all three slots [8].

Let three bids have been received; A = (8, 7, 4) and B = (6, 4, 3), C = (10, 5, 2). 

The reserve price/fixed price is 3. The third bid of ‘C’ cannot be accepted as it is 

lower than the reserve price. The assignment proceeds as follows: one slot is 

assigned to bidder C (10 is the highest bid, over all components), the second slot is 

assigned to bidder A (second highest component bid is 8), the last slot is assigned 

to bidder A (the third highest bid) again. Therefore, A would get two slots and ‘C’ 

would get one slot. This method has been described in Table 14.2.

In case of any big event, where some of the bidders are desperately want slots, 

they may quote max price so that in any case they would get at least one slot. In 

above example, suppose ‘A’ want one at any cost, he will submit the bid (*, 7, 4). 

Here * signifies that whatever bid price come, bidder is ready to pay. In this case, 

first slot would be allotted to ‘A’ instead of ‘C’, second slot would be allotted to ‘C’ 

and third slot would be given to ‘A’ again. This has been represented in tabular form 

in Table 14.3.

The price calculation in above two methods of auction has been based on Prasad 

algorithm. The amount paid by the winner can also be calculated using Vickrey 

method. It can easily be observed that the averaged total gain is always smaller in 

Vickrey auction as compare to Prasad Algorithm. Therefore, the Prasad Algorithm 

is looking more accurate as it provides benefit to the auctioneer as compare to other 

two methods.

A situation may come when no. of slots is more than the no. of bidders, in this 

case auction will not take place and bidders would pay the floor price only. 

Table 14.2 Single sealed bid method

Bid Value Bidder Result

10 C Winner of first slot

8 A Winner of second slot

7 A Winner of third slot

6 B Loser (highest)

5 C Loser

4 A Loser

4 A Loser

3 B Loser

Amount to be paid by the each winners = 6 + 3(reserve price) = 9
The auctioneer would get = 27 (9 × 3)
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Normally this situation will come when reserve price would be kept at higher side, 

which reduces the no. of bidders. Therefore, the reserve price should be kept at such 

level where sufficient no. of bidders can participate in the auction and at the same 

it should be more than fixed cost spend by the operators for maintaining slot so that 

operator can get their operating cost as well as match minimum market value of 

spectrum.

14.6  Implementation Issues

The concept of DSA is new one. So far only paper work has been done. We have 

discussed some of implementation issues. Some other implementation issues will 

come on surface when such auction would be practically realised.

A first major challenge is that there is chance that bidders may collude to avoid 

bidding up prices. This will not give the market value of spectrum slot. We can see 

the case of New Zealand, the winning firm’s bid was $100,000, but the second-price 

was $6 (in New Zealand dollars) and winner got the spectrum almost free of cost 

in an auction of spectrum auctions in 1990 [11]. This can be avoided by proper 

designing of auction. In Prasad methodology, this has been taken care of by intro-

ducing reserve price, any bid below the reserve price cannot be considered and also 

winner will pay amount equal to second bid vale and reserve price, therefore, col-

lusion may not affect very much on the revenue. Another way to avoid collusion is 

adopt for sealed bid auction instead of most famous ascending auction. In a sealed-

bid auction, each bidder simultaneously makes a single “best and final” offer. As a 

result, firms are unable to retaliate against bidders who fail to cooperate with them, 

so collusion is much harder than in an ascending auction.

A situation may also arise in which a bidder, to punish other bidders, may submit 

bids for all spectrum slots with a very high value [9]. Under this situation, no other 

bidder will win spectrum slot, only one bidder will win all the spectrum slots by 

showing money power. This is another type of collusion. This collusion will have 

Table 14.3 Singled sealed with star

Bid Value Bidder Result

* A Winner of first slot

10 C Winner of second slot

7 A Winner of third slot

6 B Loser (highest)

5 C Loser

4 A Loser

4 A Loser

3 B Loser

Amount to be paid by the each winners = 6 + 3(reserve price) = 9
The auctioneer would get = 27 (9 × 3)
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more impact as such things will ultimately destabilise the market and whole thing 

will get collapsed. There should be a cap on nos. of spectrum slots can be allotted 

to one bidder in an auction period.

Determination of reserve price is major issue for any auction design. As already 

stated high reserve price will attract less bidders and low reserve price will attract 

more bidders. In both cases, auctioneer would not get market value of spectrum. 

Therefore, reserve price should be kept neither not too high nor not too low. 

Reserve price should be in line with market value so that auctioneer would at least 

get minimum market price and it help to avoid collusion.

The size of auction cycle will also impact the performance of the auction [3]. 

Very small auction period will deter the bidders to participate in the auction and 

enhance the complication in computation. Large auction period will provide low 

revenue and fail to respond to demands thereby efficient use of spectrum cannot be 

guaranteed. Auction period will also depend upon event. Auction period will be 

different for different scenario for example, traffic volume during a cricket/football 

match cannot be similar to any festival/new year eve etc. and also traffic volume 

during busy hour in various cities are different. For determining auction period, it 

is suggested that first conduct few auction with different auction period thereafter 

taking into account experiences of these auctions, an optimum auction period can 

be setup for any occasion.

In such auction, process shall be computerised. As already stated above about 

the function of the auctioneer’s computer and bidder’s computer, an algorithm for 

auction should be developed in such a way that a uniformity and unison can be 

maintained in these activities. This is major challenge on the technical side other-

wise auction would be considered as failure.

Another significant challenge is managing concurrent auction in adjacent cells. 

In the main cell, all the bidders may not be able to win a spectrum slot. For them, 

it would be better to conduct similar auction in adjacent cells concurrently also so 

that losers can participate. This would not only help to increase the revenue but also 

enhance the efficiency of utilisation of spectrum in adjacent cell also. Simultaneously 

conducting auction in main cell and adjacent cells is implementation issue. For this, 

Cognitive radio enabled system can be utilised. The cognability properties of CR 

technology can be used to manage the auction in adjacent cell simultaneously.

14.7  Extensions and Future Auctions

In the above two cases, we have considered only one service provider. There is case 

when more than one service providers may offer some of the slots in given area for 

auction. Now bidders have the choice, they may bid for all service providers or 

choose some of them according to quality of services offered by the service provid-

ers, reserve price and also their buying capacity. The Prasad Algorithm can be used 

to calculate the price to be paid by the winners. An algorithm is needed to be devel-

oped to consider more than one service providers. It would also be appropriate to 
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give ratings to radio resource submitted for auction by the service providers according 

to their performance so that user can easily make their choice. We have focused on 

simple auction scenario. With repeated and simultaneous auction, the auction 

method can be engaged in more sophisticated bidding system adding additional 

element to make the auction process efficient.

As we are aware that cognitive radio technology is very fast emerging technology. 

Definition of CR [14] can be given as a radio system employing technology that 

allows the system to obtain knowledge of its operational and geographical environ-

ment, established policies and its internal state; to dynamically and autonomously 

adjust its operational parameters and protocols according to its obtained knowledge 

in order to achieve predefined objectives; and to learn from the results obtained.

Bidder can use experiences gained in the past auction in order to estimate the 

behavior of other bidders, quality of services offered by the various providers, his 

purchasing power and reserve price etc. to make its bid strategy more effective to 

win the spectrum slot. This requires the ability to learn about the environment. 

Therefore, gaining cognition about the environment and acting accordingly, are part 

of the CR technology. The cognability properties of CR technology can be used to 

make bidding more efficient. The ability of CR can be mainly categorized in three 

functions [2] i.e. gaining information from the environment, learn from the infor-

mation and act accordingly. CR properties will also be utilized to optimize the 

revenue and efficiency of spectrum from the auctioneer side and from bidders side, 

his preferences, purchase power and his actions like risk neutral, risk averse, risk 

encouraged depending upon the situation can be categorized and also detail of 

demand in any cell, reserve price and outcome of previous auction and current auc-

tion can be easily maintained and this information can be utilized by the bidders to 

make their bid more effective and this ultimately enhance the success of auction 

system. In case, a user/bidder could not get succeed to acquire a spectrum slot in 

main cell. By using CR properties, he can gather information in the adjacent cell, 

where demand is certainly lower than the main cell, user can participate in auction 

in adjacent cell also.

Spectrum auction for short period is new trend in telecom sector. Nowhere, it has 

so far been exercised. Whether such approach will be beneficial for enhancing the 

spectrum utilization or make a new mesh in the existing spectrum management, 

which has already been criticized from every corner. Such method certainly 

increases the efficiency of spectrum utilization as in future wireless based service 

will govern the market and spectrum is the essential raw material. Therefore, spec-

trum in cannot be allocated abundantly for service. Presently there are several ser-

vices, which depend upon the spectrum especially for data exchange between their 

various offices. During busy hours, they service would get disturb due non avail-

ability of spectrum, which in turn affect their business and also during some special 

occasions, there are so many spectrum based services like electronic media chan-

nel, newspapers, social networking services etc. which want to exploit the event to 

maximize their revenue. These are the potential buyer. In India, more than ten ser-

vice providers are providing cellular services in a telecom service area and spectrum 

has been allotted to them varies from 4.4 MHz to 10 MHz max and seeing the 

teledensity, which is far low comparison to developed countries, war to consolidate 
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market share among the service providers is going to be increased and certainly 

spectrum is going to play a major role in this war. Auction of spectrum slot would 

certainly give a new and efficient method to earn revenue in the leading telecom 

market such as India.

14.8  Conclusions

Network congestion during busy hours and on special occasion is very common. 

Auctioning of spectrum slots during busy hours is one of the solutions to over-

come with call congestion. We have presented a simple auction scenario. Using 

DSA, efficiency of spectrum can be enhanced and also more revenue could be 

generated as compared to traditional method of spectrum auction. This is the 

demand of future as coming era is the wireless era and any wireless based ser-

vice can survive only adequate spectrum is available. Prasad Algorithm for auc-

tion of slots in mobile service is more convincing as compared to other existing 

methods of calculation of revenue. This auction theory is based on the highest 

loser bidder bid value and reserve price, therefore, it provides more prices to the 

service providers and at the same time it also ensures that bidder not to bid 

erratically.
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15.1  Introduction

The convergence of information, multimedia, entertainment and wireless 

communications has raised hopes of realizing the vision of ubiquitous communica-

tion. To actualize this there is a challenge of developing technologies and architec-

tures capable of handling large volumes of data under severe constraints of 

interference and resources such as power and bandwidth. The design of an intelli-

gent wireless communication system that estimates the channel and adaptively 

reconfigures to maximize resource utilization and interference mitigation is there-

fore highly desirable.

Wavelet or Wavelet transform is a method to decompose a signal of interest into 

a set of basis waveforms which provides a way to analyze the signal by examining 

the coefficients (or weights) of wavelets. This method is used in various applica-

tions and is finding tremendous popularity among technologists, engineers and 

mathematicians alike. In most of the applications, the power of the transform comes 

from the fact that the basis functions of the transform are localized in time (or 

space) and frequency, and have different resolutions in these domains. Different 

resolutions often correspond to the natural behaviour of the process one wants to 

analyze, hence the power of the transform. Wavelets provide promising potential 

applications in wireless communications, ranging from source and channel coding 

to transceiver design and from wireless physical channel to network and higher 

layers. The major property of wavelets for these applications is their ability and 

flexibility to characterize signals with adaptive time-frequency resolution. Wavelets 

are thus uniquely qualified to address the objectives of intelligent communication 

design. With their strong advantage of being generic schemes their characteristics 

can be widely customized to fulfil the various requirements and constraints of intel-

ligent wireless communication systems.
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In this chapter we propose to utilize the wavelet technology as the choice for 

smart and resource aware radio system. Titled “Wavelet Radio,” the major thrust of 

the this chapter is to explain the importance of wavelets in the future wireless radio 

systems which opportunistically and efficiently use available resources to guarantee 

highly reliable communication whenever and wherever needed. This is achieved by 

implementing adaptive transmission bandwidths, data rates, power adaptation and 

modulation schemes taking into cognizance transceiver parameters such as radio 

frequency spectrum, transmission power, user behaviour, as well as channel state 

and network state information. The keystones of the proposed system are – adapta-

tion, intelligence, context awareness, reconfigurability and robustness (Fig. 15.1).

15.2  Wavelets and Their Applications

The word wavelet derives from the French researcher, Jean Morlet, who used the 

French word ondelette - meaning a “small wave” [1]. A little later it was trans-

formed into English by translating “onde” into “wave” to thus arrive at the name 

wavelets. As the name suggests, wavelets are small waveforms with a set oscilla-

tory structure that is non-zero for a limited period of time (or space) with additional 

mathematical properties. The wavelet transform is a multi-resolution analysis 

mechanism where an input signal is decomposed into different frequency compo-

nents, and then each component is studied with resolutions matched to its scales. 

The Fourier transform also decomposes signals into elementary waveforms, but 

these basis functions are sines and cosines. Thus, when one wants to analyze the 

local properties of the input signal, such as edges or transients, the Fourier trans-

form is not an efficient analysis tool. By contrast the wavelet transforms which use 

P
e
rf

o
rm

a
n
c
e

C
ontext-A

w
are

Robustness

Mitigation

Intelligent Interference

ReconfigurabilityM
od

e 
C

on
tro

l

A
da

pt
iv
e 

Tr
an

sm
is
si
on

Dynamic Spectrum Management

Fig. 15.1 Goals of the wavelet 

radio



22515 Wavelet Radio: A Future Vision for Wireless Communications

irregularly shaped wavelets offer better tools to represent sharp changes and local 

features. A comprehensive study of the subject can be found in references [1–6].

The wavelet transform is used in various applications and is finding tremendous 

popularity among technologists, engineers and mathematicians alike. In most of the 

applications, the power of the transform comes from the fact that the basis functions 

of the transform are localized in time (or space) and frequency, and have different 

resolutions in these domains. Different resolutions often correspond to the natural 

behaviour of the process one wants to analyze, hence the power of the transform. 

These properties make wavelets and wavelet transforms natural choices in fields as 

diverse as image synthesis, data compression, computer graphics and animation, 

human vision, radar, optics, astronomy, acoustics, seismology, nuclear engineering, 

biomedical engineering, magnetic resonance imaging, music, fractals, turbulence, 

and pure mathematics. An exhaustive survey of the application of wavelets in these 

fields can be found in [7] and [8].

Recently the wavelet transform has also been proposed as a possible analysis 

scheme to design sophisticated digital wireless communication systems, with 

advantages such as flexibility of the transform, lower sensitivity to channel distor-

tion and interference and better utilization of spectrum [9–11]. Wavelets have found 

beneficial applicability in various aspects of wireless communication systems 

design including channel modelling, design of transceivers, data representation, 

data compression, source and channel coding, interference mitigation, signal de-

noising, energy efficient networking. Fig. 15.2 gives a graphical representation 
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of some of the facets of wireless communication where wavelets have found place. 

A thorough review of the applications of wavelets in the field of wireless commu-

nication can be found in [12].

15.3  Motivation for Using Wavelets for Design of Intelligent 

Wireless Devices

There are several advantages of using wavelets for wireless communication sys-

tems. Here we mention major motivations of using wavelets in wireless radio 

transmission:

15.3.1  Semi-arbitrary Division of the Signal Space 

and Multi-rate Systems

Wavelet transform can create subcarriers of different bandwidth and symbol length. 

Since each subcarrier has the same time-frequency plane area, an increase (or 

decrease) of bandwidth is bound to a decrease (or increase) of subcarrier symbol 

length. Such characteristics of the wavelets can be exploited to create a multirate 

system. From a communication perspective, such a feature is favourable for systems 

that must support multiple data streams with different transport delay requirements.

15.3.2  Flexibility with Time-Frequency Tiling

Another advantage of wavelets lies in their ability to arrange the time-frequency 

tiling in a manner that minimizes the channel disturbances. By flexibly aligning the 

time-frequency tiling, the effect of noise and interference on the signal can be mini-

mized. Wavelet based systems are capable of overcoming known channel distur-

bances at the transmitter, rather than waiting to deal with them at the receiver. Thus, 

they can enhance the quality of service (QoS) of wireless systems.

15.3.3  Signal or Waveform Diversity

Wavelets give a new dimension – “Waveform diversity,” to the physical diversities 

currently exploited, namely, space, frequency and time-diversity. Signal diversity 

which is similar to spread spectrum systems, could be exploited in a cellular com-

munication system, where adjacent cells can be designated different wavelets in 

order to minimize inter-cell interference. Another example is the Ultra Wideband 
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(UWB) communication system where a very large band with reduced interference 

can be shared by users by clever use of transmitting pulse wave shapes.

15.3.4  Sensitivity to Channel Effects

The performance of a modulation scheme depends on the set of waveforms that 

the carriers use. The wavelet scheme therefore holds the promise of reducing the 

sensitivity of the system to harmful channel effects like Inter-symbol interfer-

ence (ISI) and Inter-carrier interference (ICI) as well as other interferences on 

the system.

15.3.5  Flexibility with Sub-carriers

The derivation of wavelets is directly related to the iterative nature of the wavelet 

transform. The wavelet transform allows for a configurable transform size and 

hence a configurable number of carriers. This facility can be used, for instance, to 

reconfigure a transceiver according to a given communication protocol; the trans-

form size could be selected according to the channel impulse response characteris-

tics, computational complexity or link quality.

15.3.6  Power Conservation

Wavelet-based algorithms have long been used for data compression. In the context 

of mobile wireless devices, which are mostly energy starved, this has an added 

significance. By compressing the data, a reduced volume of data is transmitted so 

that the communication power needed for transmission is reduced.

15.4  Importance of Wavelet Radio

Wireless interoperable communication networks are now a reality. They have 

spawned many new and exciting applications like mobile entertainment, mobile inter-

net access, healthcare and medical monitoring services, data sensing in sensor net-

works, smart homes, combat radios, disaster management, automated highways and 

factories. With each passing day newer and newer such services are being launched 

even while existing services continue to flourish. Demand for wireless services is 
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therefore likely to continue so for the foreseeable future. However, with increasing 

popularity of the wireless services the demands on prime resources like battery power 

and radio spectrum are put to great test. For example, currently most spectrum has 

been allocated, and it is becoming increasingly difficult to find frequency bands that 

can be made available either for new services or to expand existing ones. Even while 

available frequency bands appear to be fully occupied, a FCC study conducted in 

2002 revealed that much of the available spectrum lies fallow most of the time (20% 

or less of the spectrum is used) and that spectrum congestions are more due to the 

sub-optimal use of spectrum than to the lack of free spectrum. Furthermore, wireless 

systems frequently have to contend with disruption of services due to interference. 

Interferences can be due to many reasons – unintentional, intentional (Jamming), 

overlap of symbols due to temporal spreading (Inter-symbol interference or ISI), 

adjacent channel interference (Inter-channel interference or ICI), multiple access 

interference posing many challenges in system design and construction.

Thus in a wireless environment the system requirements, network capabilities, 

and device capabilities have enormous variations giving rise to significant network 

design challenges. The design of an intelligent communication system that esti-

mates the channel and adaptively reconfigures to maximize resource utilization and 

interference mitigation is therefore highly desirable. Current developments in wire-

less communications are therefore towards developing novel signal transmission 

techniques that allow for significant increases in wireless capacity with good inter-

ference mitigation capabilities. With such strict demands one is therefore entitled 

to wonder about the possible improvements that advanced schemes such as wavelet 

based systems could bring compared to the conventional configurations.

15.5  Objectives of the Wavelet Radio

The future wavelet wireless systems aim intelligent radio transmission system 

based on wavelet technology to handle the multi-faceted challenge of maximizing 

resource utilization and interference mitigation. For successful implementation of 

wavelet radio for wireless communications the following steps have to be taken:

Developing wavelet based wireless communication systems with capabilities of •฀

adaptive transmission bandwidths, data rates, modulation, power according to 

channel situation.

Replacing Fourier bases with wavelets for achieving higher performances.•฀

Observing and gathering the intelligence required for wavelet radio.•฀

Designing suitable wavelets.•฀

For maximizing spectrum utilization. ○

For minimization of interference to primary users of the spectrum. ○

For opportunistic operation in spectrum holes. ○

Mitigating interference with wavelet radio.•฀

Building multiple-access with wavelet radio.•฀

Establishing multirate configurations for high speed data transmission.•฀
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Establishing power control protocols for adaptive power loading based on •฀

 channel state information.

Designing wavelet radio for specific applications such as radio positioning or •฀

wireless ad-hoc networking.

Addressing compatibility of operation with conventional and existing radios.•฀

Evaluating the performance of the system.•฀

Conducting feasibility studies on the applicability of wavelet radio for 3G and •฀

beyond.

Developing a proof of concept to demonstrate the feasibility of the wavelet •฀

based system.

These challenges are pictorially represented in Fig. 15.3.

15.6  Description of Wavelet Radio System

The system model of the proposed system is illustrated in Fig. 15.4. The major 

blocks in the transmitted include a spectrum and channel estimator, a transmission 

waveform shaper, a modulator. And at the receiver the main blocks include decor-

relator, integrator and detector.

The three fundamental tasks of the system are

15.6.1  Spectrum Estimation – Gauge the Radio Spectrum 

Scenario and Perform Radio Scene Analysis

This block gauges the channel and performs a radio scene analysis. The tasks 

include estimation of the interference and detection of spectrum holes. To estimate 

the electromagnetic spectrum methods including periodogram, autoregression and 

wavelet based approach are commonly used. In order to quantify and manage inter-

ference a new metric called interference temperature is defined. The interference 

temperature for a desired band of transmission is defined as the acceptable level of 

interference that can be tolerated by the system [13]. From this estimate, through 

the use of adaptive thresholds and notches, sub-bands containing the interference 

are effectively cancelled.

15.6.2  Channel State Estimation and Predictive Modelling

Accurate and timely channel state information (CSI) at the transmitter is an impor-

tant component of the system. Channel information is important for accurate power 

control, prediction of channel capacity, scheduling and detection of data. Existing 

wireless communication channel models are based on statistical impulse response 
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models derived from empirical results. While these models perform adequately for 

time invariant channels, they fail to accurately map time varying channels. Due to 

their inherent joint time-frequency localization property and their ability to accu-

rately characterize the time-varying nature of the estimation problem, the wavelets 

offer various advantages for channel modelling. Some of them are: accurate char-

acterization of time-varying as well as frequency selective multipath fading chan-

nels, fast convergence of estimate, representation of channel with fewer number of 

coefficients, small output error, and clear interpretation of modelling error.

15.6.3  System Reconfiguration

Based on the radio spectrum scenario and the channel state information, dynami-

cally adapt the transmission parameters such as power, spectrum, modulation 

scheme and data rate [14–24].

At the transmitting end, first a data source generates an arbitrary stream of data 

derived from the source alphabet. The spectrum estimator senses the spectrum and 

detects the presence of interference regions and spectrum holes. Based on the 
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 spectrum estimates, a pulse waveform that has little or no energy in the interference 

domains is constructed by a proper choice of wavelet based codes. The channel 

estimator gauges the channel to derive the channel state information (CSI). Based 

on this estimate the transmission mode is adapted in accordance with the channel. 

Depending on the condition of the channel, the transmitter could be adapting one 

or more of the following: constellation size, code rate, and power.

The stream of data is then linearly modulated by the pulse waveform to obtain a 

transmission signal. The signal is then transmitted through the channel.

At the receiver, the signal, corrupted by interference, is decorrelated with a 

 similar wavelet packets based template waveform. An integrator follows the corr-

elator. And the data is detected using a suitable detector. A feed back loop mecha-

nism exists between the transmitter and receiver to co-ordinate the cognitive 

modules in the two ends to act harmoniously.

Fig. 15.5 illustrates the signal transmission process by which the system inter-

acts with the environment and communicates.

15.7  Challenges in the Development of Wavelet Radio

A few challenges that dictate and guide the system design are as stated below –

Translating the engineering requirements into a mathematical condition.•฀

Defining the metric that gauges performance improvements.•฀

Observing and gathering intelligence required for analyzing radio environment.•฀

Utilizing available information.•฀
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Designing wavelets and waveforms that maximize the spectrum utilization.•฀

Operating opportunistically in a spectrum hole without causing interference to •฀

primary users.

Altering the weights of the transmission waveforms such that they map channel •฀

requirements and handle power constraints adequately.

Designing wavelets which facilitate transmission with minimum interference •฀

from and to co-existing users.

Handling problems like inter channel interference (ICI) and inter symbol inter-•฀

ference (ISI), channel fading, multi-path effects.

Changing transmission parameters seamlessly without affecting system •฀

performance.

Tackling problems related to multiple-access.•฀

Handling spectrum coordination for broadcast and multicast with multiple •฀

cognitive systems competing for available resources.

Ensuring backward compatibility with existing technologies and systems•฀

Making the system generic and flexible so that it can be easily scalable.•฀

15.8  Conclusion

The convergence of information, multimedia, entertainment and wireless commu-

nications has raised hopes of realizing the vision of ubiquitous communication. 

To actualize this there is a challenge of developing technologies and architectures 

capable of handling large volumes of data under severe constraints of resources 

such as power and bandwidth. Wavelets are uniquely qualified to address this chal-

lenge. They have strong advantage of being generic schemes whose actual charac-

teristics can be widely customized to fulfil the various requirements and constraints 

of advanced mobile communications systems.

In this chapter the perspective of wavelet technology for future smart resource 

aware radio systems was suggested. The wavelet radio aims intelligent radio trans-

mission system based on wavelet technology to handle the multi-faceted challenge 

of maximization of resource utilization and interference mitigation. The benefits of 

wavelet radio cannot be fully exploited with the current radio systems and technolo-

gies. It is therefore foreseen that wavelet technology will have an eminent position 

in the future of wireless communications.
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16.1  Introduction

Mobile and wireless communications are global phenomena of large social 
 relevance. During the last decades we have observed a constant increase of mobile 
subscribers worldwide, where, thanks to globalization and huge demands, the 
costs have decreased so much that the mobile phone has become a device afford-
able by almost everybody. In particular, mobile and wireless communication sys-
tems have opened up new scenarios for developing countries, which have finally 
the possibility to have global access from remote areas at low costs, much lower 
than when deploying wired systems. At the same time, we have experienced a 
metamorphosis of the mobile phone with respect to the services it provides to its 
users and its social relevance; indeed, from being a device merely used for voice 
calls and SMSs, it is now used for exchanging e-mails, taking pictures, retrieving 
location-based information, etc. Practically, it has turned into an advanced social-
networking tool, which is nowadays exploited for enlarging one’s social sphere. 
Along with this change of skin there have been increasing research and 
 development efforts at a global scale for mobile phones and mobile and wireless 
communications, in general. At the present time, we are actually heading to the 
fourth generation (4G), where the main drivers are higher data rates and the con-
vergence among the several technologies available today. In this chapter, we 
exploit the second track in order to develop a localization solution that will pro-
vide 4G and beyond users more advanced services, like indoor navigation and 
cooperative location-based services.
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Location information and location-based services have been receiving a growing 
attention in the last years. The reason is the business potential behind these kinds 
of applications, which encompass emergency, security, monitoring, tracking, logis-
tics, mobile yellow pages, radio planning, cellular system management, etc. The 
Global Positioning System (GPS) is still nowadays the most popular commercial 
localization solution on the market. It provides location information by exploiting 
time of arrival (TOA) measurements from downstream satellite links. As a techno-
logical consequence of the market demands, third generation (3G) handsets have 
started to embed GPS receivers. Therefore, they have got more flexible, sharing 
higher number of systems and services; however, their battery drains faster, and 
their cost and complexity have increased [1, 2]. Furthermore, it has to be pointed 
out that the GPS is not always the most suitable localization solution for all sce-
narios and locations [3]. Several drawbacks emerge especially in outdoor urban 
canyons, indoor environments or underground, where it is not possible to obtain a 
clear view of at least four satellites. These conditions, caused essentially by signal 
blocking and multipath, make it difficult, if not impossible, to obtain adequate loca-
tion information [2].

The straightforward alternative to the GPS in wide area scenarios is the exploita-
tion of time difference of arrival (TDOA) measurements from the serving cellular 
system, where synchronization in time between transmitter and receiver is not 
needed, and no hardware modifications are required. Different types of measure-
ments – e.g., received signal strength (RSS) measurements - are instead considered 
in local area scenarios, as the short distances involved imply that small errors in 
time cause significant errors in space to be considered useful for the localization 
process. Valid and interesting categories of localization systems using RSS mea-
surements are those featuring WiFi Hot Spots deployed in big cities. In this case, 
the user terminal can predict its location by means of the known positions of the 
various detected access points (APs). Location information is provided by a data-
base commonly placed on a remote server (e.g., managed by universities, WiFi 
clubs, wardriving activities, etc.), which needs to be constantly updated in order to 
provide valid and up-to-date position information. However, in less populated 
areas, the lack of WiFi APs may cause a lack of estimated positions [4]. Therefore, 
the main focus (at least regarding outdoor environments) is still on cellular-based 
localization technologies, as few base stations (BSs) are enough to perform posi-
tioning and tracking, and cellular systems can still provide high data rates with wide 
area coverage.

As the 4G is approaching, there exists a pressing need for providing a robust 
localization solution, which will be continuously available, regardless of the spe-
cific environment (i.e., outdoor and indoor), and which would overcome or comple-
ment the shortcomings of GPS-based and GPS-free systems, without adding more 
hardware into the devices [4]. Among the several emerging wireless systems, 
researchers have already selected Mobile Worldwide Interoperability for Microwave 
Access (Mobile WiMAX) as one of the best candidates for satisfying all of the 
requirements placed on 4G (e.g. inter-operability, ubiquity, groundbreaking ser-
vices, high data rates, wide coverage). However, there are still too few contributions 
regarding its positioning and tracking performance.
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In this chapter, we carry out such an investigation, where results show that 
the positioning accuracy under non-line-of-sight (NLOS) conditions is poor. 
Consequently, we propose an augmentation solution exploiting the “cooperation” 
among closeby users [3]. In particular, we study here the following case: TDOA 
measurements performed by the Mobile WiMAX network are combined with the 
RSS measurements performed within the Wi-Fi ad-hoc network. This requires the 
handsets to be equipped both with WiMAX and Wi-Fi modules. Thus, the main 
purpose of this work is to enhance the location estimation accuracy of Mobile 
WiMAX users by exploiting the possibility of performing relative localization 
among mobiles in close proximity. The foundation of this enhancement is that peer-
to-peer measurements have usually lower absolute errors than those on long-range 
cellular links. Note that although we consider in this paper WiMAX and WiFi, 
since at the moment these are most popular technologies that complement each 
other well, the proposed framework is future-proofed, in the sense that it will 
always be possible to use it by replacing one or both these technologies with others 
or even newer ones.

The chapter is organized as follows: Section 13.2 presents the data fusion 
method that we use to combine TDOA and RSS measurements, which is based on 
the Extended Kalman Filter (EKF); and Section 13.3 shows the simulation results 
both for positioning and tracking for standalone Mobile WiMAX localization and 
for the proposed augmentation solution. Finally, our concluding remarks are given 
in Section 13.4.

16.2  Data Fusion and Filtering

Estimating the position of a mobile from noisy measurements requires the use of 
robust algorithms. In this chapter, we propose using an Extended Kalman Filter 
(EKF), which is an algorithm from the Bayesian filtering family of algorithms, to 
derive an accurate position of a mobile. It is robust and simple to implement. By 
definition, the EKF is able to predict the state vector X, which is assumed hidden 
(i.e. non-measurable), given the relation that X has with a second observable state 
vector Z (i.e. measurable). In physical terms, the variable X is commonly defined 
as a vector of the geographical coordinates of the mobile and its corresponding 
derivatives with respect to time. The variable Z is a vector of all the quantities that 
can be measured and have a relation with the position and its derivatives, such as 
received power, time of arrival, accelerometer measurements. Based on this idea, 
the most important models to define are the motion model and the observation 
model. While the motion model tells us how X evolves over time, the observation 
model tells us the relationship between X and Z. Since the EKF is a minimum 
mean-square error estimator, the noise components are filtered out, resulting in an 
estimation of the expected value of X. Given the EKF formulae [5], both state vec-
tors, X and Z, can be corrupted by a noise component, which by definition is gauss-
ian distributed with zero mean and known standard deviation. An important aspect 
is that these noise components shall be independent and identically distributed.
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16.2.1  Non-Cooperative Approach

In order to define the state space of the position to be estimated, we assume that 
devices are moving freely in x  and y  coordinates with velocities ( )

̂
i

x  and ˆ,y   
respectively. From now on, x  and y  are taken as the coordinates of the mobile in 
a generic referential. In this way, the state space X for each mobile i is defined as 
follows:

T
( ) ( ) ( ) ( ) ( )ˆ ˆˆ ˆ ˆ , =   
i i i i i

X x x y y

where the notation ^ symbolizes that we are dealing with estimators, i.e., the mobile 
coordinates that we intend to estimate by using the Kalman filter. For simplicity and 
further comparison with the cooperative case, all the estimators of the users are 
integrated into a single extended state space:

{ } { }(1) ( )ˆ ˆ ˆ... .  =   

T
T T

n
X X X

For the motion model and the observation model, we use respectively the constant 
velocity movement model [8] and the model defined by the Mobile WiMAX stan-
dard [7]. The localization technique is grounded by the evaluation of the TDOA 
measurements obtained from the Mobile WiMAX BSs:

[ ] [ ]( ) 2 ( )( ) ... , = τ τ 
T

i i Ni
T

where [ ]( )τ i j  is the measurement obtained by cross-correlating the signals coming 
from BS

j
 and BS

1
 at mobile i. The full set of measurements is then represented by 

grouping all the measurements from all the mobiles in the same vector:

{ } { }
T

(1) ( )... .
T T

N
Z T T T ≡ =   

Another important step in the design of the EKF is the determination of the process 
and measurement noise covariance matrices. These matrices are considered diago-
nal with an adequate variance on each entry of the matrix.

16.2.2  Cooperative Approach

The core of the enhanced localization technique is the integration of the RSS 
information retrieved on mobile-to-mobile links into the estimation algorithm pre-
viously defined for TDOA measurements. With respect to the non-cooperative case, 
differences exist only on the matrices related to the observations. Thus, the first step 
is to define the observations for the short-range links:
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( ) ( )( ) 1 ( ) 1( ) ( )(1) ( )( )... ... ,
− + =  

T
i i i ii i i n

P P P P P

where ( )( )i j
P represents the power measurements between mobile i and j at mobile 

i (i, j ≤ n). Grouping all the power measurements for all the available mobiles we 
obtain:

{ } { }(1) ( )... =   

T
T T

n
P P P

Finally, we can integrate all the available types of measurements (i.e., TDOA and 
RSS) in a single vector Z, which is defined as:

{ } { }... .  =  
T

T T
Z T P

The measurements noise is defined as a diagonal matrix like in the non-cooperative 
case. However, it considers also in the present case the noise existing in the mea-
surements of RSS. Thus it is augmented with the noise component of the RSS 
measurements.

16.3  Results and Analysis

16.3.1  Mobile WiMAX Localization

Results for standalone Mobile WiMAX localization (i.e., non-cooperative approach) 
are carried out by taking into account the scenario depicted in Fig. 16.1a. Each 
mobile station (MS) measures TDOAs by performing the cross-correlation on the 
preamble signals received by the BSs (where BS

1
 is the reference BS) [6]. Fig. 16.2 

shows a plot of the output from the cross-correlator. The peak is in correspondence 
with the sample index value, which represents the estimated delay introduced by 
the channel. The sensitivity in the delay detection is given by the sampling time of 
the system, which is 175ns, and thus represents a lower bound in the estimation. 
The upper bound is given instead by the delay spread characteristic of the specific 
tap delay model used in the simulations [7].

Table 16.1 shows the system parameters used in our investigation [9, 10]. While 
shadowing is not considered, a Rayleigh channel, causing the signal to be delayed 
before arriving at the receiver side, has been adopted for simulating the multipath. 
Three TDOA data sets (i.e., BS

1
-BS

2
, BS

1
-BS

3
 and BS

1
-BS

4
) for each MS are the input 

values of the EKF, where the initial guesses are given by a least square algorithm [1], 
whose results are shown in Table 16.2. Moreover, the performance evaluation is car-
ried out considering cells of radius 3 km, where BS

1
 is placed at (0,0) m, and MS

1
 and 

MS
2
 are respectively placed at (500,10) m and (500,−10) m, respectively.
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Non-Cooperative. Cooperative. 
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Fig. 16.1 Scenarios
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Fig. 16.2 TDOA peak detection

Table 16.1 802.16e system parameters

System bandwidth (MHz) 5
Carrier frequency (GHz) 3.5
Sampling frequency (MHz) 5.6
FFT size 512
Sub-carrier frequency spacing (KHz) 10.94
Useful symbol time (ms) 91.4
Guard time (ms) 11.4
Symbol Duration (ms) 102.9
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 1. Static Case: As the curves show in Fig. 16.3a and b, there are huge errors in 
estimation, up to the value of the radius of the cell, thus resulting in a non useful 
solution for real cases.

 2. Dynamic Case: Similar errors are obtained also in case of mobility, where the 
two MSs start from (500, 10) m and (500,−10) m, respectively, move towards 
right parallel to the x-axis with a constant velocity of 3 km/h until they make 
a turn of 90° and go in opposite directions. While Fig. 16.4a shows the 
instantaneous and the average value of the RMSE, Fig. 16.4b shows the esti-
mated path.

Table 16.2 Initial guesses

MS X Estimation (m) Y Estimation (m)

MS1 0.42 60.67
MS2 1278.88 53.7
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Table 16.3 802.11a system parameters

Channel Bandwidth (MHz) 20
Subcarriers 54
Subcarrier spacing (KHz) 312.5
Guard time (ms) 0.8
FFT period (ms) 3.2
Symbol rate (ms) 4
Modulations BPSK,4,16,64 QAM
Data subcarriers (ms) 52
Sampling rate (ns) 50
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16.3.2  Hybrid Mobile WiMAX/WiFi Localization

Results for the hybrid Mobile WiMAX/WiFi localization [10] (i.e., cooperative 
approach) are carried out by taking into account the scenario depicted in Fig. 16.1b. 
Besides TDOAs, each MS now measures the RSS of the signals received by the 
other MS. In particular, Table 16.3 shows the system parameters used in our inves-
tigation for the WiFi communications.

 1. Static Case: To ascertain the benefits observed in our scheme, the CDFs of the 
RMSE for MS

1
 and MS

2
 are plotted in Fig. 16.5a and b, where the non-cooperative 
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and the cooperative cases are compared. It is evident that our proposal outper-
forms the standalone solution by greatly enhancing the localization accuracy of 
the system.

 2. Dynamic Case: Similar errors are obtained also in case of mobility, where the 
two MSs move along the same paths as in Section 16.3.1. While Fig. 16.6a 
shows the instantaneous and the average value of the RMSE, Fig. 16.6b shows 
the estimated path. It is interesting to note the effect of cooperation with respect 
to the distance between the two mobiles: when the latter go in opposite direc-
tions, the distance between them increases, up to the point where they are not in 
range anymore, and the effect of cooperation suddenly vanishes (the RMSEs 
completely overlap).

16.4  Conclusions

This chapter has analyzed cooperative schemes under the realm of wireless loca-
tion. The purpose of these schemes when applied to positioning applications in 
cellular systems is to increase the accuracy of user position estimation with respect 
to individualist schemes. This concept has been proven in this chapter with the 
implementation of a hybrid scenario and cooperative handsets. In particular, this 
chapter proposes an innovative solution for positioning and tracking estimation in 
hybrid 4G wireless networks by introducing the Cooperative Mobile Positioning 
System (COMET1). A simulation framework was implemented by modeling 
Mobile WiMAX and WiFi networks combined in the handsets. Basically, both 
graphical and numerical results show that cooperation enhances the location esti-
mation accuracy when compared to conventional non-cooperative positioning 
techniques in stand-alone cellular networks. Thus, this work has demonstrated that 
the wireless cooperation has a beneficial impact on wireless location computation 
and that, although we consider in this chapter WiMAX and WiFi, as at the moment 
they are cutting-edge technologies and they complement each other, the proposed 
framework is future-proofed, in the sense that it will always be possible to use it by 
replacing one or both these technologies with others or even newer ones.

1 COMET has been funded by Det Obelske Familiefond and Center for TeleInFrastruktur (CTIF).
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17.1  Introduction

An energy-harvesting wireless sensor network (EHWSN) is an application-specific 

collection of wirelessly connected, highly resource-constrained radios, which are inde-

pendent and capable of sensing, storing, processing and forwarding data, and capable 

of extracting energy from their environment. The network typically will have a connec-

tion to at least one less-constrained “Gateway” or “Sink” radio that is connected to the 

internet either wirelessly or by wire. Wireless sensor networks (WSNs) are used to 

remotely monitor physical quantities, such as temperature, sound intensity, acceleration, 

light intensity, or pressure. They may also monitor chemical quantities, such as glucose 

and oxygen concentrations in blood, or the presence of toxic compounds in air or water. 

However, chemical sensors typically have very short lifetimes compared to physical 

sensors, because of problems like bio-fouling [52], so EHWSNs are usually associated 

with physical sensing. The ability of the radios to scavenge or harvest energy implies 

that the network can operate much longer than a network of nodes that have conven-

tional non-rechargeable batteries, before humans are required to replace the batteries. 

This has a significant financial consequence, especially for applications in remote or 

inaccessible areas. EHWSNs are a “green” technology, mainly because they enable 

better management of resources through better monitoring and control. They are also 

green because they make WSNs last much longer- potentially for decades.

Examples of WSN applications that can benefit from long network life and there-

fore from energy harvesting are those that need to last more than a few months and 

have so many nodes or are in such a location, as to make battery replacement very 

expensive. Examples include habitat and environmental monitoring in wilderness 

areas, and monitoring of seismic (e.g. volcano) activity [79]. Home automation [67] 

is an example, especially when the network is a retrofit for an existing structure, 
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because of the low cost and ease of deployment and maintenance. Industrial monitor-

ing and control is an example because a lot of extra wires cannot be accommodated, 

and energy, such as from motor vibration, is readily available. Structural health moni-

toring (e.g. fatigue detection) in large structures, such as for long-span bridges [9], 

requires hundreds of sensors [18]. Another application is security monitoring, such as 

in airports, sports arenas, or remote areas in a war zone [1,5].

There are many types of energy that can be used for EHWSNs, including light 

[49], electromagnetic [72], thermal [22], wind, and vibration [38]. As examples, 

solar energy can be collected by a photovoltaic cell array; vibration energy from a 

motor can be collected by a piezo-electric transducer; and energy from the thermal 

gradient on the exhaust pipe of an airplane can be collected using a thermoelectric 

transducer. The forms of energy available will depend on the application. For 

example, for structural health monitoring of bridges, some sensors must be under 

the bridge deck; this means that they will not have access to solar energy, but they 

will have access to vibration energy, and also perhaps to wind energy.

The study of EHWSNs is an emerging field of research. Although WSN process-

ing and communication has received the attention of researchers for many years, 

much of the work has focused on power management on the radio platform and com-

munication protocols that minimize energy consumption or maximize network life-

time, given that all nodes start with all the stored energy they will ever have. When 

energy harvesting is added to the design, the goal shifts toward “energy neutrality” 

[26], and network lifetime becomes less of a function of the “residual energy” on the 

nodes, and more of a function of the “cycle life remaining” on the nodes [23]. 

Attention must be given to energy source and energy storage characteristics. The stor-

age device called the supercapacitor or ultracapacitor may revolutionize the EHWSN 

field, but models for it have only recently appeared. The communication protocols are 

affected, for example, because using up the residual energy on the node only tempo-

rarily disables the node, therefore the penalty for using this energy should perhaps not 

be as severe as it is when the node has a non-rechargeable battery. Another way pro-

tocols are affected is that, because nodes may not always have the energy to operate, 

duty cycling schemes and sleep protocols become more problematic. Some research-

ers have reported on energy-harvesting-aware protocols, however, since protocol 

assessment and design depends on the models for the energy sources and storage, 

there is much more work to be done.

This chapter will review the state of the art in EHWSN communication, with 

emphasis on energy sources, storage and consumption in EHWSNs, and medium 

access control (MAC) and routing protocols that are energy-harvesting aware.

17.2  Harvester and Storage Models

In modeling the harvested energy on a WSN node, one must consider the type of 

energy being harvested, the efficiency of the harvesting circuit, and the type of storage 

technology.
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17.2.1  Storage Technologies

The storage technologies that are used with energy harvesting systems are the 

rechargeable battery (RB), the supercapacitor (SC), and the hybrid storage system, 

which comprises an RB and an SC. While the fuel cell is being considered for por-

table electronics, such as MP3 players, it is not appropriate for energy harvesting 

systems, because the fuel cell must be “refueled” using a hydrogen cartridge [51].

The cycle life of the storage device is defined to be the number of discharge-

recharge cycles before the device fails to hold 80% of its original capacity (energy) 

[19]. Since a WSN node dies when its storage device no longer holds enough 

energy to run the circuits, the cycle life determines the life of the WSN, and is 

therefore a very important quantity in the study of EHWSNs.

17.2.1.1  Rechargeable Battery

The predominant rechargeable storage technology is the rechargeable battery (RB). 

While there are a number of battery chemistries, features that RBs have in common, 

compared to SCs, are:

High energy density (Joules/kilogram)•฀

Low leakage•฀

Short cycle life•฀

Low power density•฀

Constant, high voltage•฀

Sensitivity to depth of discharge (DoD)•฀

Temperature sensitivity•฀

Sensitivity to value of discharge current•฀

The cycle life of the RB varies with battery chemistry, but is typically between 300 

and 500, corresponding to a maximum of a couple of years of operation if the node 

is discharged daily.

All batteries suffer from self-discharge or leakage. For example, Nickel-based 

batteries tend to suffer from relatively high levels of self discharge, losing around 

10% of their capacity in the 24 h after charging, dropping to around 10% per month 

after this. Self-discharge is particularly sensitive to temperature (increasing with 

increased temperature), as shown for Ni-MH batteries in [19]. In other words, if an 

RB is not used, that is, it sustains only self-discharge (i.e. leaking) and is kept fully 

charged, then it can maintain its capacity up to 40 years or more depending on the 

chemical composition of the RB [12,19,36].

How an RB is discharged affects its cycle life. During discharge, positively 

charged ions (e.g. Li+) are created at the anode and diffuse over to the cathode, 

where they combine with negatively charged ions (e.g. Cl-). The combinations 

occur at fixed “reaction sites” on the cathode [30]. When no more reaction sites are 

available, the RB is discharged. Large discharge currents can cause the “Rate 
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Capacity” and “Recovery” effects [30]. Both effects reduce the effective capacity 

of the RB, but the mechanisms are different. In the Rate Capacity Effect, a large 

discharge current causes internal reaction sites on the Cathode to be permanently 

obscured [30], which causes an increase in the internal resistance of the RB and a 

progressively smaller capacity with each cycle [58]. In the Recovery Effect, a large 

discharge current causes a dearth of positively charged ions at the cathode, because 

diffusion of ions through the electrolyte cannot keep up with the consumption of 

ions at the cathode. Pausing the discharge gives the diffusion a chance to catch up 

with the consumption, enabling the RB to “recover” [30]. Low temperature reduces 

chemical activity in the cell, which increases the RB’s internal resistance and exac-

erbates the recovery effect [58]. Both effects are avoided by keeping the discharge 

current sufficiently low and steady.

For small electronics, the leading battery chemistry choices are Nickel-Cadmium 

(NiCd), Nickel Metal-Hydride (NiMH), and Lithium Ion/Polymer. NiCd has a rela-

tively low energy density and a long cycle life (50 Wh/kg and 1,200+ cycles [31]), but 

it has two disadvantages that have diminished its use recently: the “memory effect,” 

which reduces capacity without periodic deep cycling (full discharge) [31, 29], and 

toxicity [29, 30]. NiMH also has the memory problem, but it has a higher energy 

density (70 Wh/kg ) than NiCd, and is not toxic. However, NiMH is more sensitive 

to overcharging and has a shorter cycle life (300 cycles [31]) than NiCd [29, 30]. 

Lithium Ion RBs, the most popular choice for energy harvesting WSNs, have no 

memory problem and have the highest energy density and lowest leakage (100+ 

Wh/kg and 8% per month [31]) of the three choices [29, 30], however, Lithium RBs 

are more sensitive to variations in discharge current and are more expensive than 

NiMH RBs [30]. Also, Lithium RBs can be a fire risk without careful management, 

however, newer technologies have mitigated this problem [29, 43].

Predicting the remaining cycle life of an RB is challenging because the cycle life 

depends on many variables, including discharge rate, temperature, and DoD history 

[59]. RB cycle life can be extended by limiting its “depth of discharge” (DoD), 

which is the fraction of energy removed of the total capacity of the RB, at the time 

of recharging. For example, the number of cycles yielded by the Nickel Metal 

Hydride (NiMH) battery goes up exponentially by the reduction of the depth of 

discharge [12, 43].

17.2.1.2  Supercapacitor

Most of the SC features are the opposite of the RB features. The SC is characterized by

Low energy density•฀

High leakage•฀

Long cycle life•฀

High power density•฀

Variable voltage•฀

Low maximum voltage•฀
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In the context of WSNs, the most important feature of the SC is its long cycle life, 

which is on the order of a million cycles [64, 33, 31]. If SC DoD is kept below 50%, 

SC operational lifetime can be as high as 20 years [64]. This has led some research-

ers to consider the SC as the only storage technology on the node [64, 74, 40].

An SC is a capacitor whose plates are “molecularly” close together, yet the 

porous carbon plates have very large area [14]. SCs can be folded up into very small 

packages [14], so they can be used in small wireless devices. SCs can have capaci-

tances measured in Farads, as opposed to the microfarads of common capacitors. 

However, the disadvantage of the size and proximity of the plates is that SCs leak 

more than RBs and will breakdown if the voltage across the SC is greater than a 

few volts [64,40]. Unlike an RB, SC voltage drops as the energy is taken from it, 

according to the standard capacitor equation 
2

0.5=
SC

E CV . Since a WSN node 

fails to run if the voltage provided to it drops below a certain level, e.g. 2 V, not all 

the energy on the SC can be used. To provide the voltages of 3–5 V that are required 

to run the node, typically two SCs are arranged in series [40]. When this is done, a 

balancing circuit [39] is necessary to ensure that the SCs receive equal charge during 

harvesting.

For example, two 5 F SCs in series, each with a 2.5 V maximum voltage, can 

supply a maximum of 5 V to the load. The series combination holds a maximum 

energy of about 31 J. If the combination is directly connected to the load (i.e. to the 

node electronics), then the minimum voltage of 2 V implies that a maximum of 30 

J is available to the node.

The leakage of an SC depends on its stored energy and the period of time that 

the SC has been kept charged to its maximum voltage [78]. The leakage gener-

ally increases with stored energy [31,78] and decreases with time kept fully 

charged [78], with typical leakage powers between 0.1 and 0.6 mW [78], allow-

ing SCs to hold charge (without harvesting) for a maximum of a few weeks 

[64].

17.2.1.3  Hybrid Energy Storage Systems

SCs are sometimes used in hybrid combinations with RBs to protect the RBs from 

delivering or absorbing short, high pulses of power [31, 64], which shorten the life 

of the RB because of the Rate Capacity Effect discussed above. We refer to the 

hybrid combination of RB and SC as a hybrid energy storage system (HESS). 

HESS applications range from electric vehicles to portable electronics [37].

The HESS combination can take several forms. In the simplest case, the SC and 

RB are simply connected in parallel; [15] show that in pulsed loads, the SC meets 

the initial current demand by providing almost a step increase in current at the start 

of the pulse, and then has a first-order decay, whereas the RB provides the comple-

mentary component of the current pulse, rising slowly from zero. Then, in the 

period between pulses, the RB recharges the SC [15].

Fig. 17.1 shows a popular alternative HESS architecture, which has more con-

trol circuitry [31]. The aim in [31] is to make the SC large enough for routine 
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operation, and keep the RB as a “reliable emergency backup,” thereby avoiding 

daily cycling of the RB. In the context of solar energy, “large enough” means that 

the SC can supply adequate voltage to drive the load at a given low duty cycle dur-

ing the dark periods of the day.

17.2.2  Energy Transducers

A wide variety of ambient energy sources are possible, including light, vibration, 

strain, wind, temperature difference, and radio waves (RF). Each form of energy 

requires a different sort of transducer. For example, light energy is harvested by 

photovoltaic cells and vibration can be harvested by piezo-electric or magnetic coil 

devices. The energy harvester devices produce either alternating current (AC) or 

direct current (DC). The DC sources include photovoltaic and thermal generators, 

while the AC sources include the vibration and wind energy harvesters. Digital 

circuits use DC power, so rectifiers are used with AC sources [56].

The transducer that converts the ambient energy into electrical energy can be 

modeled by a Thevenin’s equivalent circuit, as shown in Fig. 17.2a, where V
I
 is the 

Thevenin’s equivalent ideal voltage source, and R
s
 is the Thevenin’s equivalent 

source resistance. These two Thevenin’s parameters are both functions of the size 

and type of harvester and the amount of ambient energy. For example, under a 

certain set of vibration conditions, a harvester consisting of a magnetic circuit 

coupled to a mechanical resonator can be represented by a 9.3 V battery in series 

with a 36 Kohm resistor [39].

It is well known that for the source to transfer the maximum power to a load 

resistance, R
L
, we must have that the load resistance is matched to the source resis-

tance, or R
L
 = R

S
. It follows that the optimal voltage across R

L
 is V

S
 = V

I
/2 = V

MPP
 , 

Energy

Harvesting

Device

Primary
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(Supercap)

Charging
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(Li RB) 

Switch

Wireless

Sensor Node 

Fig. 17.1 System architecture of a hybrid energy storage system with a charge controller between 

the SC and RB, and a switch that selects just one storage device to drive the load
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where MPP stands for “maximum power point,” and the maximum power is 
2 2

/ / 4=
MPP L I S

V R V R , corresponding to about 0.6 mW for the vibration energy 

harvester mentioned above.

If the voltage, V
S
, is not equal to V

MPP
, then the output power will be lower than 

the MPP, by as much as much as two orders of magnitude [50]. A sketch of a typical 

power vs. voltage curve is shown in Fig. 17.2b; examples of curves like this can be 

found in [4, 7, 39, 48, 50]. If the ambient energy conditions change, for example if 

the intensity of sunlight on a solar cell changes, the curve generally shifts and the 

MPP and V
MPP

 change [56].

Table 17.1 shows the typical optimum powers of various ambient energy sources 

that have been reported in the literature. Full-sun solar energy is the strongest 

source, with a 3.3 square inch panel generating 250 mW [32]. However, even solar 

generators will produce submilliwatt powers from very small solar cells, e.g. sizes 

of 0.8 cm2 [7]. Indoor light energy is weaker than full sun by a couple of orders of 

magnitude. RF energy depends on the aperture size of the harvester antenna, and is 

submilliwatt unless the harvester is very close to a powerful transmitter.

17.2.3  MPP Tracking

In harvester design, the goal is efficient power transfer between the transducer, such 

as the solar panel, and the storage device, such as the supercapacitor. In this context, 

the storage device is the “load.” Unfortunately, simply connecting the transducer 

directly to the storage device usually results in inefficient and slow charging 

because the harvesting device is forced to operate at a suboptimum voltage. Ideally, 

the problem is addressed through maximum power point tracking (MPPT), pro-

vided by an adaptively controlled voltage regulator that attempts to keep V
S
 

approximately equal to V
MPP

. In very low energy scenarios, careful attention must 

be paid to regulator design, because the regulator itself can consume a significant 

MPP
RS

VI VS

Voltage, 

Power

VMPP

0

0

RL

a b

VS

Fig. 17.2 (a) Thevenin’s equivalent of the transducer, and (b), the typical relationship between 

the transducer’s voltage and power
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Table 17.1 Example sources of ambient energy

Type of 

energy

Authors or 

source Typical power Description

Solar Ambient Micro 

LLC [32]

~250 mW 3.3 square inches of photovoltaic 

collector in bright sunlight

[4] 0.94 mW Two 2 × 3 cm solar panels, 1 m from a 

60 W Incandescent bulb

[4] 76 W Two 2 × 3 cm solar panels, 2 m from a 34 

W Fluorescent bulb

[55] 15 mW/cm2 Outdoors, noon

Solar cells [7] 200W 

-275W

0.8 cm2 solar cells in low and high 

intensity scenarios, respectively

RF Ambient Micro 

LLC [32]

0.5 mW

[72] 0.1–3.0 mW/m2 25–100 m from a GSM base station

Vibration Shenck and 

Paradiso [65]

8.4 mW Piezoelectric – from a PVDF stave 

in the insole of a shoe at a 0.9 Hz 

walking pace

Lumedyne 

Technologies, 

Inc., [38]

0.43W On a car that is parked on the side of 

the road

19.2W On a car that is idling

0.64–1.45 mW On a car being driven on the freeway

18–47W Walking (harvester in the shoe)

[76] 1 pW 2 mm2 from nanowires and piezo

[55] 116 mW/cm3 Small microwave oven

330 mW/cm3 Shoe inserts, piezoelectric

Thermal Hi-Z Technology, 

Inc. [22]

4.8 mW 40oC difference; open circuit voltage 

of 2.93 V, 26-couple device, 1 inch 

diameter. Quantum Well (QW) 

design

[28] ~200 mV/°C “The accepted bulk value for Bi2Te3 

alloys”

[55] 40 mW/cm3 Generated from a 10°C gradient

[49] 30W At 3 V, 0.5 cm2 in area by 1.6 mm 

thickness, 5°K difference

Acoustic [37] 960 nW/cm3 100 dB of acoustic energy

portion of node energy [83]. The regulator design determines how long the node 

takes to recharge, which impacts the performance of protocols at the link and net-

work layers. As switched regulators are more efficient (i.e. consume less energy) 

than linear regulators [83], linear regulators are not discussed in this section.

Fig. 17.3 shows three harvesting circuits, one diode regulator and two switching 

regulators, in order of increasing complexity and overhead. Fig. 17.3a has the sim-

plest, diode-only design [55]; in this design, which does not do MPP tracking, 

harvesting occurs only when the harvester’s voltage exceeds the storage device 

voltage (an RB was used in [55]) plus the diode voltage (i.e. 0.7 V). The result is 

that harvester energy is wasted unless its voltage is high enough [50]. The other 

problem with this design if it were applied to a discharged SC, is that the SC would 
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appear as a very low resistance, pulling the voltage of the transducer far below its 

optimal value. Fig. 17.3b, which was described for a machine vibration harvester in 

[39], assumes a fixed MPP and uses a conventional charging capacitor (C
C
) that 

charges very quickly and a switch (Q) that transfers the charge onto the SC when 

V
S
 reaches its optimal value. Fig. 17.3c performs MPP tracking using a microcon-

troller and regulates the voltage using a Pulse Frequency Modulator (PFM) circuit 

[64]. The dashed rectangle enclosing the Harvesting Source, represents that the 

microcontroller periodically measures the Thevenin’s equivalent parameters, either 

by measuring the open circuit voltage and the short circuit current, or using the “hill 

climbing” method [64]. The inductor smooths the current that charges the SC, and 

prevents shorting when the SC is discharged. A fourth solution, not shown in 

Fig. 17.3, achieves MPP tracking without the overhead of the microcontroller; 

instead this solution infers the MPP from simple sensor measurements, for exam-

ple, using a photo-resistor in the case of solar energy and a rotor’s rotating fre-

quency in the case of wind energy [50]. The sensor’s signal controls a Pulse Width 

Modulator (PWM) voltage regulator, in an all-analog implementation [50].
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Fig. 17.3 Charging circuits with increasing complexity
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One interesting feature of ambient energy harvesting systems, even for MPP 

tracking, is that charging SCs can take from minutes to hours, depending on the size 

of the SC and the strength of the harvester. Examples including 10 min for a 10 F 

SC from a nearby halogen light source [64], 1.5 h for a 140 mF SC from a vibrating 

motor [39], and “less than two hours” for a 37 × 82 mm solar panel under direct 

sunlight with a 11 F SC. This implies that if the energy demand exceeds the har-

vested energy, then “temporary partitions” lasting for a significant amount of time 

are possible in multi-hop networks that use only SC storage.

17.3  Load Models

The energy that is stored in the SC and RB drives the wireless sensor node. Therefore, 

an understanding of the energy consumption of a node is essential in the design and 

analysis of EHWSNs. Communication protocol designers like to use “energy per bit” 

models [27, 35]. However, such models depend on many factors, such as micropro-

cessor type, power management on the radio platform, type of modulation and 

demodulation, how much energy the node radiates in transmission, and higher layer 

protocols such as medium access control (MAC) and routing protocols.

This section will focus on three parts of the load: the processor, the transceiver 

and the sensor device. Given a reasonably low duty cycle on the order of 1%, radio 

power consumption must be limited to approximately 1 mW in order for nodes 

(powered by a single battery or scavenged ambient energy) to last for years [44]. 

Therefore, power management techniques and communication protocols that can 

ensure the low duty cycle and reduce the energy consumption during the node is 

idle are essential part of the energy-efficiency.

17.3.1  Processor

The processor for the sensor node controls the device and executes algorithms/

protocols. WSN Processors are designed and manufactured by several companies 

such as Atmel, Intel, Texas Instrument, etc. The power consumption of the proces-

sors is represented in Watts, but as [66] pointed out, the low-power should not be 

confused with energy-efficiency. That is, ATMega128L @ 4 MHz consumes 16.5 

mW, but the number of instructions per Watt it can perform is 242 MIPS/W (4 nJ/

Instruction), whereas ARM Thumb @ 40 MHz requires 75 mW, but can perform 

480 MIPS/W (2.1 nJ/Instruction) [66]. Therefore, to evaluate the energy-efficiency 

of the processor, the energy per instruction rather than just power has to be taken 

into account. Table 17.2 lists some of the off-the-shelf processors used in popular 

sensor nodes along with their energy-efficiencies.

Many authors have pointed out that the energy-efficiencies of the off-the-shelf 

processors are still too high and inappropriate for WSN nodes, and a number of 
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works have been done to improve the energy-efficiencies of the processors [16, 46, 

77]. In [16], the authors devised a new asynchronous microprocessor that uses no 

clock in any component. They have shown that their design will only take 24 pJ/

instruction. Similar efforts (reducing the energy per instruction) have been made in 

[46] and [77], which reduced the energy usage to 12pJ/instruction and 1.6pJ/

instruction respectively.

The processor usually supports different operating modes (sleep, active, etc.) 

and the number of operating modes may differ depending on the processor model. 

Since the power consumption of the active mode (on the order of mW) is much 

higher than that of the sleep mode (on the order of mW) [53], the argument that the 

node should be switched to the sleep mode whenever is necessary seems reason-

able. However, one must also note that changing between operating modes involves 

a power and latency overhead [54] and must be taken into account. How fast the 

nodes can wake up and become active is referred to as wakeup time, and it is desir-

able to have short wakeup time, because it reduces latency overhead. To summa-

rize, both wakeup time and the power consumption during sleep mode are important 

factors for energy-efficiency and they are considered when choosing and designing 

the low-power processor.

17.3.2  Transceiver

The transceiver (transmitter + receiver) sends and receives the data and known as 

the most energy-consuming portion of the node. As is the case of the processor, the 

transceiver chip also has different modes (generally transmit, receive, idle and 

sleep) and turn-on time. Similar to the processor, transitioning between modes 

needs careful consideration, because it can consume a significant amount of power 

[54]. Low energy consumption and appropriate behavior of sleep/powerdown mode 

are essential in achieving long network lifetime. It is important to note that even 

though the radio chip satisfies these needs, these models are useless without appro-

priate protocols that trigger and utilize them, which will be introduced in 

Sections 17.4 and 17.5.

Many people believe that most of the power consumption for communication is 

caused by transmitting the data. However, as introduced in [66] (see Table 17.2 in 

[66]), this may not be always true. In short range application, the power required 

for receiving data can be higher than transmitting the data. Therefore, RX power 

consumption must not be ignored when considering energy-efficiency of the radio. 

Table 17.2 Energy-efficiency of the off-the-shelf processors

Processor Voltage

Efficiency 

(pJ/inst) Description

Atmel Mega128L [16] 3V 1,500 Used in MICA2 [41] and MICAz [42]

Intel XScale [16] 1.3–1.65 V 890–1028 Used in Rockwell sensors, Intel Mote

MSP430 [45] 1.8–3.6 V 600 Used in Telos [53] and ANT [3]
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Some of the popular radio transceivers that are being used in sensor nodes are listed 

in Table 17.3. In the “Tx Power” column, the first number is the current drawn in 

mA from the storage device during transmission, and the second number is the 

corresponding radiated power in dBm (“Max” meaning the maximum radiated 

power and “Min” the minimum radiated power).

The choice of modulation is important in the design of the wireless sensor trans-

ceiver. Modulation schemes that can be non-coherently detected, such as Pulse 

Position Modulation (PPM) and Frequency Shift Keying (FSK), can reduce energy 

consumption, because they do not require a Phase Locked Loop (PLL). In the trans-

mitter, the power amplifier plays important role in the energy consumption. If a 

modulation scheme with high Peak-to-Average Ratio (PAR) is used, such as 

orthogonal frequency division multiplexing (OFDM), a linear power amplifier is 

needed, which leads to high power consumption. Therefore, constant envelope 

modulation schemes such as FSK can reduce the energy consumption of the trans-

mitter and have been considered as good candidates for WSNs [68, 75]. In [75], the 

authors compared the transmit power of M-FSK, M-PSK and M-QAM and found 

that M-FSK with non-coherent detection can use less transmit power than M-PSK/

M-QAM for large M (M>8), sacrificing the bandwidth efficiency. Additionally, 

[75] addressed the importance of minimizing the start-up time of the transmitter 

which could be longer than actual transmission time. [68] compared the power 

efficiencies of FSK and PPM considering nonlinear characteristics of the batteries 

(stored energy in the battery can be wasted during its discharge process). The 

authors showed that when the circuit power consumption is negligible, FSK has 

power efficiency advantage over PPM regardless of constellation size and transmit 

distance, whereas the opposite trend can be observed when the circuit power con-

sumption dominates the total power consumption of sensors. OOK (on-off keying) 

which is a very simple modulation scheme (1: signal, 0: no signal) has been con-

sidered, because the transmitter can be idle when 0 is transmitted and the demodu-

lation is very simple [2, 17]. In [2], the authors addressed the issue of the 

synchronization having significant power consumption and OOK was considered 

for designing low power synchronization because it does not require frequency and 

phase synchronizations. Note that Zigbee standard [82] specifies O-QPSK (2.4 

GHz) and BPSK (sub-1 GHz) as its modulation schemes, which are supported by 

CC2420 (Table 17.3).

The burst data rate (i.e. the rate within the period of the packet) also plays role 

in energy consumption. With a higher burst data rate, the node can transmit the data 

fast, which means that it can spend more time in idle mode [10]. However, higher 

burst data rate does not guarantee the energy-efficiency because as the data rate 

goes up, required transmit power for successful communication also increases. 

Therefore, choosing the radio with highest maximum burst data rate may not 

always be an energy-efficient strategy.

There have been a lot of works to design and develop low-power transceivers. 

[17] introduces results from the WiseNet project, the goal of which is to optimize 

both the MAC and physical layers to obtain a low-power solution for sensor 

networks. This project designed an ultra low-power transceiver and optimized 

the transceiver for the WiseMAC protocol [13] specially developed for WSN. 
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In [47], the authors modeled a system architecture for an integrated, CMOS, 

impulse ultra-wideband transceiver suitable for sensor network. [11] proposed 

energy-efficient OOK transceiver that achieves an energy-per-bit as low as 0.5 nJ/

bit for the receiver and 3.8 nJ/bit for the transmitter.

We will end this subsection with Table 17.4, which shows the “energy-per-bit” 

values for the transceivers listed in Table 17.3 obtained by dividing the power 

consumption by the data rate. As mentioned in the beginning of the section, 

“energy-per-bit” is an important parameter when energy-efficiency of the wireless 

sensor node is evaluated.

Table 17.3 Radio transceivers

RF chip

RX 

power 

(mA)

TX power  

(mA/dBm)

Voltage 

(V)

Data rate 

(kbps) Modulation Description

Chipcon 19.7 17.4/0 (Max) 2.1–3.6 250 DSSS Used in Telos [53] 

and MICAz [42]CC2420 8.5/−25 (Min) OQPSK

Chipcon 9.6 26.7/10 (Max) 2.1–3.6 76.8 FSK When 433MHz is 

assumed

CC1000 5.8/−20 (Min) Used in MICA2 [41]

RFM 3.8 12/1.5 

(Typical)

2.2–3.7 30 (OOK) OOK/ASK Used in Mica [41]

TR1000 115.2 

(ASK)

Semtech 

XE1205

14 62/15 (Max) 2.4–3.6 152.3 FSK Used in TinyNode 

[69]26/0 (Min)

RFM 3.8 12/1.5 

(Typical)

2.2–3.7 30 (OOK) OOK/ASK Used in ScatterWeb 

Embedded Sensor 

Board [61]
TR1001 115.2 

(ASK)

Nordic 22 16/0 (Max) 1.9–3.6 1,000 GFSK Used in ANT [3]

nRF24AP1 13/−20 (Min)

Table 17.4 Energy-per-bit for off-the-shelf nodes, when 

the operating voltage is 3V

RF chip

nJ/bit for TX 

(maximum 

Tx power)

nJ/bit for 

TX 

(minimum 

Tx power)

nJ/bit for 

RX

Chipcon 208.8 102 236.4

CC2420

Chipcon 1,043 226.6 375

CC1000

RFM 1,200 (OOK) 380 (OOK)

TR1000 312.5 (ASK) 99 (ASK)

Semtech 

XE1205

1,221.3 512.1 275.8

RFM 1,200 (OOK) 380 (OOK)

TR1001 312.5 (ASK) 99 (ASK)

Nordic 48 39 66

nRF24AP1
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17.3.3  Sensor Device

While the energy consumption of the sensor device is relatively smaller than the 

consumption of the processor and the transceiver for low-rate and low-quality sensors, 

this may not be true for some commonly used sensor devices [57]. Reducing the 

energy consumption of the sensor device is done by adjusting the number of 

the samples measured by the sensor device. Although the strategies and approaches to 

reduce the energy consumption of the sensor are different, the principle behind the 

energy-efficient sensing is simple: reduce the number of the unnecessary samples and 

focus on the number of important/required samples while maintaining the sensing fidel-

ity. Some of the energy-aware sensing strategies are introduced in [57], which can be 

summarized and incorporated into the above principle as follows. In the case of the 

adaptive sampling, an initial coarse sampling is followed by a finer-grained sampling 

in the region where the signal variations are higher, focusing on the required samples 

while minimizing the unnecessary samples. Likewise, in the case of triggered sensing, 

important samples are obtained using high-quality (thus high power) sensor only if an 

interesting event is detected by low-power sensor.

17.4  MAC Protocols

In wireless sensor networks, the medium access control (MAC) protocol controls 

access to the channel among radios that whose transmissions would interfere or 

collide at their intended receivers. MAC protocols play a key role in determining 

channel capacity utilization, fairness, network delays and more importantly, power 

consumption.

There are several challenges in designing MAC protocols for EHWSNs. 

Traditionally wireless devices (like 802.11) use contention-based MAC schemes like 

CSMA/CA. However this is not suitable for WSNs as they are severely energy con-

strained and hence duty-cycle-based schemes like S-MAC [81] have been proposed 

for them. Duty cycling is the energy saving scheme where the radio is off by default 

but wakes up periodically to participate in potential network communication. Even 

though these schemes have been shown to save large amounts of energy in traditional 

WSNs they cannot be easily extended to EHWSNs. This is because in EHWSNs, 

unlike WSNs, it is a non-trivial task to design duty cycling algorithms, as the dynamics 

of the energy sources being harvested may not be easily predictable.

17.4.1  Overview of EHWSN MAC Protocols

[63] analyzed the performance of the conventional MAC schemes like CSMA and 

ID Polling on WSNs with ambient energy harvesting capabilities. They showed 

that, any scheme that involves some form of backoff and retransmission is very 
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likely to be non-optimal because timing schedules cannot be strictly enforced when 

a node has no energy to operate, and the amount of harvested energy may not be 

sufficient for retransmissions. Furthermore, unnecessary waiting (to synchronize 

with time slots) or retransmissions can be counter-productive; it has been shown in 

[62] that a slotted CSMA MAC performs worse than an unslotted scheme because 

energy is consumed during the slot synchronization process, resulting in longer 

harvesting periods thereby reducing throughput. A polling-based MAC protocol 

has been proposed for use in sensors powered by ambient vibrations but the scheme 

has not been shown to be optimal [62].

Some works have been proposed lately [24–26, 71], which attempt to model the 

energy source and adjust the node’s duty cycle in anticipation of expected incoming 

energy or lack thereof. [24] presents algorithms for dynamically adapting the duty 

cycle of a node so as to maximize both lifetime and performance, however this 

work only considers periodic energy sources. [26] analyzed the requirements for 

“energy neutral” WSN operation. By characterizing the nominal energy harvesting 

rate and its maximum deviation and by characterizing the nominal energy con-

sumption rate and its maximum deviation, [26] determined bounds on the nominal 

consumption, the required battery capacity, and the required starting battery stored 

energy. Consumption rate is adapted by changing the duty cycle or the transmit 

power of the nodes [26]. A more general model was considered in [71], which 

considers both periodic and aperiodic sources of energy. They use results from 

adaptive control theory to solve the problem of dynamic duty cycling and achieve 

better performance on a broader class of energy source datasets.

17.5  Routing Protocols for EHWSNs

A routing protocol is a procedure for deciding the path, or sequence of links, that 

packets will follow in a multi-hop network. Even though a lot of work has been put in 

to the design and development of EHWSNs, only a few routing protocols have been 

implemented for these networks. The problem of routing in EHWSNs is a nontrivial 

one and is very different from the problem of routing in traditional WSNs, which has 

been extensively studied. Routing protocols proposed so far for EHWSNs can be clas-

sified as multi-hop-based and two-tier cluster-based. In a multi-hop scheme, which 

is the most widely researched of the two, the energy-constrained and energy har-

vesting sensing modules transmit the message to the Sink over a multi-hop route 

(see Fig. 17.4a). However finding a reliable multi-hop route is very challenging in 

these networks. Since the wakeup time of any sensor cannot be estimated accurately 

as the exact rate of energy harvested fluctuates with time and other environmental fac-

tors, it is very difficult to ensure that the next-hop node is awake to receive a packet. The 

uncertainty in how long it takes a node to harvest enough energy before it can func-

tion again makes existing sleep-wake scheduling schemes for WSNs unusable since 

a node may not have harvested sufficient energy at the scheduled wakeup time. 

Furthermore, if it has depleted all its energy in its previous cycle, it may loose its 
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timing reference when it wakes up again. Additionally, broadcasting -based schemes, 

which have been proposed for traditional WSNs to avoid the overhead involved in 

finding routes, are not suitable for EHWSNs. This is because broadcasting results in 

many duplicates of the same packet if many nodes are awake; therefore, some form 

of duplication-suppression would be needed so that the harvested energy is not 

wasted on delivering duplicates.

17.5.1  Overview of EHWSN Routing Protocols

The majority of the routing proposed for EHWSNs are multi-hop-based. First we 

describe the most prominent multi-hop-based protocols proposed for EHWSNs and 

then the cluster-based architecture.

17.5.1.1  Multi-Hop-Based Schemes

When energy harvesting techniques were less attractive, there was some research 

on integrating a few harvesting sensors into an otherwise battery-powered network. 

In [73], the well known WSN multi-hop routing protocol Direct Diffusion [21] was 

modified to prolong network life by putting heavier work-loads on the energy-

harvesting nodes. That is, the routing protocol would choose harvesting nodes as 

relays, however if no harvesting node was available, a battery-powered node would 

be chosen. But such a network cannot operate indefinitely as most of the nodes in 

the network are battery powered.

The first full-scale approach to the utilization of environmental energy was devel-

oped in [24]. They proposed that the spatio-temporal properties of the energy-

harvesting rate across the network should be considered for task allotment within the 

network. They made the first step towards solving the harvesting problem by provid-

ing a distributed framework, referred to as the Environmental Energy Harvesting 

Framework (EEHF) to adaptively learn the energy properties of the environment and 

harvesting/renewal opportunities in a distributed fashion. This knowledge of the 

harvesting rate obtained through EEHF along with the remaining battery energy is 

incorporated in to the cost metric while calculating routes. The proposed cost metric, 

C, is expressed as follows:

Sink Sink

Cluster

Clusters

head

a bFig. 17.4 (a) multi-hop-

based and (b) cooperation-

based [84]
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C = f ( T, Em, Ecm, h, j, Eb, B) , where T is the time epoch over which energy 

prediction is made, Em is the mean energy expected in T time, Ecm is the mean 

expected energy consumed over this period, h is the prediction confidence, which 

is a number between 0 and 1, j is the information regarding when the next recharg-

ing opportunity is expected within next time, Eb is the current energy remaining 

and B is the maximum battery capacity (in one charging cycle). This function f 

should be such that scheduling decisions based on C automatically selects nodes 

with higher environmental energy to the maximum extent required for optimizing 

the lifetime. For instance, when Em-Ecm and h are high at a node the scheduler may 

use this node even to its last Joule as this node will become alive within next T, to 

save energy at nodes with low Em .

Following this work by [25], a large number of works were proposed where the 

harvesting rate, residual energy and other parameters were incorporated into the 

cost metric [24, 34, 35, 80]. [35] proposed the Energy-opportunistic Weighted 

Minimum (E-WME) algorithm where the cost metric takes into account the nodes’ 

residual energy, harvesting rate and energy requirement for routing the packet. 

They provided a mathematical framework using which they showed that the algo-

rithm asymptotically achieves the best achievable performance by any “online 

algorithm” (An “online” algorithm does not know future packet routing requests at 

decision time. In contrast, an offline algorithm knows the arrival times and packet 

sizes of all the packet routing requests, including those in the future) They also 

showed that the E-WME algorithm can be seamlessly integrated with distance 

vector-based ad-hoc routing schemes and can be integrated with on-demand-based 

schemes with minor modifications.

 Duty-Cycle-Aware Routing Protocols for EHWSNs

The routing schemes described above either assume fixed, known duty cycles or 

leave the duty cycle management to the MAC layer. [14] proposed a ‘duty-cycle 

aware multi-hop-based’ geographical routing scheme where a node is assumed to 

be aware of its neighbors duty cycles and uses this information to find the optimum 

route. However this scheme incurs a lot of delay, as a transmitting node will wait 

till its intended receiver is awake to transmit its next message. To avoid the exces-

sive delay in these low duty-cycle applications a broadcast-based routing scheme 

was proposed in [62]. In this scheme, any sensor node that is nearer to the sink than 

the sender has to rebroadcast the packet. By doing this, this scheme alleviates the 

delay incurred in waiting for the next hop to be awake in very low duty-cycled 

applications, since there is a greater probability that at least one of the overhearing 

relay nodes is in receive mode. However, broadcasting results in many duplicates 

of the same packet if many nodes are awake; therefore the proposed scheme 

employs a type of duplication-suppression so that the harvested energy is not 

wasted on delivering duplicates. A relay node discards all other packets with the 

same ID that it has already received. This ensures that a relay doesn’t transit the 

same packet more than once.



266 M.A. Ingram et al.

 Communication Using Hybrid Energy Storage System (CHESS)

The protocols described above assume that the RBs have infinite cycle life, which 

as discussed in Section 17.2.1.1, is not the case. In response to this problem, the 

authors have proposed a new Communication Using Hybrid Energy Storage System 

(CHESS) routing metric that distinguishes between the energy states of the SC and 

the RB in a switched HESS architecture like that shown in Fig. 17.1. CHESS, 

which was proposed and analyzed in [23], is also sensitive to the depth of discharge 

of the RB. The general aim of CHESS is similar to that of, as discussed in 

Section 17.2.1.3: to use SC energy for routine and low data-rate transmissions that 

can often tolerate high latency, and save the RBs for “alarm” situations. There are 

several examples of the sort of “fat tailed” traffic distribution to which this strategy 

might apply: in structural health monitoring (SHM) of a bridge, while each routine 

measurement has a lot of data, the measurements can be done infrequently, on the 

order of once per week, and the application can tolerate high latency, so the rate of 

transmission can be low. However, if fatigue is detected, then the civil engineer may 

wish to query the monitoring system for much more data that couldn’t be supported 

by SC energy alone. Another example is video camera surveillance: it is often not 

desired or necessary to transmit video from all cameras all the time. Instead, low 

data rate sensors, such as sound sensors, operate routinely; when they detect an 

alarm situation (e.g. a fast rise in sound volume), all the cameras would be turned 

on, and the RBs would be necessary to transmit the video.

The CHESS metric is an extension of the Lin et al. metric [35] that was discussed 

in the previous section. The CHESS metric is calculated for each node. Like the Lin 

et al. approach and other “shortest path” algorithms, the selected CHESS route is the 

one with the smallest sum of CHESS metrics for each node along the route. The 

CHESS metric is zero for a node that has sufficient energy on its SC to route a 

packet. If the SC has insufficient energy, then a non-zero value will be calculated that 

is based on the residual energy of the RB as well as the remaining cycle life of the 

RB. In particular, the CHESS metric is a product of two “energy depletion” func-

tions for the RB – one like Lin et al’s replenishable RB metric, which discourages 

selection of a node (within a single discharge cycle) that is near its specified depth 

of discharge, and another that is like Lin et al’s non-replenishable RB metric, where 

the capacity of the battery is replaced by the RB’s cycle life [23].

The authors did a preliminary analysis in [23] that compared a non-HESS (i.e. 

RB-only) scenario using the Lin et al. protocol, to a HESS scenario that uses the 

CHESS protocol; this study is summarized next. The analysis was performed for a 

simple four-node, two-hop network: source-cluster-destination, where the cluster 

contains two nodes,, as shown in Fig. 17.5. The destination is assumed to be out of 

decoding range of the source.

In order to exploit the cycle-life vs. depth of discharge (DoD) data that is avail-

able in the literature, which assumes a constant (DoD) [8, 12]. We assume that the 

RB is not connected to the harvesting source (i.e. not re-charged) until the RB has 

discharged down to the specified DoD. A simplified block diagram of the HESS 

architecture assumed for analysis is shown in Fig. 17.6. The switches, S1 and S2, 
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respectively represent the assumptions that a node cannot harvest energy and transmit 

a packet at the same time, and that the SC is never connected to the RB. A node 

that is selected to relay sets S1 to the “1” or “Load” state. Unselected nodes set 

Switch S1 to the “0” or “harvesting” state. The RB is recharged when its residual 

energy falls below a pre-set threshold, which is dependent on the DoD and the 

maximum capacity of the RB. In other words, For example, a DoD of 0.3 means 

that only 30% of the maximum available energy on the RB is used before recharging. 

If the RB energy is above the threshold, then the SC is charged using the harvested 

energy, which corresponds to Switch S2, being set to “1.”

The algorithm first attempts to route the packet using the node with the highest 

SC energy. If that is not possible, then the CHESS metric is evaluated for both 

nodes in the cluster. The node with the lowest metric then routes the packet.

Fig. 17.7 is a plot of the residual energies in Joules on the SCs and RBs for both 

nodes versus time for the HESS and non-HESS node architectures from [23]. The 

simulation setup assumed a very simple daily periodic solar energy model of 12 h 

of un-interrupted sun, with constant intensity, and 12 h of total darkness. The data 

traffic was modeled as a sequence of periodic packets for as long as there is energy 

to route them.

For the network with CHESS, when there is sunlight, there is enough energy to 

route all the packets using only the SCs, and the RBs on both the nodes simply leak. 

Once the sunlight stops, the nodes use the SCs to route the packets until their 

residual energies are no longer enough to route a packet. Subsequent routing of 

packets involves computation of the CHESS metrics for the relay nodes, and the 

node with lowest cost function is selected as the relay node. Since there are only 

two relay nodes, the CHESS routing metric, in this case, merely alternates between 

the nodes. Route requests are accepted until the residual energies on the nodes go 

below the specified DoD. Since there is no sunlight, the nodes cannot recharge the 

RB, and no further packets can be routed. The batteries on both the nodes leak dur-

ing the rest of the non-harvesting period.

Source Relay

n2

n1

Destination

Fig. 17.5 Two-hop relay 

network

Fig. 17.6 Simplified block diagram of the switched hybrid energy storage system
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For the non-HESS scenario, when there is sunlight, the RBs on both nodes route 

packets and have several charge-discharge cycles. It was found that every charge-

discharge cycle in the CHESS case corresponded to 40 charge-discharge cycles for 

the non-HESS case, which implies a network life extension of approximately 40 

times by CHESS relative to non-CHESS. These results suggest the extreme life 

extension that is possible with HESS technology.

Extensions of this study should include a more realistic charging model that 

would allow the SC and/or RB to be continuously recharged during packet relaying. 

Having such continuous charging would reduce the number of charge-discharge 

cycles in the RB-only case, and diminish the CHESS improvement relative to the 

non-HESS case. Another interesting extension would be to compare CHESS for 

switched and non-switched HESS [15] architectures.

17.5.1.2  Cluster-Based Two-Tier Architecture

In addition to the multi-hop-based strategies described above there have been a few 

cluster-based two-tier architecture schemes (see Fig. 17.4b) proposed for EHWSNs 

[60, 70]. The most prominent two-tier architecture-based scheme was proposed in 

[60]. In this work, the distributed energy-harvesting sensor units are divided into 

clusters, similar to the cells in a cellular network. A cluster head is assigned to each 

cluster to coordinate the sensors in its cluster and to collect the data from them during 

monitoring. The clustering of sensors is done based on the proximity (i.e., every node 

is within one-hop of the cluster head.) The sensor units operate on battery power 

(rechargeable batteries or super capacitors) and low power operation is the primary 

criterion in their design. The cluster heads operate on power mains supply, and so do 

not have any constraints on power. They are provided with a battery backup in case 

of power failure. The clusters of sensors communicating with their corresponding 

cluster heads form the lower tier and the network of cluster heads forms the upper tier. 
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The cluster heads receive the data from the sensors and route the data to the Sink by 

multi-hop routing over the network formed by the cluster heads.

17.6  Conclusion

EHWSNs are an emerging technology that has the potential to dramatically expand 

the scope of application of WSNs. Users may be more likely to make the capital 

investment for applications that have extremely large numbers of nodes or nodes in 

difficult-to-reach places, if the networks will be reliable and maintenance-free. While 

the cycle-life of the rechargeable battery (RB) continues to be the barrier to extremely 

long network life, supercapacitor-only or hybrid energy storage (supercapacitor (SC) 

and RB) may be able to extend network life to decades. However, the design of com-

munication protocols that can optimally exploit SC energy remain an open problem.
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18.1  Introduction

“Green ICT” means Information and Communications Technology friendly for the 
globe. To stop global warming and climate change, ICT, with low emission of car-
bon dioxide thus low consumption of energy, is required. When there was no con-
straint of low energy consumption in communications, one solution for making us 
happier and more comfortable from the information-transmission perspective was 
to have a “stupid network” in which communication entities can handle just higher 
data transmission rates with no intelligence. However, once the constraint is 
imposed, an “intelligent network” is required as another solution in which the enti-
ties can intelligently reduce their energy consumption as much as possible while 
satisfying users’ needs.

In wireless communication, a technique to reduce energy consumption is also 
required, which is called “Green Wireless.” Emission of wireless signal from 
antenna is dominant in energy consumption for wireless devices, so a shortcut for 
reducing energy consumption is to reduce the power consumption in wireless signal 
transmission. In principle, the power required for wireless signal emission is pro-
portional to the distance between a pair of communicating transceivers, so this can 
be achieved by shortening the distance between them. Therefore, in a cellular sys-
tem, one solution for reducing energy consumption is to put a lot of relay stations 
to forward information between a base station and mobile stations in each cell.

Assume the distance between a base station and a mobile station is d. For this 
single hop case, the power consumption is denoted by

 
b∝

s
P d  (18.1)

where b is the power decay factor >2. Now assume that a relay station to forward 
information is located between the base station and the mobile station with distance 
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to the base station of d
r
. For this double hop case, the power consumption is 

written as

 
b b b∝ + − ≤ =( ) .

d r r s
P d d d d P  (18.2)

Equation (18.2) is satisfied as long as b > 1.
Recently, “coherent transmission” concept, which can achieve much less energy 

consumption, has been proposed [1, 2]. Figure 18.1 shows the concept of a coherent 
transmission system which is composed of a mobile station, K relay stations and a 
base station. Let us pay attention to the link from the relay stations to the base sta-
tion. When the relay stations forward the information from the mobile station to the 
base stations, in a conventional “incoherent” transmission, they transmit their sig-
nals with no care about their amplitudes and phases, so the power of the signals 
combined at the base station is just in proportion to the number of relay stations, 
namely, K. On the other hand, in a coherent transmission, they transmit their signals 
so that the signals combined at the base station can be coherently added in “ampli-
tude,” so the combined signal power is in proportion to the squared number of relay 
stations, namely, K2. This fact clearly shows that the coherent transmission has the 
power gain of K; in other words, to have the same received power at the base sta-
tion, as compared with the incoherent transmission, the coherent transmission can 
reduce the transmission power at each station by a factor of K; therefore, it can 
significantly reduce the energy consumption.

Furthermore, coherent transmission is categorized into two classes, such as 
regenerative and non-regenerative. The pre-processing at relay stations which once 
demodulates the received signal before forwarding is called “regenerative transmis-
sion,” whereas the one which does not demodulate (just amplifies and forwards) the 
received signal is called “non-regenerative.”

This chapter introduces the coherent transmission as a Green Wireless ICT. Its 
principle is shown with some computer simulation results and some technical chal-
lenges to realize it are discussed. Finally, a realization scenario of the coherent 
transmission is suggested.

Base station

Relaying 

station 1

The received

signals are

coherently

added. 

Mobile station

Relaying

station K 

Fig. 18.1 Concept of a  
coherent transmission
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18.2  Coherent Transmission System

A non-regenerative coherent transmission contains a regenerative coherent 
transmission as a subclass; therefore, in this chapter, we derive the optimal weights 
at relay stations for a non-regenerative coherent transmission system. Let us look at 
Fig. 18.2, where the communication link between a transmitter (TX) and a receiver 
(RX) uses K non-regenerative relay stations (RSs). First, the transmitter sends a 
signal over frequency non-selective fading channels for the relay stations (Link

1
). 

The received signal at the kth relay station is written as ( = 1, ,k K )

 = +1k k RSk
y h x n  (18.3)

where x  is the transmitted signal, and 
1kh  and RSkn  are the complex-valued chan-

nel gain between the transmitter and the kth relay station and the complex-valued 
Gaussian noise added at the kth relay station, respectively. They have the following 
statistical properties:

 =[ ] 0E x  (18.4)

 =[ ] 0
RSk

E n  (18.5)

 =[ ]H

TX
E x x P  (18.6)

 = σ2[ ]H

RSk RSk RSk
E n n  (18.7)

where [(·)]E  and (·)H denote the statistical average and Hermitian transpose of (·)  
respectively. Therefore, the average power of 

ky  is given by

 = + σ
2 2

1[ ] .H

k k k TX RSk
E y y h P  (18.8)
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Fig. 18.2 A non-regenerative transmission system model
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Then, after phase adjustment and power amplification, the kth relay station 
forwards the stored signal to the receiver. The transmitted signal from the kth relay 
station is written as

 
�

 
 =
 + 

2 2
1

.k

k k

k TXk RSk

P
z y

h P
 

(18.9)

Taking into consideration that the signal power from the total K relay station is 
constrained, kP  is written as

 =
k RSk RS

P w P  (18.10)

 =

=∑
1

1
K

H

RSk RSk

k

w w
 

(18.11)

where 
k

P  is the total signal power from the K relay stations and RSk
w  is the weight 

at the kth relay station to adjust the phase and amplitude of the transmitted signal.
Finally, the signals transmitted from the relay stations arrive at the receiver over 

non-frequency selective fading channels (Link
2
 ). The received signal at the receiver 

is written as

 =

= +∑ 2
1

K

k k RX

k

v h z n
 

(18.12)

where 2k
h  and RX

n  are the complex-valued channel gain between the kth relay 
station and the receiver and the complex-valued Gaussian noise added at the 
receiver, respectively. They have the following statistical properties:

 =[ ] 0
RX

E n  (18.13)

 = σ2[ ] .H

RX RX RX
E n n  (18.14)

18.3  Optimal Weights Derivation

Larsson beautifully derived the optimal weights at relay stations for maximizing the 
SNR at a receiver by means of Cauchy-Schwarz inequality. Here in this section, we 
try to derive it with matrix/vector notations [3].

Let us define the following vectors and matrices as

 = …1[ , , ]T

RS RS RSk
w ww  (18.15)

 = …1 11 1{ , , }
K

diag h hH  (18.16)
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where (·)T  denotes the transpose of (·)  and { }diag  denotes the diagonal 
matrix. With (18.22)–(18.26), (18.27) is written as

 ( )= +1 RS RS
xz Q H N w  (18.21)

so the received signal at the receiver is written as

 = + +2 1 2 .T T
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v x nh QH w h QN w  (18.22)

From (18.22), the signal power is calculated as
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On the other hand, the noise power is calculated as
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where
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Defining U  as

 = ′H
U U Q  (18.26)
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Equation (18.2) is rewritten as

 =  
H

RS RS
N w w  (18.28)

 = .
RS RS

w Uw  (18.29)

Therefore, the SNR is given by
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and maximizing (18.30) results in the following eigenproblem:

 = λ  .
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The rank of R  is one, so the optimal weight is given by
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Consequently, from (18.33), the kth optimal weight is given by
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where θ1k  and θ2k  denote the phases of 1k
h  and 2k

h , respectively, G
RSk

 and G
RXk

 
denote the SNRs for the signal transmitted from the transmitter and received at the 
kth relay station and for the signal transmitted from the kth relay station and 
received at the receiver, respectively, which are defined as
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α
RS  denotes the coefficient to let the weights satisfy (18.11), so it is calculated as
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Finally, the maximal SNR at the receiver is given by

 =

Γ Γ
=
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N  
(18.38)

Equations (18.34) and (18.38) are the same as those derived by Larsson [2]. In addition, note 
that regenerative relaying with no decision errors at relay stations corresponds to the 
case with Γ → ∞

RSk
 and θ →1 0

k  in (18.34) and (18.38). Therefore, (18.38) leads to
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(18.39)

Equation (18.39) is equivalent to the attainable SNR by normal maximal ratio 
combining [4].

18.4  Numerical Results

Figure 18.3 shows the layout of a cell for evaluating the performance of a non-
regenerative incoherent and coherent transmission systems, where a transmitter 
and a receiver are located at ( )− −0.5 / 2, 0.5 / 2  and ( )0.5 / 2, 0.5 / 2 ,

 respectively, and relay stations are located on a grid ( )= 2
K L . The channel gain

 for Link
1
  and Link

2
  is defined as

RSk

h2k

dkR

h1k

dTk

RX

TX

0
X

Y

(–1, –1)

(–0.5/

(1, 1)

2, –0.5/ 2)

(0.5/ 2, 0.5/ 2)

Fig. 18.3 Layout of a cell



282 S. Hara

 ( ) ( )·
i q

h h jh d
−β= + × α  (18.40)

where 
i

h  and 
q

h  are mutually independent Gaussian random variables with mean 
of zero, respectively, and ( )−βα·d  corresponds to the near/far effect with gain factor 
of α , distance of  d  and decay factor of 1.5β = .

Figures 18.4 and 18.5 show the spatial distribution of the average SNR for non-
regenerative incoherent and coherent transmissions, respectively. Here, it is 
assumed that the transmission power from the transmitter is the same as the total 
transmission power from all the relay stations and the average SNR direct (directly 
from the transmitter to the receiver) without relay is set to 0 dB. For the case of 
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incoherent transmission, the relay stations adjust the transmitted signals so as to 
compensate only for the near/far effect, so the average SNR is a little increased at the 
location of the receiver, but the value is still around the average SNR direct  = 0 dB. On 
the other hand, for the case of coherent transmission, the average SNR is much 
increased at the location of the receiver, and the value reaches around 13 dB. The 
SNRs at the relay stations located close to the transmitter are increased in the links 
so the signals forwarded from those relay stations to the receiver have higher SNRs. 
As a result, the average SNR is higher around the location of the transmitter.

For comparison purpose, Figs. 18.6 and 18.7 show the spatial distribution of the 
average SNR for regenerative incoherent and coherent transmissions, respectively, 
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where the decision errors at the relay stations are ignored. The coherent combining 
gives higher average SNR at the location of the receiver but the average SNR 
remains lower even around the location of the transmitter.

Figures 18.8 and 18.9 show the relationship between the number of relay sta-
tions and the average SNR for non-regenerative incoherent and coherent transmis-
sions, respectively. The incoherent combining makes the average SNRs at most up 
to the average SNRs direct, but the coherent combining makes the average SNRs much 
higher. The average SNR linearly increases as the number of relay stations 
increase.
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18.5  Discussion and Technical Challenges

Figures 18.4–18.7 clearly show that the coherent transmission can give a high SNR only 
at the receiver, so this implies that, if the receiver is equipped with multiple antennas then 
spatial multiplexing can be easily achieved. Furthermore, there is no inter-cell-interference 
observed in those figures, so this also implies that the frequency reuse factor of one can 
be achieved, like code division multiple access (CDMA) in the current third generation 
(3G) mobile communication systems. Therefore, the coherent transmission can achieve 
not only lower energy consumption but also higher spectral utilization efficiency.

However, the performance evaluation has assumed “perfection”, such as perfect 
synchronization in frequency and time among the relay stations, no frequency error and 
phase noise in the crystal of the local oscillator at each relay station, perfect estimation 
on the channel state information and so on. This perfection cannot be realized in reality, 
so the effect of releasing such perfection on the system performance needs to be realized 
first. Some technical challenges to realize the coherent transmission are as follows [4]:

How to know and estimate the channel state information for the relay stations: •฀

some feedback information is required on the second link from the base station. 
The use of time division multiple access with time division duplex (TDMA/
TDD) seems one of promising techniques for effectively estimating and trans-
mitting the channel state information, but an efficient frame design is required
How to synchronize in time and frequency among the relay stations: an efficient •฀

control signal design is required
And so on•฀

18.6  A Realization Scenario for Coherent Transmission

Figure 18.10 shows a conversation between a customer and a salesperson at a 
cell phone shop in the 2030s. Along this scenario, the number of relay stations, 
which can linearly reduce the energy consumption in cellular systems, can be 
increased. The relay stations must be powered by solar batteries with no 
emission of carbon dioxide.

I like this cell phone.

I’ll take this one!

 
That cell phone

comes with 

these 10 

relaying 

stations.

 
Put 5 stations

around your 

house and 

another 5 

stations around

your office!

 

Fig. 18.10 A realization scenario of coherent transmission



286 S. Hara

18.7  Conclusions

This article has introduced coherent transmission as a “Green Wireless” for stopping 
global warming and climate change. It can achieve not only lower energy consump-
tion but also higher spectral utilization efficiency as compared with current mobile 
communication systems. To realize the coherent transmission, there are many tech-
nical challenges, so some of them have been listed. Finally, a realization scenario 
of the coherent transmission has been suggested. The author personally believes 
that the coherent transmission-based double-hop transmission must be a core archi-
tecture in post-4G mobile communication systems.
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19.1  Introduction

The idea of using context for enhancing application and service behavior toward 

humans is not new, and has its roots in the human mind and how it works, i.e. many 

decisions, perceptions and understanding of information we make as humans are 

based on the context we are in. A concrete example from the wireless communica-

tion world is how sometimes we find ourselves in need to exchange files between 

two mobile phones, and yet, having so much trouble finding the right settings to 

exchange this file when the devices are just there in front of us, if the file transfer 

is possible at all due to incompatible air interfaces!

It seems so simple to us humans, just think about exchanging an apple between 

two people. At first glance this requires only little thinking, but in fact a lot of 

things go on after all; a person first figures out he/she wants an apple, then this 

person notices the apple at the hand of the another person. Following this step, both 

person needs to communicate that they desire to exchange the apple (assuming 

the person does not just steal it or stretch it!) by some means, e.g. oral or by body 

language. Much of this part of the process does involve also understanding of the 

given context; e.g. does the person with the apple appears to be giving out the apple, 

selling it, or keeping it for personal use? Such observations easily simplify our deci-

sions without even having to communicate then; say the person with the apple is 

eating it, or that the price of the apple is very high then maybe the person will not 

even ask for the apple, saving energy on the communication. Once the involved 

persons agree on the exchange, the actions follow by movements of hands. We do 

these types of processes everyday, and in fact our brains are so used to this that we 

do not even think about the involved steps for performing these types of actions.

But for the devices involved in a file exchange it is not so simple, in fact it may 

even be impossible if they do not agree on a common air interface. Imagine that the 

devices could figure out that they are close to each other, and they need to establish 
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a connection for file exchange, relieving the user from the hassle of doing settings 

and experimenting which interface is the most appropriate to use. One may ask 

him/herself whether we would need systems like this in the future. Does it not 

increase complexity of systems? Endanger the user’s privacy and security require-

ments? The answers to these questions are all yes! Why? We would need these 

systems to be context aware since with the growing technological capacity, com-

munication means etc., bring an ever increasing complexity system which for users 

at some point (if it has not already happened) becomes impossible to manage by 

themselves. Think about searching for information on the Internet, for example. 

Without search engines, like Google, Yahoo, …, or naming schemes like DNS or 

INS, there is absolutely no way we can find out ourselves where to find informa-

tion, rendering the system basically useless to us. Take this thought and map it into 

a world where all our devices can communicate in different ways, with different air 

interfaces, with different protocols, with different settings, for different  purposes at 

different times and places, it should be quite obvious that we need devices, services 

and applications to become aware of their situation to aid us in making decisions 

on what to do, where and at what time, i.e. to make them intelligent!

To combat increasing complexity, the wireless community has been working on 

cognitive radio to make communication between devices more intelligent for e.g., intel-

ligent spectrum sharing. However, there is more to context awareness than simply 

observing a given spectrum, namely, the extraction of information from the environ-

ment, and the user and other relevant objects involved in the correct interpretation of a 

situation. Thus context aware systems must depend on many different types of informa-

tion sources, where sensors are the key sources of context information. This means that 

activities with respect to (wireless) sensor networks are extremely important to context 

aware systems, but they build on top of system solutions because context aware systems 

are more focused on the interpretation and use of information than on the actual sensing 

part. But, as it will be later discussed in the paper, the gathering of information will have 

a significant impact on the reliability of information pertaining to context awareness, 

which must be taken into account to deliver enhanced experience to the end user.

In this chapter, we highlight the challenges and discuss the future of context 

information at a network level. We also present some key solutions to ensure a suc-

cessful deployment of context sensitive services and applications.

19.1.1  Context Information and Context Awareness

The concept that applications and services are aware of the user’s context and is 

capable of reacting upon it is known as being context aware. This is not a new con-

cept, and was already studied in the 1990s, see e.g. [3]. However, due to the complex-

ity of dealing with such a general topic, this is still being pursued. A very popular 

notion and definition of context is given [1] in his Ph.D. thesis, which states that:

Context is any information that can be used to characterize the situation of an entity. An 

entity is a person, place, or object that is considered relevant to the interaction between a 

user and an application, including the user and application themselves.
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The definition itself is quite wide, but hits the key point. It is in fact only the relevant 

information that we want our applications and services to apply to in order for them 

to behave as we would like them to. At one point, a user might want the phone to 

be in silent mode because he is in the cinema, but another time it may be okay for 

it to ring loudly because of an emergency in the family, or because he is in a private 

setting. It all depends on the context the user is in. Some may claim it also depends 

on content and other information types, but if we look at the definition of context, 

then we see that it is all covered by the overall term. This is, in its core, what makes 

context awareness such a strong concept, but it is also its weakness and why true 

context awareness is still somewhat difficult to exploit. The vast space of context 

information available to us is simply greater than the number of devices, sensors, 

and computers etc. existing today.

Being context aware [1, 2, 3] is defined as the capability of an entity to be aware 

of its situation, and be able to potentially react appropriately to the situation, or as 

minimum take a decent decision:

Being context aware is the ability of an entity to be aware of the current circumstances and 

be aware of relevant information that may influence any decision and behavioral change 

based on context it may or may not take.

In practice, context awareness can be divided into two groups:

•฀ Proactive kind: Those entities providing proactive context awareness uses context 

information proactively to react on changes, e.g. by changing parameters and con-

figuration to fit into the new situation or notifying a user of something, [24, 25].

•฀ Reactive kind: Those entities who are reactively using context information typi-

cally needs to know the current situation to make a decision here and now. An 

example is context aware service discovery; see [4, 5].

Whether proactive or reactive type of context awareness is to be used, context infor-

mation must be made available to the application beforehand.

19.1.2  Scenarios and Examples for Beyond 2020

Technology beyond 2020 would need to be much more adaptive and responsive to 

the environment that a user is in. Some examples of how context awareness will 

benefit the user can be described by a few scenarios:

Imagine that a user has gone to a cinema, and forgets to switch off his mobile •฀

phone and his mother in-law calls him. With today’s technology the phone 

would ring, but imagine that the mobile phone can learn automatically that the 

user is at the cinema and does not want to be disturbed. Perhaps the user would 

like the phone to silently indicate an incoming phone call. However, if it was an 

incoming call about his father having a heart attack, then it would be a different 

matter, and he would have wanted to be disturbed even though he is at the 

 cinema. Later in the evening, of course, the user does not want the phone to 

behave in this way, because he is now at a location where he does not mind being 
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 disturbed by incoming calls, and finally when he goes to sleep, he may want 

unnecessary incoming calls to be redirected to his answering machine. It all 

depends on the context of the user how the phone should react.

A traveling businesswoman arrives at an airport but is in need of a printout of •฀

some documents. She does not know the airport well, and does not know where 

the printers where she can print private and confidential documents. She uses her 

intelligent mobile phone to discover available printers, or the mobile itself is 

aware that she needs a printer and notifies her when she gets close to a printer 

that fits her current need of printing private and confidential information in a 

public place. The system detects nearby printers that are not in much use but fit 

her immediate needs, color, resolution etc. Later, when she arrives back in her 

office, her needs and requirements for printers are different.

A user who has a mobile music player may want to play the audio to the stereo •฀

when he gets back home instead of using earplugs or the car stereo. The user may 

want this to happen automatically without him having to fiddle with settings and 

want to have the music follow him around the house. However, if he is not alone 

in the house, then it is not a good idea for the system to play loudly the heavy 

metal music he likes so much, while the other person in the house may be relaxing 

to classical music in the other room or simply like to be in a quiet environment.

The problem here is not related to if this can be done, but that it should happen 

automatically and at all places, because the involved devices would need to know 

of the users whereabouts, situation (personally as well as socially) and gain knowl-

edge about the environment. And in some cases this information may simply not be 

accessible, be inaccurate or corrupted, e.g., due to large access delays, hacking, 

system failures, etc. Furthermore, as the above examples illustrate, it is really a 

large range of information types needed at different times for different applications 

that need to be provided to the applications before we can talk about a true context 

aware application and service environment, which lead to the main concerns and 

challenges to overcome for context aware applications and services to work prop-

erly, namely efficient context management. In the following, we look deeper into 

some of the most important issues that need to be solved to achieve this goal.

19.1.3  Other Typical Examples of Context Information Types

Even though context as on the definition is basically everything and nothing at the 

same time, we provide below a few concrete examples of what is typically considered 

context information today:

•฀ User context: Any attributes describing a user’s context, e.g., the activity, position, 

status and so on.

•฀ Device context: Any attributes describing the situation of a device and its envi-

ronment, e.g., battery status, OS environmental parameters such as available 

memory, CPU usage and so on.
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•฀ Network context: Any information regarding the network, e.g., link state, end to 

end delay and bandwidth, topology information, network type etc.

•฀ Environmental context: Any information about the environment, e.g., the ambient 

temperature, light intensity, sound level, etc.

The above categories, although still quite high level, describe well what is relevant 

to networks of the future.

19.1.4  Increasing Competitiveness by Developing  

Intelligent Software

The trend that is being observed when migrating from wired communication to 

wireless communication is that user expects basically the same advantages of high 

data rates from mobile devices as from stationary devices. The same can easily be 

envisioned when discussing applications and services; as people get more used to 

interact with services and applications on a daily basis, the more they expect from 

the software. When working on stationary devices, adaptive services may not 

appear as attractive because the settings are mostly static, but when considering 

mobile devices and applications, the user would expect better experience as illus-

trated in the example above. In fact, software companies and service providers 

should take such requirements seriously, since they can easily become deciding 

factors for the consumer. For example, some of the most deciding factors for a suc-

cessful deployment include:

•฀ Level of security: applications, services and systems involving sensitive and 

personal information related to the user’s context are critical to be kept safe. The 

user should have trust that the software would not spread personal information, 

spam, or in any way jeopardize the user’s identity.

•฀ Level of correctness determining the adaptive behavior: if the service or appli-

cation does not act properly on the context, but appears to be random, this will 

surely annoy the user more than its help. If the reliability (or correctness) of the 

system is not robust, the advantage that the adaptive software renders would 

have just the opposite effect.

•฀ Reaction times: similar to the correctness, if the system does not respond to 

changes relatively quickly, the system may simply be rendered useless. Some 

users may even just override the functionality by setting the software manually 

instead of leveraging intelligence built into the software. Again, what was envi-

sioned to be an advantage would turn into a disadvantage to the user.

Obviously, other metrics like power savings for mobile devices, processing capa-

bilities, etc., are also important, but if the above requirements are not fulfilled to a 

satisfactory level, there would be no businesses in this area, see also [22]. However, 

there is hope! Context Management systems can help address the above issues, and 

provide platforms that serve providers and application developers to offer efficient, 
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reliable and secured information access. Next, in the following section, Context 

Management will be the focal point, with more attention given to the issue of level 

of correctness and what it means to the system and to the user.

19.2  Context Management Systems

Context information is not always accessed from the device itself. In fact, in most 

cases access to other devices is necessary to get proper and valid context informa-

tion, because the needed information is either not available, or not valid (e.g., a 

microphone on a mobile phone that has been put in a pocket does not provide the 

true ambient noise level), or simply not accessible due to an interface mismatch 

between the source and the client. To make context information available, a Context 

Management Framework is needed (Fig. 19.1).

The main purpose of a Context Management framework is to support context 

sensitive applications and services for easy access to information distributed in a 

network. Therefore, it is important that the framework can access any arbitrary 

information type and provide this information using uniform semantics. Furthermore, 

it is vital that the framework has an efficient distribution algorithm as quick access 

to the information, which typically is dynamic and changes value over time, is vital 

for context sensitive applications to react correctly in a given situation. As context 

information may not necessarily be measured directly by any single sensor or sens-

ing application, context information may need to be inferred or derived by dedi-

cated algorithms such as Bayesian Networks or Fuzzy Logic based algorithms. 

Thus a context management framework would need to support such type of infer-

ence logic, which poses the challenge to produce algorithms that are light enough 

to be able to run on low power, low processing capable devices.

However, such inferred information may also benefit from the distribution pos-

sibilities envisioned for Context Management system, as a single node may share 

Network

EventDelay

Location Mobility

Noise Train arrival,...

Temperature Weather changeContext

Providers

Context sensitive

Applications

Context

   Agent

Context

Fig. 19.1 The concept of context management, namely to ensure easy access to various information 

types distributed in a network
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the inferred information with other devices, thus releasing the responsibility of 

doing hard computational tasks from low computational devices to high capability 

devices. Finally, since context relates very closely to a user, his privacy, security 

and privacy protection of context information are vital to ensuring that Context 

Management and context sensitive applications will eventually be successful. For 

year 2020 and beyond scenarios, a context management system is capable of gath-

ering all required information and provides this to the application/services, and 

even manipulates the data so it matches perfectly to the client applications require-

ments. In case this information is not directly accessible, it will either use advanced 

search mechanisms or inference techniques to provide the information.

Context Management framework is a concept, hence there may be different 

ways to implement it. In Section 2.1 a concrete example is presented, but such a 

framework should be seen as a network concept. The major reason why it is a net-

work concept is that a context management framework is supposed to provide 

access to all information available. Just relying on specific communication tech-

nologies, e.g., WLAN would limit a potential large group of other information 

sources, such as those from sensor networks, etc. Thus, a common platform is 

needed for these types of systems, which encompasses both IP and other network 

types, e.g., wireless sensor networks, which incidentally raises the issues of hetero-

geneous networks.

19.2.1  A Concrete Example of Context Management System  

for Personal Networks

Within the framework of MAGNET Beyond [16], a dedicated context  management 

framework was developed in order to support context sensitive applications 

and context triggered actions such as establishment of certain cluster or PN 

configurations.

Figure 19.2 shows an example of a Context Management framework developed 

in MAGNET Beyond for Personal Networks.

This framework consists of a set of Context Agents, capable of collecting con-

text information locally available on the node, and distributes this information into 

the network of Personal Nodes, [8]. The framework provides access to context 

information in this network through a dedicated query language, Context Access 

LAnguage (CALA) see [6], which effectively allows the client application to scope 

queries in either time or space. The internal working of a Context Agent is illus-

trated in Fig. 19.3.

At the local access level, the raw data is accessed through a set of so-called 

retrievers which is written for access to specific data types using any appropriate 

proprietary protocol. The retriever converts the native data format into an internal 

and uniform data format, which is designed for efficient communication between 

the internal blocks. When accessed through the Context Management Interface, the 

results are converted into a well defined XML formatted output (the CALA is also 
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described in XML). Internally it is the Context Access Manager that ensures the 

distribution of context information, and controls the access to remotely located 

dynamic information. The Processing and Storage unit provides capabilities for 

added processing components (PU) allowing the Context Agent with possibility of 

inferring new types of context information, and in the same time it offers storage 

capacity for caching of information and storage of user profile information. 

Applications and services wishing to interact and use the service of a Context 

Agent would need to implement a CALA client, which is based on XML-RPC for 

this particular solution, and would then also need to implement reaction/reconfigu-

ration mechanisms based on responses received from the Context Agent.

The presented framework is based on TCP/IP or UDP/IP based communication, 

and is implemented in Java. Thus all retriever and processing components would 

need to be implemented as java components. For retrievers, there is then no saying 

whether this would interface to other system components implemented in C, C++ or 

other languages. Since for each information element being accessed, a dedicated 

retriever is being written, there are no significant compatibility problems, except 

those limited to the retriever implementation themselves. An implementer of retriev-

ers may choose to implement access to several versions of a system which provides 

information if required or choose not to. For example, a person  implementing a 

retriever to get indoor positioning information from System X v2.0 may also imple-

ment access from System X v1.0, or the person may choose only to  implement support 

PN level interactions

(Interaction at P&S level)

Interconnecting
Infrastructures

CMI ��CAM

CAM ��DSAM

CAM��CAM  

CAM��CAM (optional)   

CAM ��P&S

Id Id

Id

Id

Id
Broker
Info Handler Info Handler

Fig. 19.2 Example of a Context Management Framework for Personal Networks, [7]
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for System X v2.0. The Context Agent doesn’t care, as long as the retriever provides 

the information as specified by the given interface, but at the end of the day, if the 

user moves around in different environment where either System X v1.0 or v2.0 is 

present, then obviously it is better to implement support for both, but at the cost of 

increased complexity. Hence compliance to legacy systems is entirely up to the devel-

oper of the retrievers to decide on which system to support.

Providing such a framework is a great challenge, and this work is advancing, not only 

in the European project as MAGNET Beyond, [16] but also in other European projects 

such as [ 9, 10, 11, 12, 13], etc. One of the real challenges to realizing such a framework 

is to ensure that it is lightweight and simple enough to be able to operate on any device 

at any time, while keeping security and processing requirements all in limits. Furthermore, 

the used data format and semantics of context information play a critical role in the final 

deployment of such systems. Therefore, standardization in this area is required.

19.2.2  Context Description and Semantics

A particular problem in dealing with context information is how to describe and 

model it. Obviously one can take any arbitrary approach if interaction with 

Client application access (local)
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Fig. 19.3 A component view of a Context Agent capable of gathering, distributing, storing, 

processing and protecting context information [7]
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 external systems is of no concern. But, especially for context, this is always not 

the case, since context as per definition, also constitutes information about the 

external world to an entity. This makes it necessary for the entity to understand 

how other systems describe and understand the world. It is important that context 

description is

Based on a proper context model, i.e., a model that describes the relevant objects •฀

and their attributes well in order to be useful for client applications.

Describable by a description language that is extensible, i.e., it is easy to add •฀

new objects to the description without having to change any interfaces.

Understandable by all involved parties, i.e., the client application and the context •฀

provider.

Among all the existing technologies, ontology is one of the most important 

approaches to describing context. Ontology allows formal descriptions of con-

cepts and attributes, which allow efficient modelling between instances of con-

cepts. Ontology also allows for reasoning in the sense that the device can deduce 

certain things based on the knowledge it may have on something else. Ontology 

is hierarchically organised, which makes it useful for an object oriented model 

approach. One of the most prominent ontologies today is OWL (Ontology Web 

Language) [27]. OWL comes in three flavours, OWL Lite, OWL DL and OWL 

Full. Even though they are increasingly expressive, they are also increasingly 

complex, and whereas OWL Lite and OWL DL are decidable in time, the full 

version may have endless loops. OWL is based on XML and RDF (Resource 

Description Framework) which also makes this ontology better understandable 

for client applications. Notification 3 [28] is another ontology, which is basically 

a non-XML serialisation of RDF. Further work is also being done by 3GPP such 

as on standardization of user profiles [14], and the Dublin Core Meta data 

Initiative [15] has been working for some time now on standardization of interop-

erable meta data formats. Some examples of why and what challenges lies ahead 

of managing different types of context elements are described in the following 

section.

The challenge with semantics is not only to get to a common understanding of 

how to describe context, and relationships with other context elements needed for 

inference, reasoning and deduction techniques (complexity), but it is also a matter 

of striking a balance between a descriptive language that includes relationships 

with all types of context information and various amounts of Meta data (complete-

ness) versus including all context information (which for context can be extremely 

large set of data) and what is absolutely needed (data weight).

What is needed may not be known in advance, hence it is not trivial to provide 

a useful language set in advance, and hence some intelligent pre fetching strategies 

may be needed. Furthermore, a useful language is required to be extensible, since 

new types of context information will appear over time without doubt. Thus a static 

structure is also not good, but if new information types appear, devices must be able 

to learn about this efficiently as well. The balance that needs to be found is illus-

trated in Fig. 19.4.
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19.2.3  Appliance of Context Management Systems  

for the Global Business

As stated in Section 19.1, service and application developers must address some impor-

tant requirements in order to successfully deliver adaptive and intelligent software to 

the end user. Context Management system aids in achieving this, by providing easy 

access to distributed information, and a range of functionality for ensuring, e.g., secu-

rity and privacy control, fast and reliable response times and many other useful fea-

tures. In the section, we discuss that it is much more complex than it may first appear.

From the developer’s point of view, a context management framework leads to 

an easier development of adaptive services. However, in this respect there are several 

issues to be addressed:

 – Deploy and maintain the core framework: Surely a core framework requires 

standardization effort for context access languages, semantics and models used 

to describe information prior any success for companies, but the question 

remains who will drive such work?

Large companies like Microsoft and Apple, who already have a large market •฀

share of the existing operating systems? An example could be UPnP [26], 

which in fact is an organization developing service discovery mechanism, 

such as service semantic standards.

Open societies such as the ones driving Linux?•฀

Standardization bodies.•฀

 – Deployment of active components for retrieving and processing context 

information: As new information becomes available, either through new sensor 
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Fig. 19.4 The complexity of striking a right balance between useful semantic context descriptions 

including what is needed for a model
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types, new algorithms for inference of context information, new  components 

become available, need updates, or simply become outdated. How are compo-

nents, including their life cycle, or reuse their retriever and processing power, are 

managed to be addressed. Some potential approaches include:

Components becoming part of a software package, which would include the •฀

necessary retrievers and/or processing functions.

Component repositories being made available, either for free access while •฀

being developed or sold as per the need of the client user.

Which solution is adopted is not clear. This is because context management 

also involves non-technical issues that need addressing such as the handling of 

personal data. This may challenge existing legislation in many countries, and 

the fact that such systems would operate worldwide, making the actual deploy-

ment of this technology very difficult. Legislation in one country on what type 

of information is allowed to be gathered and stored where, under given security 

requirements, may differ from one country to another, and the user may be 

traveling around the world. Should systems adapt to the legislation of each 

country, or should legislation of each country adapt to the technology? A solu-

tion for both will be very complex as it either requires countries in the world to 

agree to a common set of legislation, or a system which will need to adapt its 

internal mechanisms to each country’s requirements. The sheer complexity and 

cost may significantly slow down the deployment or may make the solution 

infeasible.

Another fact also is that the core context management requires investment and 

participation from all partners (information/context providers, software developers, 

end users, etc.); hence a common collaborative effort is required to develop a work-

able solution. From a company’s point of view, this would require capital expendi-

ture to invest in underlying functionality, whereas for retrieval and processing 

components, it would require operating expenditure since these components would 

need to be included, removed or replaced as needed over time. Furthermore, the 

competition among companies will primarily be on the development of process-

ing or retriever components, i.e., to provide the best quality information at the 

lowest cost.

19.3  Managing Distributed and Dynamic  

Context Information

What makes management of context information so difficult? What are the difficul-

ties in technical deployment of context management? The fact that the context 

information space is so vast, and may be described in many (proprietary) ways is 

just one thing. But each single piece of information element has its own specific set 

of issues that need to be addressed. We discuss the above issues in detail in the next 

several sections.
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19.3.1  Dealing with Heterogeneous Context Information 

Elements

In the following some examples of context elements and their individual character-

istics that pose challenges are discussed.

19.3.1.1  Location Information

Geographical location has many potential uses, e.g., searching for nearby objects, 

showing direction to objects, indicating how other context should be perceived. 

However, these issues accompany many since this information comes from various 

sources:

Location can be described either as textual, e.g., Room 203, or given as a set of •฀

coordinates. This implies that location given in different formats cannot easily 

be compared for example, distance calculation. A potential solution could be to 

put an attribute to the context information on where and how a location can be 

transformed. This would also allow transformation between different types of 

coordinate systems used.

Bad tracking capabilities, e.g., relying on a GPS signal in an indoor scenario. If •฀

the system used does not provide the functionality to inform about this, how can 

the context management then figure out to change the source of information.

Security and privacy issues related to providing the location to a client application. •฀

It may not be that simple due restrictions on the user’s privacy or even legislation 

of a country (which may even change as the user travels around the world).

If there is any uncertainty about the location, this would have a severe impact on 

the user, e.g., a system directing a user in a wrong direction, finding objects that are 

hundreds of kilometers from their true location. Hence, it is important for a context 

management system to address these issues, and as a minimum to have a clear 

policy on what to do in such uncertain situations.

19.3.1.2  Timing Synchronization

Timing synchronization is yet another important aspect in context information that 

needs some attention. In many cases, reacting on context will almost always depend 

on the right time (and place). In most cases, the context agent would rely on the local 

clock on the device (if available), but there are some issues associated with that

The clock may not be synchronized. If the device does not include automatic syn-•฀

chronization with some known source such as GPS, it will rely on the user having 

to set the clock manually. How does the system detect if the user did not do this 

properly? Or if it has switched to summer time? One way to address this issue is 

to check what other devices within a cluster consider as being the local time.
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The user may have switched time zone when traveling.•฀

Relative time relations may not easily be described as absolute values, such as •฀

“information must be less than 1 h old”. What will happen if the information is 

1 h and 2 s old, because of update delay? The consequence may be that the 

information is considered invalid, while in fact it may be not. One potential solu-

tion is to describe time relations using fuzzy membership functions. However, 

this requires an agreed definition of the membership functions that is available 

to all nodes within the network for such a solution to be used.

19.3.1.3  Network Context

The network state is fundamentally challenging context information to address. 

Since a network typically contains a broad range of network technologies (e.g. 

Personal Networks, [16]), using a plethora of communication protocol stacks with 

their own states for different purposes, with components working in different levels 

of the OSI stack model. Consequently, one would need to focus on a subset of 

information to be able to manage. It is, however, important to make the context 

agent extensible so that mapping new interesting information into the system would 

not be a problem. Two parameters that are commonly used are:

Link and end-to-end bandwidth: What is available for the application may have •฀

an impact on what services to choose, e.g., video stream service. However, 

determining end-to-end bandwidth across a heterogeneous network such as a 

Personal Network (PN) remains a challenging problem to be solved.

Latency: Similar to end-to-end bandwidth, end to end delay may not be easy to •฀

determine due to the heterogeneity in the network composition.

A context management framework may help to exchange information between 

nodes and clusters within a network, allowing a bigger picture of the network state 

in that network domain. This would, however, put additional requirements to the 

model used to describe complicated network structures. Furthermore, the variabil-

ity within a cluster is rather fast compared to the time it may take to distribute the 

information; therefore, the context management designer must strike a right bal-

ance between the level of information distributed in the network and the delay of 

doing so with the changing nature of the information. If the changes are happening 

too fast to be efficiently distributed, then perhaps it makes no sense to distribute it 

at all, with the adverse consequence of the nodes within the network not having had 

a full picture of the network state.

19.3.1.4  Inferred Context Information

Inferred context information is defined as synthesized, inferred or derived informa-

tion, which is based on one or multiple context information. Inference rules or other 

logical operations are used to figure out types of context information that sensors 
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or other sources cannot provide. Some examples relate especially to user activity, 

such as sleeping, walking, in a meeting that is generally available or similar. Since 

this collection of information is based on other context information, some unique 

problems develop within this group:

If one or more context information is missing, potentially out of date or not •฀

completely trustworthy, the output, i.e., the inferred information, will also suffer 

from not being reliable and accurate. If at least the probability of uncertainty can 

be estimated through the derivation, the application may be able to determine 

whether to trust the inferred information or not, and adapt accordingly.

Depending on the composition and weight of different context information used, •฀

may it be individual and personal, i.e., depending on who the user is, where he 

is, what role the user currently has, a set of context information may be perceived 

in one way or the other. For example, how and what context information to deter-

mine if a user is busy or not, may depend on what function he or she performs.

Since multiple information elements may be required, the time to access and •฀

get all the information may lead to performance issues. Also, the amount of 

computational resources may need to be carefully considered. On one hand, the 

computational performance is better achieved if done on the same node as the 

requesting application; while on the other hand, to achieve better resource utili-

zation, computation may be a better option.

It is interesting to point out that profiles become an important aspect of inferring 

context information.

The key points in these examples are that the context agent would need to deal 

with all these different issues, and even more. Thus, additional information and 

rules are needed for the context agent to be able to handle all likely situations for 

different context information types. It is vital that the context agent is capable of 

providing unambiguous information to the client application to ensure that it 

behaves as expected. Since any type of information element is to be potentially 

handled by a context management framework, it is not possible to hard code any of 

such handling mechanism but it should be able to deal with as it becomes available. 

This pushes the requirements to not only increase the capability of the devices, but 

also to enable access to information providers, who besides the information should/

could provide these additional information.

19.3.2  Dealing with Unreliable Information

Many types of context information have a certain level of dynamics, the information 

is with the user moving around and doing different things at different times. At any 

time, context may have changed when used by an application or service to invoke 

certain actions. This is normally an undesired side effect of using information that has 

been accessed remotely, or has undergone long processing delays before being used 

by an application. In the following, we present concepts to address these issues.
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In [17, 18, 19] we investigated analytically three major metrics with respect to 

access strategies of remotely located dynamic information elements, namely, network 

overhead, access delay and mismatch probability (the probability of accessing out-

dated information), for different scenarios. The mismatch probability can be defined 

as the probability of accessing outdated information at a remote node (see Fig. 19.1), 

as given in Eq. (19.1).

 Pr Pr( ( ) | ( ) )= ≠ =
CA Source

mm E t E R k t  (19.1)

The problem, as mentioned, has already been studied for some time, and reveals 

that this probability depends to a high degree on which access strategy is used 

such as:

•฀ Proactive, event driven: The client has a subscription to the information ele-

ment, and is informed at every significant change that happens. Updates may 

occur either incrementally (only the difference since last update is transmitted), 

or fully (the full data structure is transmitted every time).

•฀ Proactive, periodic: The client has subscribed to the information element to be 

updated periodically, with a specified time interval between updates.

•฀ Reactive (with or without a cache): The client sends a request to the context 

provider when needed, and in return gets a response containing the current 

value. Potentially this information is cached for a certain time, from where sub-

sequent requests obtain their responses.

Figure 19.5 shows the resulting mismatch probability using different access strate-

gies, assuming Poisson event process and delay with (a) an increased delay rate ν 

decreased delay time  and (b) increased event rate λ.

The impact of using different access schemes is clearly seen in Fig. 19.5a and b, 

e.g., for this scenario, the proactive, event driven (sending full information) and 

reactive without a cache (as these two approaches lead to equal mmPr [18, 19]) 

 perform better over the investigated parameter range. The interesting part here is 
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that a context agent is in principle free to pick any of the above methodologies to 

access the remote information element, and furthermore, for the proactive periodic 

and reactive with a cache being applied, the context agent can control the level of 

mismatch probability achieved by adjusting (a) the update rate, or (b) the cache 

period C. In [18] we already showed that for the reactive caching strategy it is pos-

sible to meet mmPr requirements in most scenarios by adjusting the caching period, 

thereby enabling the context agent to provide a reliability indicator of the informa-

tion element, and in [21] the same was shown just for the proactive periodic version 

with the limitation that the update rate was considered not to influence the delay via 

added network traffic.

The issue related to the example results shown in Fig. 19.5 is that even for a given 

scenario, a given access strategy may not be the best option in all circumstances. 

Thus, for context management framework, an adaptive scheme is required to keep the 

mismatch probability low, e.g., a proactive event driven approach leads to the lowest 

mmPr. However, achieving this is not an easy task for several reasons:

The context agent has to become aware of the characteristics of the involved •฀

processes:

For delay, this means that end-to-end delay must be estimated under all •฀

 circumstances, network configurations, topologies, etc.

For event processes, the characteristics must be known, e.g., event inter-•฀

arrival time distributions, if and how an event is recurrent (i.e. the process 

may return to a previous state and render a mismatch into a non-mismatch).

The request process, or more popularly, the information demand.•฀

It must know which of the involved performance metrics should be considered/•฀

prioritized.

The challenges indeed lay in the fact that these information types are not easily accessi-

ble, may not be available at all, be incorrect, or specified in a wrong data format. Even if 

the Context Agent tries to estimate values, in order to overcome reliability issues as done 

in [21, 23], the estimate may be biased or be very poor. This is one of the major reasons 

why it will take much research effort before context awareness can really be useful. Only 

when we have overcome these issues and are capable of ensuring that an application 

can request certain level of information quality, we can state that context awareness 

has arrived to be useful. Finally, not to underestimate, standards on how to describe 

this meta information and how to describe the general context information are needed.

19.3.3  The Business Aspects on Quality of Context

There are many clever engineers and software developers out there in the world. 

Many new technologies for sensing information, inference algorithms or other 

ways of dealing efficiently with the topics mentioned in Sections 3.1 and 3.2 are 

already being developed and implemented. To deal effectively with the side effects 
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mentioned in Section 3.1, the reliability aspects in Section 3.2 and providing 

 information that can actually be trusted (in terms of the information has not been 

hacked and tampered with), companies may offer different types and levels of 

Quality of Context depending on support systems and/or algorithms implemented. 

In this respect, the benefit from a context management framework as presented in 

this chapter is that the components implemented are completely modular entities in 

the core framework which only focus on distributing the information. This poten-

tially protects the intellectual property that may be the foundation for a high quality 

context information element.

An example could be that one company develops positioning algorithms and 

support systems that guarantee accuracy of less than 1 m and a mmPr on less than 

0.01 under certain circumstances (vicinity of the support system), while another 

company develops a less accurate positioning system with slightly higher mmPr 

that works in all situations.

19.4  Personalisation at Application Level

As already stated, any application or service that is personalized will need some 

profile on how this is done. In this section we distinguish between those profiles 

that are static and those that are adaptive. The difference between these two types 

will have an impact on the complexity of the data structures necessary to describe 

the profile, as the static type only depends on the profile information while the 

adaptive type also depends on context.

19.4.1  Static Personalization

By static personalization we mean the kind of personalization that does not depend 

on the context. This would typically consist of preference values, e.g.,

Background color or image of an application screen.•฀

Default notification sound.•฀

and other behaviors or description that are mostly static. These should of course 

be changeable to suit the user’s will. What is primarily relevant for this kind of 

information is:

 1. To what client the data is relevant for: It is necessary to know what client a 

specific set of profile data is associated with.

 2. A set of attribute names and values: For each behavior a set of attributes and 

value pair is needed to instruct the client what behavior is being described and to 

what value it needs to be set.

Whenever a user decides to use an application in one way, on a specific device, he 

or she may want also the application to use similar settings on other devices, e.g. 
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an email client from where a user wants to have access to the same functionality, 

as the one shows the same buttons and colors as on the laptop at home. This 

requires access to a set of preference values at all times from whatever device the 

user is currently using, thus leading to requirements to distribution and potentially 

also concurrency control of preference values. Furthermore, this information may 

be learned over time by devices in a cooperative manner, so that the experience by 

each device that a user uses over time is shared and used to adapt the preference 

values and settings according to the user’s habits and daily usage. In short, com-

plex systems could be envisioned that make use of the observations made by 

devices during runtime, but here great care must be taken to respect the user’s 

privacy.

19.4.2  Adaptive Personalization

Dynamic adaptation of services and application behavior are in many cases a 

desired functionality for the user, and will in most cases require context informa-

tion, since the world we are living in is constantly changing. If the user has to 

always to manually setup the way a service or application should behave every time 

a parameter changes, he or she would need to do so constantly. Some examples of 

what adaptation of behavior could mean are:

Adjusting the contrast level of the display automatically to the ambient light •฀

intensity and screen color so that the user can actually see what’s on the screen. 

This is not necessarily an easy operation for the user to do.

Change of notification methodology due to environmental restrictions, e.g. •฀

silence ringing when going to the cinema, which people sometime forget even 

when reminded, or increasing volume in noisy environments.

Adjustment of video resolution when streaming; in cases where the network •฀

conditions are changing often as in the wireless domain, it may be preferable to 

shift to a lower resolution to maintain a smooth view.

Output stream re-direction to more capable devices, e.g., in case of the video •฀

stream, which may be viewed originally on the user’s mobile phone, may auto-

matically be switched to TV screen or laptop for better viewing, performance, 

or due to lack of resources on the current device.

Common to these examples, and for all other cases, is that the adaptation is user 

and application specific and depends on the context information. In fact to achieve 

this kind of operation, a set of information needs to be available for the application. 

Some examples of these are

 1. What client this information is relevant for: The following information must 

somehow be linked together with a specific client type, i.e. the context adapta-

tion profile data for a calendar application would most likely not be the same as 

for a tourist guide application, simply because they focus on different objectives 

and require different inputs.
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 2. What context to react on: This depends on the service/application and to what 

extent this information is available.

 3. How to react on it: This depends on the service/application and who the user is 

and what role the user has. In some cases, context information may not be avail-

able, or only related context is available, in which case some instructions are 

needed for the application to know what to do then.

 4. How to deal with uncertain information: If context has been accessed remotely, 

there would always be some uncertainty, whether this information has changed 

during the update. How the application should react if the probability of using 

outdated context information is very high should also be specified. Such action 

depends not only on the service/application and their requirements to the context 

used, but also on what kind of person the user is.

In the above examples, adjusting and changing the video stream depends strongly on 

what the user really desires, how much the user wishes to be in control (which may 

also depend on how tech-savvy the user is), the current role of the user etc. Such 

information needs to be accessible by the client anywhere within the personal net-

work (PN), and, furthermore, if two similar clients, e.g., two calendar applications 

are running on different nodes within the PN, they should adapt similarly.

19.4.3  Optimistic Versus Pessimistic Systems

Assuming that, based on different observed or given statistical information, the 

Context Agents are able to estimate the mismatch probability as discussed in 

Section 3.2, this meta data is valuable to any client application since it can be used 

to determine whether the information should be used or not. In this way an optimistic 

or pessimistic client behavior can be obtained. Optimistic meaning that the client 

may take chances on context information, while others would prefer or even require 

a more pessimistic system that requires the system to be very confident on the con-

text information before being used.

To exemplify the difference, client A may require a pessimistic view on infor-

mation such as location data for directing a blind person down the stairs in his or 

her home, the client may take a pessimistic view to avoid the person to be 

directed wrongly down the stairs. Client B, who needs network context to provide 

a link to a resource for the person’s PN, may be more optimistic towards the 

information given, since the consequences of invalid information are less danger-

ous to the user. The loss in taking a pessimistic view on context is that client A 

will become more reluctant to adapt to a given context than an optimistic client. 

However, for client B, which takes an optimistic view of location data, risks that 

the adaptation is error prone, but will more likely adapt to the changes detected 

by the SCMF.

The level of optimism may depend on the individual application, but may also be 

a general system attribute, depending on what type of person and role of the user, that 
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clients will take by default. The individual part will need to be a subset of a service 

profile, while the general system attribute can be a part of the user profile data.

Whether it will be per client or a global attribute depends on the level of 

 optimism that a client or user wishes to have (which could also be based on the role 

of the user, and in the extreme based on other context information). Context infor-

mation will come with an indicator of how much it is off by when accessed (the 

mismatch probability, see [18]). A simple methodology, as far as the user is con-

cerned, is to define an optimism indicator in the interval [0:1], which simply 

describes the level of probability that the context information has to have before 

the system will consider it useful. A 0 indicates a completely pessimistic system 

(which can also be viewed as a non context aware system), and a 1 indicates a fully 

optimistic system. Using the Fuzzy Logic [20] operator, Not, the level of pessi-

mism is also defined as not (optimistic) which equals one minus optimism. A user’s 

role would necessarily have to be somewhere in between zero and one to be really 

useful.

19.5  Conclusion and Outlook

Managing context information is not only about the distribution, but also a matter 

of ensuring that the output given to the client application is unambiguous and that 

the probability of any error is minimized. In this chapter we described some of the 

major challenges with respect to the concept of supporting context awareness, 

whereas some of the important ones discussed in this paper are summarized as 

follows

Standardized description and model language for describing context •฀

information.

Flexible and extensible context management framework which meets the set •฀

requirements.

Efficient distribution and access to dynamic information elements in a potential •฀

dynamic network environment.

Easy and quick access to error free, unambiguous, useful context information to •฀

client applications.

Lightweight, but still powerful enough to infer new information types not •฀

directly measurable by sensors.

Provisioning of distributed storage for user profiles for (a) personal application •฀

and service adaptation and (b) personalized interpretation of context.

Enforcement of user privacy and security of context information.•฀

To address all these challenges is a daunting task, but must be addressed if we ever 

wish to have user friendly context adaptive applications and services deployed. Once 

solved and if future devices are equipped with software components that offer all of 

above, integration of context sensitivity into applications and services becomes 

much simpler, especially interface to the information elements can be provided.
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However, it should be noted that providing context aware applications is also not 

only a matter of providing the distributed, dynamic context information, but it 

involves the applications and services developers. Not only these need to learn of 

the coming possibilities of using context management systems, but also because 

application logic needs to be implemented so that it can automatically adjust for 

different situations with the probability that the information is already outdated 

when triggering e.g. state changes of an application. Certainly, this calls for aware-

ness to aspects such that the developer cannot rely only on his/her opinion of how 

things should work, but need to take into account much more, namely what situa-

tion do we account for, how do we ensure user satisfaction in most relevant situa-

tion etc. Based on this, we might see a whole new types of businesses focused 

entirely on supporting intelligent software development and selling just context 

information which compete on their quality.

Finally, there is the most important issue of globalization of such frameworks and 

support for intelligent services and applications. Because of different countries hav-

ing different legislations towards personal data gathering and distributions, there are 

a lot of potential issues of non-technical types that need to be taken seriously as well 

for a successful deployment. This problem is obviously closely related to the secu-

rity requirements of systems not to leak out personal information to third  parties, 

like governments, terrorists, hackers, or just the annoying and curious neighbor. 

Security systems for context management must fulfill their requirements from day 

one, otherwise users will quickly lose faith in such systems, and the deployment of 

intelligent software for future networks will face a very difficult future.
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20.1  Introduction

It is amazing how many papers on radio systems, networks, error correcting codes, 

and related topics contain a version of the sentence “Let’s assume the system is 

synchronized.” Alright, let’s assume the system is synchronized. But I have a few 

questions: Who did it? How did they do it? Who will do it in the next decades as 

many of us retire from the field? An important one is; where are they acquiring the 

skills required to negotiate and navigate the future physical layers?

This brings us to the question of “What do we mean by synchronize”? Its etymol-

ogy starts with Chronos (also Khronos and Chronus) the ancient Greek Immortal 

Being (CrόnoV) personified in the modern age as Father Time. We thus form 

synchronize from the Greek prefix syn, meaning “together with” and chronos which 

we interpret as “time.” With the industrial revolution and the ascendancy of the high 

speed railroad came the need to synchronize clocks in adjacent towns in order to 

maintain arrival and departure timetables. This helps protect trains from cornfield 

collisions. Today, the higher speed transport and commerce of communication 

signals places an even greater premium on the measurement of time and the alignment 

of remote clocks and oscillators.

When discussing the importance of synchronization in my modem design class 

I present the needle point shown in Fig. 20.1 and remind the students that Momma’s 

middle name is synchronizer! If the radio is not synchronized no other system can 

operate! Not the matched filters, not the equalizer, not the detectors, not the error 

correcting codes, not the decryption, not the source decoding! At the waveform 

level, synchronization entails the frequency and phase alignment of remote oscillators 

for carrier acquisition and tracking, for modulation symbol timing, for chip align-

ment and hopping boundaries of spread spectrum modulation overlays.

What have we missed by assuming the system is synchronized? We skipped a 

challenging and most interesting part of the process. We have skipped the task of 
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estimating, in a short time interval, the unknown parameters of a known signal in 

the presence of noise. We have replaced the task of processing a noisy wave shape 

for the easier task of processing a binary data stream with unknown errors. We have 

also skipped making Momma happy!

20.2  Source of the Problem

Figure 20.3 presents a very simple model of a communication system [1, 4]. Here 

input bits are subjected to a number of transformations at the modulator with 

matching inverse transformations at the demodulator. In total, the input bit stream 

to the modulator is converted to the radio frequency wave form at the modulator 

output. A communication system is seen through the eyes of the beholder and dif-

ferent eyes see different systems. Some see the system from the Shannon perspec-

tive, as a discrete modulator and demodulator connected to a discrete channel as 

shown in Fig. 20.2. In Shannon’s model, the discrete modulator and demodulator 

perform a set of transformations on discrete sequences as shown in Fig. 20.4.

What Shannon did was brilliant: his model abstracted the system. His model 

separated the communication system from the physical system and the discipline 

blossomed under this separation. Truly remarkable advances in communication 

systems can be traced to developments in this model space. I fear that since there 

are no wave shapes in the Shannon model we have lost sight of their importance to 

the process. The model’s success inadvertently relegates the wave shapes in the 

physical system to a secondary status in the academic community.

At the other extreme of the model space is the hardware model that emphasizes 

the signal conditioning and signal processing of communication waveforms exiting 

the modulator and entering the demodulator. Such a model is shown in Fig. 20.5, 

[3, 7]. In this model the discrete transformations emphasized in the Shannon model 

Fig. 20.1 The synchronizers’ needle point
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are located in the processing blocks titled Bit-Map at the input to the transmitter 

and at the output of the receiver. The transmitter of the physical layer model explic-

itly shows the shaping filter, the up-converter, and the output power amplifier which 

perform the base band spectral shaping, the linear RF spectral transformations, and 

non-linear spectral transformations respectively. We note the non-symmetry of the 

transmitter and the receiver. The receiver contains many more subsystems than does 

the transmitter. These subsystems are seen to be servo control loops that participate 

in the signal conditioning required to demodulate the input waveform. These loops 

estimate the unknown parameters of the known input signal and invoke corrective 

Discrete Channel

Channel

Discrete

Modulator 

Discrete

Demodulator

Bits

Bits

AWGN

RF

Data

Transforms

Data

Transforms

Waveform

Transforms

Waveform

Transforms

Spectral

Transforms

Spectral

Transforms

Baseband

Waveform

M-Ary

Alphabet

Fig. 20.2 Discrete communication system

Fig. 20.3 Simple communication system

Bits

Bits

Modulator

Demodulator

Digital

Digital Analog

Analog AWGN

Data

Transforms

Data

Transforms

Waveform

Transforms

Waveform

Transforms

Spectral

Transforms

Spectral

Transforms

Bandwidth

Limited

Channel

Baseband

Waveform

Baseband

Waveform

Radio Frequency

Waveform

Radio Frequency

Waveform

M-Ary

Alphabet

M-Ary

Alphabet



314 F. Harris

signal processing and signal conditioning operations to ameliorate their degrading 

effects on the demodulation process [2].

A partial list of these processes includes the following subsystems: (i) an AGC 

loop to estimate and remove the unknown channel attenuation, (ii) a carrier recovery 

loop to estimate and remove the unknown frequency offset between the input 

signal’s nominal and actual carrier frequency, (iii) a timing recovery loop to esti-

mate and remove unknown time offsets between the receiver sampling clock and 

the optimal sample positions of the matched filter output series, (iv) an equalizer 

loop to estimate and remove unknown channel distortion responsible for intersymbol 

interference, (v) a phase recovery loop to estimate and remove unknown carrier 

phase offset between input signal and local oscillator, and (vi) an SNR estimator to 

supply important side information to the just enumerated subsystems.

The closing question in this section in this section is “Where do your students 

learn the science and engineering embedded in the sub-systems of Fig. 20.5? Where 

do they learn the new DSP based techniques that have supplanted legacy analog 
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designs? We now examine an overview of some of the signal processing tasks 

performed during the synchronization process.

20.3  Phase Lock Loop, Timing Recovery

The function of the various loops in the receiver is to estimate the various unknown 

parameters of the received noisy signal. The estimate is based on observations of a 

sampled data sequence y(n) derived from the output of a matched filter that acts to 

reduce the effects of the additive noise. The estimate can be obtained from a bank 

of matched filters parameterized over the unknown variable such a time delay t. 

This option is shown in Fig. 20.6. The outputs of the filter bank at specific symbol 

time increments nT are subjected to a detector and are averaged to obtain stable 

statistics The smoothed outputs are compared and the filter with the largest output 

magnitude is the one matched to the signal time delay t
k
.

In modern receivers, the filter bank is available to the receiver as the paths of an 

M-path polyphase filter. Rather than operate all the paths simultaneously, they are 

operated sequentially in response to side information which guides a state machine to 

the peak of the correlation function. This side information is the slope at the output 

of each hypothesized filter selection. The system selects any filter in the bank and 

tests the hypothesis this it is the correct filter. It does that by forming the derivative at 

the test point. In legacy receivers the derivative was estimated from early and late 

matched filters bracketing the test point in question. In modern receivers the deriva-

tive is formed by a derivative matched filter bank. The derivative at selected points of 

a correlation function is shown in Fig. 20.7 for positive valued and for negative valued 

correlations. Note that for a positive valued correlation a positive slope indicates the 
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peak is ahead of the test point and a negative slope indicates the peak is behind the 

test point. Since the slope has the reverse polarity when the correlation value has a 

reverse polarity the information residing in the slope must be conditioned on the 

polarity of the amplitude. The amplitude conditioning of the slope is embedded in a 

detector S-curve formed as the product of the amplitude and the slope.

The state machine is designed to move the hypothesis test point in the direction 

that sets to c(t)c(t) zero. Note this happens at two locations! If c(t) is zero, we are 

at the peak of the correlation function and the system is a maximum likelihood 

estimator and if c(t) is zero, we are at the zero of the correlation function and the 

system is denoted the Gardner or minimum likelihood estimator. The state machine 

operates as a servo system called a phase locked loop whose block diagram is 

shown explicitly in Fig. 20.8. The figure shows the standard components of the PLL 

timing loop. These include the matched filter bank and the derivative matched filter 

bank as well as the loop filter which averages through the received noise and modu-

lation noise and the phase accumulator that selects the candidate hypothesis filter 

from the filter bank. Since the loop contains two-integrators it is a type-2 loop, able 

to track a ramp input, a frequency offset, with zero steady state error.

Two other components shown in the block diagram, derived from the ML equations, 

are particularly interesting. These are the SNR scale factor (2Eb/N0) that serves to 

tell the loop the quality of the signal it is processing. If the signal sample has a low 

SNR the input to the loop filter should be scaled in proportion to its quality. This of 

course reflects the philosophy of all matched filter processes. The second component 

is the TANH that conditions the amplitude from the matched filter as it interacts with 

the derivative. At high SNR the TANH faults to the sign of the input signal as a 

conditional correction to the derivative information.
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At low SNR the TANH defaults to a unity gain applied to the matched filter 

output to avoid possible errors in the sign decision of the amplitude as the condi-

tional correction of the derivative. The SNR gain term in the loop filter throttles the 

loop bandwidth in response to the SNR. At low SNR the loop filter reduces its 

bandwidth so that it has to average over a longer interval to obtain stable control 

signals. Conversely, at high SNR the loop filter increases its bandwidth since it can 

obtain stable control signals by averaging over shorter time intervals.

The problem with these two components is that most receivers do not have real 

time background SNR estimators operating to feed the quality assessment of data 

samples to the loop filter. Thus most receivers replace the TANH with its small SNR 

gain and operate as suboptimal systems. We can do better than that! Figure 20.9 
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shows the transient response observed at the output of the phase  accumulator as it 

moves from an initial filter path to the correct filter path in the polyphase filter bank. 

The red curve is the accumulator content while the blue overlay curve is the integer 

part of the accumulator that defines the index pointer to the selected path of the 

M-path filter. Figure 20.10 shows the eye diagram of the signal at the input and 

output of the timing recovery loop.

20.4  Phase Lock Loop, Phase Recovery

In many modulators the signal formed by the shaping filter is amplitude and phase 

modulated in accord with the input bit mapping process. The amplitude and phase terms 

are represented in Cartesian coordinates and described as a complex base band signal. 

The quadrature components of the signal are upconverted or amplitude modulated on 

the quadrature components, the cosine and sine, of a radio frequency carrier. At the 

demodulator the process is reversed and the radio frequency carrier is down converted 

by a pair of cosine and sine quadrature sinusoids. The frequency and phase of the 

upconverter and the downconverter oscillators do not match by virtue of manufacturing 

tolerances, age and temperature related drift, and Doppler offsets due to velocity vectors 

between platforms.

The signal obtained at the output of the quadrature down converter is monitored 

and applied to a phase detector to obtain a measure of the phase misalignment. 

Here we quickly describe the process by which the phase lock loop aligns the local 

oscillator phase with that of the phase of the received signals’ underlying carrier. 

First we examine the phase detectors for a binary phase shift key BPSK signal. 

What do we do with the samples of the I-Q pair, which are time aligned with the 

Fig. 20.10 Eye diagrams at input and output of timing recovery loop
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correlation peaks of their matched filters, to obtain information about their phase 

q? What we do is examine a legacy solution formed by their product I.Q. As seen 

in Fig. 20.11, the product is proportional to the sine(q/2) which is the ex-pression 

for an S-curve phase detector. The detector has two zero value references at 0° and 

at 180° which of course is responsible for the two-fold ambiguity in the synchro-

nized phase lock.

An alternate phase detector is the SGN(I).Q which is shown in Fig. 20.12 where 

we see a more linear S-curve spanning a wider range of input phase offsets. These 

correspond to the small signal to noise ratio and the large signal to noise ratio 

approximations to the TANH described in the previous section. Thus it will come 

as no surprise to see the structure shown in Figs. 20.13 and 20.14 of a BPSK and a 

QPSK receiver implementing Maximum Likelihood phase recovery.

Incidentally, we make an interesting observation with respect to Fig. 20.13 

which is the ML phase estimator for the BPSK receiver. Suppose we leave off the 

SNR scaling factors from the two paths, and further replace the TANH of the upper 

path with a wire (or a unity gain path) and similarly replace the 2-to-1 down sampler 

on each path with a wire. What would we have? Give up? We would have a Costas 

loop phase recovery system. The Costas loop is embedded in many legacy receivers. 

Having discarded the items listed earlier we quickly conclude that the Costas loop 

is far from an optimum phase recovery process. In fact it is easy to verify that the 

sub-optimal loop performs quire poorly at low SNR. As we bravely move forward 

to the next decade, let us not carry legacy suboptimal solutions with us. Figure 20.15 

presents the S curves for the ML phase detector of the QPSK receiver for a range 

of scaled SNR. Note the change in slopes at the zero crossings of the S-curve. These 

Fig. 20.11 I.Q BPSK phase detector and S-curve
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slope changes alter the loop gain of the PLL and are responsible for SNR dependent 

loop bandwidth of the acquisition system.

Figure 20.16 shows the trajectory of the QPSK constellation during Phase 

 acquisition. The trajectory has the appearance of a comet with its trailing tail 

because the figure plotted the constellation points near the end of the trajectory in red 

to emphasize the final state of the trajectory. As observed in the section on timing 
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recovery, most receivers do not have real time background SNR estimators 

operating  to feed the quality assessment of data samples to the loop filter. Thus 

most receivers replace the TANH with its large SNR gain and operate as sub- 

optimal systems. We again note that we can do better than that!
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20.5  Phase Lock Loop, Frequency Recovery

If the frequency offset between the local oscillator used in the final down converter and 

the center frequency of the input signal is sufficiently small the phase detector and 

the phase lock loop of the previous section can acquire and de-spin the input signal. 

On the other hand, if the frequency offset is significantly larger than the bandwidth of 

the PLL loop filter the loop will not successfully acquire and de-spin the signal. In this 

event an acquisition aid must be invoked to assist the phase lock loop.

In legacy receivers a lock detector is interrogated after a preset time-out to see 

if the acquisition aid should be invoked. If invoked, the local oscillator is slowly 

swept through the likely range of frequency offsets till the loop acquires the signal. 

The acquisition occurs when the frequency offset is small enough for the frequency 

error signal to pass through the narrow bandwidth loop filter. The lock detector 

terminates the sweep upon detection of the acquisition.

In modern receivers a maximum likelihood frequency estimators perform the task 

of frequency acquisition. To reduce phase jitter due to the frequency lock loop noise 

injection, this loop is disabled when the system acquires final phase lock. The fre-

quency lock loop is based on a ML frequency estimator. When we take the derivative 

of the output of matched filter with respect to the unknown frequency offset we obtain 

the frequency derivative matched filter. The frequency derivative filter, often called 

the band edge filter, is a sensitive detector of frequency offsets of the input signal’s 

spectral mass. How this is accomplished is visualized with the aid of Fig. 20.17.

Fig. 20.16 Constellation trajectory while PLL acquires phase
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Here we see two scenarios; One in which the input spectrum is centered between 

the two band edge filters and one in which the input spectrum has shifted towards 

one and away from the other band edge filter. When centered, the two band edge 

filters collect the same energy from the input spectrum and their average energy 

difference is zero. When offset, the two band edge filters collect different amounts 

of energy from the input spectrum and their energy difference contains a DC term 

proportional to the frequency offset. The energy difference of the band edge filters 

is formed as the difference of the conjugate products of the time series from each 

band edge filter. This difference, proportional to the frequency difference, is the 

input signal to the frequency lock loop loop-filter. A block diagram of the frequency 

lock loop with its associated lock detector is shown in Fig. 20.18.

Figure 20.19 shows the phase profile of the frequency lock loop operating on an 

input signal with a frequency offset equal to 2.0% of the signal symbol rate. We see 

here the phase of the input carrier offset and the phase response of the loop. In 

steady state the two phase profiles have the same slope, hence same frequency but 

with a phase offset. We also see the band edge energy difference which returns to 

zero as the signal acquires frequency lock. The lower subplot of Fig. 20.19 shows 

the frequency offset of the loop DDS relative to the known input frequency offset.

20.6  Conclusions

We have commented on a gaping void in the communication sequences we each to 

the next generation of communications and signal processing engineers. A red 

alarm flashes every time I see a paper starting with the comment “Let’s assume the 

system is synchronized.” I think we are doing the next generation of engineers a 
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disservice by not presenting an important aspect of communications residing in the 

physical layer.

We have presented a very light overview of the synchronization process performed 

in many radio communication systems. The particular processes we examined were 

timing recovery, phase recovery, and frequency recovery. We avoided derivations 

and emphasized concepts easily illustrated with figures and discussions based on 

senior level undergraduate electrical engineering curriculum. What we have not 

discussed would fill a few small textbooks. We did not ask nor answer the question 

where does the energy reside in the modulation signal that the synchronizer 

accesses to perform its tasks. Do you know? It resides in the excess bandwidth of 

the modulation spectrum. We might wonder what systems do not have excess 
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 bandwidth. We might and the answer is standard OFDM! How do we synchronize 

in OFDM? Answer: we acquire on preambles and track on pilots! What about other 

modulation formats such as Offset or Staggered Quadrature Amplitude Modulation 

(O-QPSK) [5, 6], or Vestigial Sideband (VSB), or Gaussian Minimum Phase Shift 

(GMSK), O-QPSK OFDM, or Shaped OFDM (S-OFDM), and on and on and on?
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