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Preface 

The purpose of the 1st
  

International Conference on Computer and Information 

Science (CNSI 2011) held on May 23–25, 2011 Jeju Island, Korea was to bring 

together researchers and scientists, businessmen and entrepreneurs, teachers and 

students to discuss the numerous fields of computer science, and to share ideas 

and information in a meaningful way. Our conference officers selected the best 22 

papers from those papers accepted for presentation at the conference on order to 

publish them in this volume. The papers were chosen based on review scores 

submitted by members of the program committee, and underwent further rounds 

of rigorous review. 

In Chapter 1, Eswar Bathini et al. Our results show the performance of dominating 

sets with two-hop neighborhood information which have improved the broadcast 

latency, packet delivery, and load on network.  

In Chapter 2, HS Johal et al. In this paper, we study the effect of changing the 

retransmission mechanism on QoS parameters and propose a mechanism which 

would dynamically adjust the retry limits (which controls the retransmission 

policy) based upon network state (feedback force effect) and applications (driving 

force effect). We start by explaining the brief theory behind retransmission 

mechanism followed by some basic analysis which provides the motivation for the 

need to dynamically control the retransmission mechanism.  

In Chapter 3, Soojin Park et al. This study proposes the mechanism in which the 

traceability between analysis model, design model and pattern elements is set in 

real time while applying the architecture pattern simultaneously to minimize the 

costly change of non-functional requirements. NFR Tracer, a tool that supports the 

automation of the above mentioned process, will also be introduced. NFR Tracer 

proposes the quantitative evaluation results on correctness and completeness 

automatically set on trace link, showing performance improvement. 

In Chapter 4, Purushothaman Surendran et al. Here the objective of this paper is to 

analyze the detection performance of non-coherent detectors such as square law 

detector, linear detector and logarithmic detector in a background of white 

Gaussian noise (WGN) for Ultra Wide Band Short Range Radar in Automotive 

applications. It is assumed that the target is stationary and energy reflected from 

the target is distributed. The non-coherent detectors have almost similar detection 

probability in a background of white Gaussian noise. The performance of the 

detector is analyzed and simulation has been done in order to verify. 



VI Preface

 

In Chapter 5, Yuji Hashiura et al. To solve the problems, we propose the following 

new modeling. First, we define a modeling method regarding relationship and 

transmission of effect between nodes. In addition, we consider a strength of cause 

and effect to analyze complex condition and situation. Second we define a new 

unified modeling language to express a complex graph-based qualitative simulation 

model. Our proposed method can give an analyzed result of an nonautonomous 

system where the parameter depends on time-pass. 

In Chapter 6, Yeong-tae Song et al. Goal-oriented approach is a requirement 

analysis technique that supports early requirements analysis, which can be used to 

define a process for bridging EA requirements to ArchiMate. Therefore, we 

propose guidelines using goal-oriented approach and then apply them to the 

interoperability of prescriptions in a healthcare system. 

In Chapter 7, Nandeeshkumar Kumaravelu et al. This paper analyzes the detection 

performance of non-coherent logarithmic detector in log normal and weibull 

clutter environment. The detection probability of the detector is obtained with 

different mean and variance value in log normal clutter environment, and with 

different shape parameter and scale parameter values in weibull clutter 

environment at different system bandwidth of 1GHz, 500MHz and 100MHz. 

In Chapter 8, Eunyoung Cheon et al. To cope with such problems this paper 

suggests a regional matchmaking technique which can redistribute works in 

consideration of the characteristics of the works and the participant resources.  

In Chapter 9, Myoung Jin Kim et al. In this paper, we propose an intelligent multi-

agent model for resource virtualization (IMAV) to automatically allocate service 

resources suitable for mobile devices in cloud computing environment supporting 

social media services. Our model can recommend optimized resource allocation 

suitable for mobile devices through virtualization rules and multi-agent. IMAV 

consists of user agent, distributed agent, gathering agent, virtualization register 

agent manager and system resource manager. 

In Chapter 10, Sung Ho Park et al. Therefore, with this technique, the maximum 

stack usage of each thread can be precisely determined during testing, and thus 

allowing the stack of each thread to be accurately optimized. Unlike the solutions 

proposed in previous research, this technique does not have problems such as 

limited availability, the possibility of undetectable stack usage, and memory 

fragmentation. Although this technique adds some overhead, the overhead is added 

only during the stack optimization process in the development phase. Also, despite 

the necessity for modification of the compiler and operating system, this technique 

is easy to implement. It can be implemented by slight modification of the existing 

compiler and operating system. To verify this technique, it was implemented and 

evaluated on the ARM platform by modifying the GNU ARM C compiler and the 

Ubinos, which is an operating system for memory-limited embedded systems.  

In Chapter 11, Dong-Gil Kim et al. This paper presents a fault-tolerant clock syn-

chronization method that can be used for a time-triggered wireless network. The 

effectiveness of the proposed method is demonstrated through a set of experiments.  
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In Chapter 12, Naoki Fukuta et al. In this paper, I present a preliminary empirical 

analysis of P2P-based semantic file sharing and retrieval mechanism. The me-

chanism enables us to utilize private ontologies for flexible concept-oriented  

se-mantic searches without loss of privacy in processing semantic matching 

among private metadata of files and the requested semantic queries. The private 

ontolo-gies are formed. I show the effectiveness of the use of private ontologies in 

meta-data-based file retrieval. Also I show that the mobile agent approach has 

rather less overheads in execution time when the network latency is relatively 

high, while it is small enough even when the network is ideally fast. 

In Chapter 13, Takayuki Ito et al. The main problem is such iterative and agile 

process might need the tremendous number of communications and documents for 

collaboration because of iteration. Thus, software collaboration tools will be 

valuable for such situations in global software developments. 

In Chapter 14, Cheoljong Yang et al. This paper addresses the gesture mode of 

interface and proposes an effective gesture language set capable of providing 

automotive control via hand gesture as natural but safe human-vehicle interface. 

Gesture language set is designed based on practical motions of single hand 

gesture. Proposed language set is optimized for in-vehicle imaging environment. 

Feature mapping for recognition is achieved using hidden Markov model which 

effectively captures the hand motion descriptors.  Representative experimental 

results indicate that the recognition performance of proposed language set is over 

99%, which makes it promising for real vehicle application. 

In Chapter 15, Nga Dinh et al. This paper focuses on minimizing energy consump-

tion under a guaranteed delay performance using a Power Efficiency based Delay 

Constraint (PEDC) mechanism which finds jointly-optimal parameters Tmin and 

Tmax. Simulation results validate that our proposed PEDC mechanism indeed 

minimizes consumed power for a specified frame response delay. In addition, in 

some cases, it can save up to 60% of consumed power compared to the original 

power saving mechanism in Mobile WiMAX. 

In Chapter 16, Longzhe Han et al. In this paper, an adaptive scheduling algorithm 

has been proposed to overcome these limitations. This algorithm is based on 

H.264 Scalable Video Coding (H.264/SVC) and P2P paradigm to provide scalable 

video streaming services for heterogeneous users and self-adapt the dynamic 

network environment. 

In Chapter 17, Namje Park et al. This paper is about enterprise DLP system having 

a function of coping with civil suits. We loaded various functions needed at 

discovery process of civil suit to conventional enterprise DLP system. The 

proposed system can reduce enterprise's damage by coping spontaneously about 

enterprise's litigation dispute. 

In Chapter 18, Jong Hwan Lim et al. This study presents a methodology to 

perform the optimal sizing of a new and renewable hybrid generation system. The 

methodology aims at finding the configuration, among sets of system components, 

that meets the desired system requirements, with the lowest value of the energy 
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cost. The availability of the methodology is demonstrated with the field data 

acquired from sets of experiments. 

In Chapter 19, Sang-Goog Lee et al. This paper proposes a new smart web sensor 

model. Since the proposed smart web sensor is based on IEEE 1451.0, most of the 

existing sensor interfaces may be used, and the smart web sensor can be achieved 

using TEDS information. In addition, as XML is used, the web service is user 

friendly and a remote user can easily handle all kinds of information related to the 

sensor. This research presents a reference model for a smart web sensor and, to 

prove how valuable it is, a web-service using a gas sensor is utilized. 

In Chapter 20, Sun-Myung Hwang et al. This paper is to propose evaluation scope 

computation model related with operating system evaluation to be enforced in the 

future.  

In Chapter 21, Daniel Leonardo Niko et al. This paper presents a framework in 

per-forming geoprocessing to validate geographic references submitted by users 

and integrate them with the existing spatial database, i.e., parcel, hydrology, 

facility. The proposed framework will surely lead us to create a more complete 

spatial data of the damage that are to be utilized in a web based GIS application 

for effective disaster management. 

In Chapter 22, Haeng-kon Kim et al. In this paper, we approach the EMG signals 

from electrodes placed on the forearm and recognizes the four kinds of motion. 

We also develops the prototype of a u-health device controller that controls 

hardware devices using EMG signal. 

It is our sincere hope that this volume provides stimulation and inspiration, and 

that it will be used as a foundation for works yet to come. 
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Using Dominating Sets with 2-Hop 
Neighborhood Information to Improve the  
Ad-Hoc On-Demand Distance Vector Routing* 

Eswar Bathini and Roger Lee 

Abstract. Mobile Ad-Hoc network is a wireless network whose nodes in the net-

work must coordinate among them to determine connectivity and routing. Many 

improvements were done to Ad-Hoc on-demand distance vector routing by using 

dominating sets to decrease the network load and flooding. But further with the 

increase of nodes at higher terrain dimensions the performance of Ad-Hoc on-

demand distance vector routing decreases. To overcome this problem, we apply 

dominating sets with two-hop neighborhood information to Ad-Hoc on-demand 

distance vector routing protocol using GloMoSim-2.03 simulator, where route to 

the destination can be identified using the two-hop information at the dominating 

nodes where the packet to destination is present. Our results show the performance 

of dominating sets with two-hop neighborhood information which have improved 

the broadcast latency, packet delivery, and load on network.  

Keywords: Total Dominant Pruning, Dominating Sets, two-hop Neighbor Infor-

mation. 

1   Introduction 

Mobile IP and wireless networks accessing the fixed networks have provided sup-

port for the mobility. But it is still restrictive in forcing the connectivity at least to 

the core network.  It puts impediments on supporting the true mobility in the net-

work. In this connection, one area which is getting much attention in last couple  

of years is Mobile Ad Hoc Networks (MANETs). A MANET (Mobile Ad-Hoc 
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Network) is a type of Ad-Hoc network with rapidly changing topology [2] . Since 

the nodes in a MANET are highly mobile, the topology changes frequently and the 

nodes are dynamically connected in an arbitrary manner. 

There are two broad categories of unicast routing protocols for MANETs, pro-

active and reactive. With proactive routing (e.g., OLSR), nodes keep routing in-

formation to all nodes in the network, not subject to any existing data flow. OLSR 

is a link state protocol using an optimized broadcast mechanism for the dissemina-

tion of link state information. In reactive routing (e.g., AODV [3]), routes are 

found on demand and nodes find routes to their destinations as they are needed. 

Route discovery starts by broadcasting a route request (RREQ) message through-

out the network. This message is relayed until it reaches a node with a valid route 

to the destination, or the destination itself. Once this happens, a routereply 

(RREP) message is sent back to the source by reversing the path traversed by the 

RREQ message. Only after receiving the corresponding RREP message can the 

source start sending packets to the destination. Reactive and proactive routing can 

be combined, resulting in hybrid protocols (e.g.,ZRP). In this case, routes to some 

nodes (usually the nearest ones) are kept proactively, while routes to the remain-

ing nodes are found on-demand as in [3]. 

In this paper we evaluated the performance improvement of the Ad-Hoc on-

demand distance vector routing algorithm by using the dominating sets and 2-hop 

neighborhood information i.e. Total Dominant Pruning [1] which increases per-

formance at higher terrain ranges and improves broadcast latency, packet delivery, 

and load on network. 

The rest of the paper is organized as follows. Section 2 is the related work. Sec-

tion 3 deals with Dominating sets Section 4 Dominant pruning with 2-Hop 

neighborhood information. Section 5 Route Request in AODV using dominating 

sets with 2-hop Neighbor Information. Section 6 Shows the Simulations using 

GloMoSim 2.03 Section 7 Presents Conclusion. 

2   Related Work 

Powerful Broadcasting techniques in Ad-Hoc wireless networks have been exten-

sively reviewed in [4]. A subset of nodes is called a dominating set if every node 

in the network is either in the set or a neighbor of a node in the set. In [6] it dis-

cussed about dominant pruning algorithm which uses 2-hop neighborhood infor-

mation. The forward node list is selected in such a way that covers all the nodes 

within two hops. 

Dominant Pruning [6] is a neighbor-designated method (i.e the sending node 

decides which adjacent nodes should relay the packet). The relaying nodes are se-

lected using a distributed Connected Dominating Set algorithm, and the identifiers 

(IDs) of the selected nodes are piggy-backed in the packet as the forwarder list. A 

receiving node that is requested to forward the packet again determines the  

forwarder list. 

Williams and Camp [8] have shown that neighbor information methods are pre-

ferred over other types of broadcast protocols. Between the two classes of 

neighbor information methods, Lim and Kim [6] show that the simplest form of 
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neighbor-designated algorithm outperforms the simplest form of self-pruning, and 

Wu and Dai [9] show that an improved self-pruning technique outperforms the 

most efficient neighbor-designated algorithm (both algorithms based on the two-

hop neighborhood information). 

In Neighbor Information Methods [6], a node has partial topology information, 

which typically consists of the topology within two hops from the node (two-hop 

neighborhood). There are two main classes of methods in the category. In a 

neighbor designated method a node that transmits a packet to be flooded specifies 

which one-hop neighbors should forward the packet. In a self pruning method a 

node simply broadcasts its packet, and each neighbor that receives the packet de-

cides whether or not to forward the packet. 

Some of the improvements have been reported recently for dominant pruning 

[1, 11]. Lou and Wu [1] propose two enhancements to DP: total dominant pruning 

(TDP), and partial dominant pruning (PDP). Simulation results assuming an ideal 

MAC layer with which no contention or collisions occur show that both TDP and 

PDP. Improve dominant pruning (DP) in a static environment. A dynamic sce-

nario is also evaluated, and DP is shown to perform better than both TDP and 

PDP. Spohn and Garcia-Luna-Aceves proposed enhanced dominant pruning 

(EDP) [12], which they applied to AODV to show its improvements compared to 

DP. Spohn and Garcia-Luna-Aceves also showed that EDP improves the perform-

ance of AODV in the context of directional antennas [12]. 

In our proposed method, we used dominating sets model and two hop 

neighborhood information to identify the Route Request forwarding nodes within 

the dominating set nodes with two hop neighborhood information to the destina-

tion. This approach decreases the overhead on route requests of the AODV by 

eliminating the redundant RREQ forwarding towards destination and also im-

proves the performance of AODV at higher terrains with increase of number of 

nodes. 

3   Dominating Sets 

We use a undirected graph G= (V, E) consists of a set of vertices V represents set 

of wireless mobile nodes and E represents a set of edges. A set D ⊆ V of vertices 

in a graph G is called a dominating set (DS) if every vertex ni ϵ V is either an ele-

ment of D or is adjacent to an element of D [7]. If the graph induced by the nodes 

in D is connected, we have a connected dominating set (CDS). The problem of 

computing the minimum cardinality DS or CDS of any arbitrary graph is known to 

be NP-complete. 

3.1   Identifying a Dominating Set from a Set Covering 

Let (X, U) be an instance of the set cover problem with the universe U and the 

family of subsets X= {Xi: i ∈ I}; we assume that U and the index set I are dis-

joint. Construct a graph G = (V, E) as follows: the set of vertices is V= I ∪ U, 

there is an edge {i, j} ∈ E between each pair I, j ∈ I, and there is also an edge  
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{i, u} for each i ∈ I and u ∈ Xi.  That is, G is a split graph: I is a clique and U is 

an independent set. 

Now id C ={Xi : I ∈ D} is a feasible solution of the set cover problem for 

some subset D ⊆ I, then D is a dominating set for G, with |D|=|C|: First, for each u 

∈ U there is an i ∈ D such that u ∈ Xi, and by construction, u and I are adjacent 

in G; hence u is dominated by i. Second, since D must be nonempty, each i ∈ I is 

adjacent to a vertex in D. 

Conversely, let D be a dominating set for G. Then it is possible to construct an-

other dominating set X such that |X1|≤|D| and X1 ⊆ I : simply replace each u ∈  

D ∩ U by a neighbor I ∈ I of u. Then C ={ Xi : I ∈  X1} is a feasible solution of 

the set cover problem, with |C| = |X1|≤|D|. 

The following Figure 1 shows the construction for U= {a, b, c, d, e}, I={1, 2, 3, 

4}, X1={a, b, c}, X2={a. b}, X3={b, c, d}, and X4={c, d, e}. 

In this figure 1 C= {X1, X4} is a set cover; this corresponds to the dominating 

set D={1, 4}. 

 

Fig. 1 Showing the nodes connected in sets. 

D= {a, 3, 4} is another dominating set for the graph G. Given D, we can con-

struct a dominating set X1={ 1, 3, 4} which is not larger than D and which is a 

subset of I. The dominating set X1 corresponds to the set cover C={X1, X3, X4}. 

4   Dominant Pruning Method with 2-Hop Neighborhood 

Information 

We use a simple graph, G=(V,E) to represent an ad hoc wireless network, where V 

represents a set of wireless mobile hosts(nodes) and E represents set of 

edges(Links). The network is seen as unit desk graph [13], i.e. the nodes within 

the circle around node v (corresponding to its radio range) are considered its 

neighbors. 

In dominant pruning methods sending node decides which adjacent nodes 

should relay the packet. The relaying nodes are selected using a selected  
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connected dominating set algorithm, and the identifiers of the selected nodes are 

piggy backed in the packet as the forwarder list. A receiving node that is requested 

to forward the packet again determines the forwarder list. Nodes keep information 

about their two-hop neighbors, which can be obtained by the nodes exchanging 

their adjacent node list with their neighbors. Dominant Pruning is a distributed al-

gorithm that determines a set cover based on the partial knowledge of the two-hop 

neighborhood. To decrease the transmissions the number of forwarding nodes 

must be minimized. Anyhow, the optimal solution is NP-complete and requires 

that nodes know the entire topology of the network.  

Total Dominant Pruning which always makes the most efficient way to use 

neighborhood information. With total dominant pruning two-hop neighborhood 

information from the immediate sender is included in the header of every broad-

cast packet a node which receives that packet builds its forward list based on that 

information.   

4.1   Total Dominant Pruning Algorithm 

If node v can receive a packet piggybacked with N(N(u)) from node u, the 2-hop 

neighbor set that needs to be covered by n’s forward node list F is reduced to U= 

N(N(v)) – N(N(u)). The total dominant pruning algorithm uses the above method 

to reduce the size of U and hence to reduce the size of F [1]. 

Total Dominant Pruning algorithm [1]. 

 1. Nodes v uses N(N(v)), N(N(u)), N(v) to obtain 

  U = N(N(v)) - N(N(u)) 

   And 

  B = N(v) - N(u). 

 2. Node v then calls the selection process to determine F. 

N(N(u)) 

u v 

N(N(u)) 

N(N(v)) 

N(u) 

N(v) 

B 

U  

Fig. 2 Showing Total Dominant pruning 
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5   Route Request Forwarding Algorithm Using Dominating Sets 

with Two-Hop Information 

Data: Nodes ni, Source S, Destination D, Dominating set Ds,  FS Forwarder list,  

Begin: 

 If valid route to D Then 

  send RREQ to the Destination (D) 

 Else 

  Send RREQ to the dominating sets  

  If dominating set nodes have valid route to destination then  

  (Using TDP [10] shown in section 4.1 to reduce the sending of 

packets to the same nodes twice)  

  Send RREQ to the destination 

  End If 

 End  

6   Simulation Results and Parameters 

The GloMoSim-2.03 [14] simulator is used to run the simulation and PARSEC 

[15] is used for simulation coding for the below table which summarizes the simu-

lation parameters that we have used. The simulation parameters are declared in the 

glomosim-2.03 simulator code which is in the network module of the config.in file 

where the configuration settings are done. The simulation time was 15 minutes ac-

cording to the simulation clock. A total of 60 and above nodes were randomly 

placed in the field of 1500 X 2000 m
2
 and 2500 X 2000 m

2
. The power range of 

each node is 250m. 

Table 1 Simulation Parameters 

Number of nodes 60

Terrain Size 1500 X 2000 m2

Power range 250 m

Mac protocol IEEE 802.11

Network protocol AODV & Rough AODV

Transport Layer Protocol UDP

Propagation function FREE space

Node placement Random

Simulation time 15M

Mobility interval 10-30 sec
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The network consists of 60 nodes and they are spread over an area of 2000 X 

1000 m
2
 and also in 2500 X 2000 m

2
 area. The source-destination pairs are chosen 

randomly among the nodes that are distributed in the network. The source nodes 

are always active flows during each simulation time and the destinations are ran-

domly selected as needed. The performance is tested at every interval increasing 

the nodes and the pause time variations.  

The simulations at different nodes and the terrain dimensions are shown in the 

graphs calculating various issues such as number of route requests, number of 

route replies, packet delivery ratio, number of control packets, end to end delay.  

6.1   Simulations of Aodv at Range (1500, 2000) with 60 to 120 

Nodes in Network with an Increment of 10 Nodes at Each Point 

Table 2 Simulations of conventional Aodv 

Number of 

nodes

Route 

Requests
Throughput Collisions

End to End 

Delay

Control 

packets

60 1413 7751 5967 0.01661 1417

70 1662 7753 10686 0.01783 1666

80 1906 7753 14316 0.017970 1910

90 2083 7747 17586 0.015716 2087

100 2471 7758 28831 0.022295 2475

110 2691 7752 35972 0.023368 2695

120 2949 7765 46102 0.028067 2953
 

6.2   Simulation of Dominating Sets with Two-Hop Neighbor’s 

Information in Aodv at Range (1500, 2000) with 60 to 120 

Nodes in the Network with an Increment of 10 Nodes at Each 

Point 

Table 3 Simulations of dominating sets with two-hop neighbors in Aodv  

Number of 

nodes

Route 

Requests

Throughput Collisions End to End 

delay

Control 

packets

60 1081 3691 8391 0.034304 1088

70 1280 3611 10708 0.033615 1287

80 1654 3610 17902 0.038677 1661

90 1822 3610 24282 0.043407 1829

100 1921 3732 29601 0.163151 1928

110 2199 3738 29866 0.053361 2120

120 2441 3612 45531 0.041761 2448
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At this point of simulation when we compare the results of the Conventional 

Aodv with the improved Aodv the results shows that with 60 nodes till 120 nodes. 

When the results are compared- 

1) The route requests have been decreased in the in each and every increment 

of the nodes showing the decrease of Network Load while transmission of 

packets from source to destination.  

2) The Throughput between number of packets originated by the application 

layer sources and the number of packets received by the sinks at final desti-

nations was improved.  

3) Packet collisions in both the conventional and improved AODV for some 

point of nodes collisions in Aodv are decreased and for some point of nodes 

collisions in improved Aodv decreases and for increasing of nodes in  

improved Aodv collisions decreased. 

4) End-to End Delay in both the conventional Aodv and the improved Aodv 

shows approximately equal performances at each node levels. 

5) Total number of control packets at each level decreased in the improved 

Aodv.   

7   Conclusions and Future Work 

In this paper we used dominating sets with two hop information to send the route 

request to the dominating nodes and hence the requests are forwarded to the desti-

nations through the two hop information available at the dominating node to the 

destination which improved the packet latency and decreased the load on the net-

work by reducing the route requests and collisions at some intervals. We used the 

dominating sets and total dominant pruning algorithm for the two hop information 

which regulates in sending the packets to the nodes which already received the 

packets. Our results show that Aodv has been improved in various aspects of de-

creasing network load, packet latency and throughput. Further research can be 

done using the rough set theory concepts in Aodv to reduce the unnecessary 

broadcasting in the network.   
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Dynamically Controlling Retransmission 
Mechanism for Analysing QoS Parameters of 
IEEE 802.11 Networks

*
 

Hartinder Singh Johal, Balraj Singh, Amandeep Nagpal, and Kewal Krishan 

Abstract. Wireless medium being error prone, the task of handling retransmissions is 
very important and it is assigned to the MAC subtype of IEEE 802.11. In this paper, 
we study the effect of changing the retransmission mechanism on QoS parameters 
and propose a mechanism which would dynamically adjust the retry limits (which 
controls the retransmission policy) based upon network state (feedback force effect) 
and applications (driving force effect). We start by explaining the brief theory behind 
retransmission mechanism followed by some basic analysis which provides the 
motivation for the need to dynamically control the retransmission mechanism. 

Keywords: RTS/CTS, retry limits, threshold, jitter, delay, throughput. 

1   Introduction 

The use of long and short retry limits provide a limit to number of retransmissions, 

thereby enabling frames to reach their destination in case there are earliest attempts 

results in frames getting lost or waiting timer expires [1]. However, there is a cost 

associated with retry count values. As we increase the values of retry counts, losses 

may decrease but on other hand, delays may increase significantly [2]. Therefore, 

we perform a basic analysis as done previously for RTS Threshold [3]. We use 

network topology as depicted in fig 1. TCP and UDP data frames are sent with 

application level sizes of 512 bytes and 80 bytes, respectively. RTS Threshold 

value is kept as 250 throughout all the experiments, since we are mainly interested 

in evaluating retry limits. This also means that frames of TCP traffic will follow 

retransmissions according to long retry count while frames of UDP traffic will 

work according to short retry count [4][5]. QoS parameters for the following cases 

are analysed. Case 1: Short Retry Count = 1, Long Retry Count = 10. We study 

effect of reducing SRL to 1 and increasing LRC to 10 on QoS parameters for both 
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TCP and UDP traffic. Case 2: Short Retry Count = 10, Long Retry Count = 1. We 

study effect of increasing SRL to 1 and decreasing LRC to 1 on QoS parameters for 

both TCP and UDP traffic. Case 3: Short Retry Count = 10, Long Retry Count = 10 

[6]. We study effect of keeping both SRL and LRC to 10 on QoS parameters for 

both TCP and UDP traffic. By observing the delay, jitter, loss and throughput 

graphs, it is evident that delay and jitter reduces when we use a small SRL for small 

frames i.e. UDP traffic [7]. However, loss for such traffic increases significantly 

when compared with the case when SRL is large [8]. Increase loss makes the 

throughput to decrease and throughput fluctuates very frequently. 

 

 

Fig. 1 Simple infrastructure Based Wireless Network 

 

 

Fig. 2 Delay vs Time (Basic Analysis) 
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2   Proposed Scheme 

Proper setting of SRC/LRC values reduces loss in frames, but if its values are 

poorly configured, then there is always a possibility that we are unnecessarily 

paying a cost [9]. For instance, for real time UDP traffic, a frame which has finally 

reached its destination after too many retransmissions and in the process its delay 

becoming too large to be of any use for the application [10]. Like the RTS 

Threshold, the dilemma here is to decide an appropriate value for SRC/LRC 

which would neither increase the delay nor increase the loss. As in the case with 

RTS/CTS, the only differentiation provided is the frame size which obviously is 

not a effective criteria as it neither captures the network state (driving force effect) 

nor reflects the application requirements (driving force effect) [11]. In its present 

form, retransmission policy based on statically pre-configured retry limits fails 

miserably against the proposed Progressive QoS Enhancement model. Henceforth, 

we propose a very simple scheme for QoS enhancement by efficiently adjusting 

the values of SRC/LRC [12]. So, accordingly, we incorporate the effects of 

driving forces (application) and feedback forces (network state). The driving force 

effect is implemented by using different SRL/LRL values for different 

applications or in other words, different application traffic is controlled by 

different SRC/LRC values for retransmission behaviour [13]. The feedback force 

effect is captured by incrementing or decrementing the values of SRC/LRC 

depending upon retransmission and successful transmission after a retry attempt 

counts, respectively as shall be explained head [14]. The process of incrementing 

and decrementing is done dynamically over the complete network operation [15]. 

As explained before, we follow a step by step approach by first providing the 

necessary feedback mechanism and thereafter employing the effect from the 

application.  

2.1   Feedback Force Effect 

In this step, we control the retransmission mechanism based on the current 

network conditions. Unlike the legacy mode of IEEE 802.11 operation, now the 

network runs in three phases namely Retry Increment, Retry Decrement and No 

Change [16]. The basic principle is that do not keep retry limits very high, rather 

increase them dynamically only when there is a frame drop due to RETRY LIMIT 

EXCEEDED reason code. At the same time, when frames are getting transmitted 

successfully during retransmission attempts, then decrease the value of retry 

limits. The above intuition can be very easily explained. If there is a frame drop 

due to RETRY LIMIT EXCEEDED reason code error, then it means that we have 

configured retry limits with an underestimated value. On other hand if frames are 

getting transmitted in first attempt then there is no point keeping the retry limit 

large as it may increase delay for real time traffic as explained above [17]. During 

the network operation, the state of the network changes dynamically from one 

state to another based on the retransmission attempts and successful sends on retry 

attempt. Short retry counter is changed when there is a retransmission attempt for 

either RTS frame or DATA frame, since RTS frame is of small size while Long 
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retry counter is changed only in case of retransmission attempt for DATA frame 

[18]. Instead of incrementing and/or decrementing retry limits by 1, we use 

different values for increment and decrement namely incrementLevel and 

decrementLevel. This is useful for two reasons. Firstly, successive retry attempts 

and successful sends in retransmissions may cause retry limits to fluctuate 

between two values. Secondly and more importantly, more control is provided 

over retransmission behavior. For instance, increasing/decreasing retry limits by 1 

will change the retry limit marginally which may not be significantly useful in a 

wireless network which is experiencing large number of retransmissions. 

Presently, the two variables incrementLevel and decrementLevel are pre-

configured with values 3 and 1, respectively [19]. However, an extension of the 

proposed scheme could be to make them dynamic. As mentioned before with the 

proposed scheme, network operates in one of the following three phases at any 

given time:1. Retry Increment - Network switches to this phase when there is 

either RTS frame or data frame is lost due to RETRY LIMIT EXCEEDED reason 

code. The associated retry limit is incremented by incrementLevel value. 2. Retry 

Decrement Network switches to this phase when either retransmitted RTS frame 

or retransmitted data frame is successfully sent. The associated retry limit is 

decremented by decrementLevel value. 3. No change as long as there is no 

retransmission attempts and all frames are getting transmitted in their first 

transmission attempt, network operates in this phase.  

The assumption in above proposed scheme is that with every successful 

sending of frame during retransmissions, the network has overcome from a state 

which was the cause for the successive retransmissions. Similarly, when there is a 

frame drop due to RETRY LIMIT EXCEEDED reason code, then we assume that 

network has entered into a state where likelihood of retransmissions would be 

more in future, so we increase the retry limit. Although, these assumptions may  

 

 

Fig. 3 Delay vs Time (SRC, LRC) = 0 
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not hold true at all times, but is fairly good enough for a scheme which intends to 

be simple. The feedback from the network accounts for feedback force effect 

according to the Progressive QoS Enhancement model [20]. Having explained the 

proposed mechanism, next we analyze its effect on QoS parameters in the 802.11 

wireless networks. For performing analysis of above proposed scheme, we took 

two sets of plots. 1. In first set, we plot QoS parameter for all traffic types (TCP, 

UDP, ack) keeping SRC/LRC values constant. The aim here was to study to effect 

of proposed scheme on various traffic flows keeping SRC/LRC value fixed. 2. In 

second set, proposed scheme was studied for all SRC/LRC values keeping the 

traffic flow same [21][22]. The aim here was to study the combined effect of 

proposed scheme with varying SRC/LRC values. The fig 3 shows that the 

proposed scheme reduces delay for all traffic types while when SRC/LRC is set to 

10. It can be observed that the proposed scheme reduces the delay substantially. 

The proposed scheme stabilizes the network and makes it to operate at an 

optimum level of delay. By stabilization, we mean that for (SRC, LRC) = (10, 1) 

delay is reduced but for (SRC, LRC) = (1, 10), delay increased slightly. The 

increase is due to the fact that proposed scheme increases the SRC value during 

the network operation causing delay to increase for UDP traffic. We analysed 

Loss graphs for all traffic types for (SRC, LRC) = (1, 10) and for all UDP (CBR) 

traffic for all values of (SRC, LRC) = (10, 10; 10, 1; 1, 10). Unlike previously, we 

have chosen (SRC, LRC) = (1, 10) instead of (SRC, LRC) = (10, 10) since more 

errors are expected when SRC value is less. The proposed scheme reduces loss 

when operated with (SRC, LRC) = (1, 10), although delay and jitter for this case is 

slightly increased. This is quite obvious since our proposed scheme will increase 

the SRC value which accounts for reduced loss. The increased loss is due to the 

fact that network operation increases SRC value for reducing the delay as shown 

in delay analysis. We analysed throughput graphs for all traffic types for (SRC,  

 

 

Fig. 4 Throughput vs Time, (SRC, LRC) = (1, 10) 
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LRC) = (1, 10) and for all TCP (FTP) traffic for all values of (SRC, LRC) = (10, 

10; 10, 1; 1, 10). The fig 4 shows that the proposed scheme enhances the 

throughput for TCP and its corresponding ack traffic which fluctuates quite often 

when scheme is not used. This is quite obvious since our proposed scheme will 

switch the network operation from increase SRC value, thereby stabilizing the 

throughput.  

2.2   Driving Force Effect 

Having proposed a scheme for capturing the network state and controlling 

retransmission mechanism accordingly, we now further enhance the scheme by 

incorporating requirements of the application (driving force effect). On similar 

lines to that for RTS Threshold, we replace the classical concept that same 

SRC/LRC parameters control retransmission behavior for all frames. 

Using same SRC/LRC value for all types of traffic would mean that there is no 

differentiation among various classes of traffic. Considering the fact that 

applications with varying requirements would be transmitted, the above classical 

concept is poorly designed. Henceforth, we propose that different applications 

with varying requirements shall have their own values for SRC/LRC values. So, 

frames of i
th

 application will have SRCth (i) and LRCth (i) as its SRC/LRC values. 

Since we are running two types of application namely the TCP based FTP 

application and UDP based CBR application, so we have four SRC/LRC values 

namely SRCth (TCP FLOW), SRCth (UDP FLOW), LRCth (TCP FLOW) and 

LRCth (UDP FLOW). Using such a scheme means that frames from each 

application can be controlled for retransmission mechanism independent of other 

applications. For instance, taking example of application flows which we have 

used, the TCP packet size is 512 bytes and UDP packet size is 80 bytes. Now, we 

can have an RTSth = 250 fixed for all application types and study effect of 

application dependent SRC/LRC values on QoS parameters.  

Additionally, we incorporate the feedback mechanism as discussed above along 

with the proposed application based differentiation scheme. The feedback 

mechanism is designed for each application flows and is selectively applied for 

different application flows. Since we have two kinds of applications each running 

over TCP and UDP, so like the case with RTS Threshold we have the following 

four cases: Case 0: No Feedback applied. In this case there is no feedback 

mechanism being applied. However, the application level differentiation (i.e. 

different SRC/LRC for different applications) is present and is studied without any 

influence from network. Case 1: Feedback only applied to TCP traffic. In this case 

there is feedback mechanism being applied only for TCP traffic. The application 

level differentiation (i.e. different SRC/LRC values for different applications) is 

present. Study is done to explore behavior of different traffic flows in this setup. 

Case 2: Feedback only applied to UDP traffic. In this case there is feedback 

mechanism being applied only for UDP traffic. The application level 

differentiation (i.e. different SRC/LRC values for different applications) is 

present. Study is done to explore behavior of different traffic flows in this setup. 

Case 3: Feedback only applied to both TCP and UDP traffic. In this case there is 
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feedback mechanism being applied for both TCP and UDP traffic. The application 

level differentiation (i.e. different SRC/LRC values for different applications) is 

present. Study is done to explore behavior of different traffic flows in this setup.  

Network feedback follows the transition similar to that discussed before, the 

only difference being that now application effect has been also introduced. In 

order to implement the four cases discussed above, we introduce a new operating 

mode variable (useRetryAlgorithmMode) which can be configured by application 

user with values 0, 1, 2, , n and n+1, considering that there are n applications. 

Here, 0 means feedback is not applied for any traffic, n means that feedback is 

applied for nth application and n+1 means that feedback is applied for all traffic.  

Before the transfer of any frame, each frame undergoes our proposed network 

feedback algorithm according to the value of useRetryAlgorithmMode. The value 

of SRC/LRC incremented or decremented based on the decision made by the 

proposed algorithm. Thereafter, all associated frames uses updated values of 

SRC/LRC. The algorithm for the proposed scheme is briefed below: 
 

reTransmitRTS(packet *pktRTS ) 

/* About to resend RTS packet to PHY layer */ 

{ 

/* Current retry limit is more than configured SRC */ 

if( src [pktRTS →type] ≥ macmib.getSRC(pktRTS →type) 
) 

/* Increment the SRC value by increaseLevel*/ 

macmib .setSRC(macmib.getSRC(pktRTS →type) + 
increaseLevel, pktRTS →type); 
else 

/* Decrement the SRC value by decreaseLevel*/ 

macmib setSRC(macmib.getSRC(pktRTS →type) - 
decreaseLevel, pktRTS →type); 
if( macmib .getSRC(pktRTS → type) ≤ MIN RETRY 

THRESHOLD) 

 

macmib .setSRC(MIN RETRY THRESHOLD , pktRTS →type); 
if( macmib .getSRC(pktRTS → type) ≥ MAX RETRY 

THRESHOLD) 

macmib .setSRC(MAX RETRY THRESHOLD , pktRTS →type); 
} 

. 

. 

reTransmitDATA(packet *pkt ) 

/* About to resend DATA packet to PHY layer */ 

{ 

if( pkt →size() ≥ macmib .getRTSThreshold() ) 
{ 

/* Current retry limit is more than configured LRC */ 

if( lrc [pkt →type] ≥ macmib.getLRC(pkt →type) ) 
/* Increment the LRC value by increaseLevel*/ 
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macmib .setSRC(macmib.getSRC(pktRTS →type) + 
increaseLevel, pktRTS →type); 
else 

/* Decrement the SRC value by decreaseLevel*/ 

macmib .setLRC(macmib.getLRC(pkt →type) - 
decreaseLevel, pkt →type); 
if( macmib .getLRC(pkt → type) ≤ MIN RETRY THRESHOLD) 
macmib .setLRC(MIN RETRY THRESHOLD , pkt → type); 
if( macmib .getLRC(pkt → type) ≥ MAX RETRY THRESHOLD) 
macmib .setLRC(MAX RETRY THRESHOLD , pkt → type); 
} 

else 

{ 

/* Current retry limit is more than configured SRC */ 

if( src [pktRTS → type] ≥ macmib.getSRC(pktRTS → 
type) ) 

/* Increment the SRC value by increaseLevel*/ 

macmib setSRC(macmib.getSRC(pktRTS → type) + 
increaseLevel, pktRTS → 
type); 

else 

/* Decrement the SRC value by decreaseLevel*/ 

macmib setSRC(macmib.getSRC(pktRTS → type) 
decreaseLevel, pktRTS → type); 
if( macmib .getSRC(pktRTS →type) ≤ MIN RETRY 

THRESHOLD) 

macmib .setSRC(MIN RETRY THRESHOLD , pktRTS →type); 
if( macmib .getSRC(pktRTS →type) ≥ MAX RETRY 

THRESHOLD) 

macmib .setSRC(MAX RETRY THRESHOLD , pktRTS →type); 
} 

} 
 

The application requirements consideration accounts for the driving force 

effects and the feedback from the network accounts for feedback force effect 

according to our proposed QoS Enhancement model. The decision for adjusting 

retransmission mechanism based on the network feedback as well as the 

application. Having explained the proposed mechanism for adjusting 

retransmission mechanism, next we analyze its effect on QoS parameters in the 

802.11 wireless networks. For performing analysis of above proposed scheme, we 

follow the approach as: 1. Studying feedback force effect: In first case we keep the 

driving force effect i.e. SRC/LRC for various applications constant and study the 

effect of differentiating network feedback (four cases discussed above).  

The aim is to study the network feedback when application dependent 

SRC/LRC values are kept same. 2. Studying driving force effect: In second case, 

we keep the network feedback effect i.e. the four differentiating cases as constant 
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and making the driving force effect varying by setting different values of 

SRC/LRC for different applications.  

The aim is to study the application dependent differentiating scheme when 

same feedback is applied Delay Analysis: Graphs for all traffic types for the case 

when SRCth [TCP FLOW, UDP FLOW] = (5, 5) & LRCth [TCP FLOW, UDP 

FLOW] = (5, 5) and feedback is applied to all traffic types. Next graphs are for all 

UDP (CBR) traffic for all values of (SRCth[TCP FLOW,UDP FLOW], 

LRCth[TCP FLOW,UDP FLOW] ) = ( 10,1, 10,1 ; 1,10, 1,10 ; 5,5, 5,5) with 

different cases of applying feedback effect. It is quite interesting to observe that 

delay is not reduced when feedback is applied only for UDP traffic. This is due to 

the fact that competing TCP traffic makes the above feedback ineffective. But, 

when feedback is applied to only TCP traffic, delays for UDP traffic is reduced, 

almost same reduction when feedback is applied for both TCP & UDP traffic. 

With no feedback is applied and we study the effect of using different values of 

(SRCth [TCP FLOW,UDP FLOW], LRCth [TCP FLOW,UDP FLOW] ) for UDP 

traffic. It is quite interesting to observe here that delay is not reduced even when 

SRC is reduced because competing TCP traffic SRC/LRC is set to 10.  

Decreasing SRC/LRC for TCP traffic reduces delay for UDP traffic. Further we 

study the effect of feedback being applied for only TCP traffic. Delay for all cases 

is found to be stabilized i.e. between the upper and lower delays. Lastly, we study 

the effect of feedback being applied for only UDP traffic and it is observed that 

delay is less for the case when SRC/LRC for TCP traffic is less. Jitter graphs are 

analysed for all traffic types for the case when SRCth [TCP FLOW, UDP FLOW] 

= (5, 5) & LRCth [TCP FLOW, UDP FLOW] = (5, 5) and feedback is applied to 

all traffic types. Next graphs are for all UDP (CBR) traffic for all values of (SRCth 

[TCP FLOW,UDP FLOW], LRCth [TCP FLOW,UDP FLOW] ) = (10,1, 10,1 ; 

1,10, 1,10 ; 5,5, 5,5) with different cases of applying feedback effect.  

We record the effect of proposed scheme when it is applied for all four cases 

discussed above, keeping SRCth [TCP FLOW,UDP FLOW] = (5,5) & LRCth [TCP 

FLOW,UDP FLOW] = (5, 5) for all UDP traffic. Although the improvement is 

less but a closer look tells us that jitter is reduced when feedback is applied only 

for both UDP & TCP traffic when compared with the case when no feedback is 

applied. With no feedback applied and we study the effect of using different 

values of (SRCth [TCP FLOW, UDP FLOW], LRCth [TCP FLOW, UDP FLOW] ) 

for UDP traffic.  

We observe a similar trend as observed in delay analysis that jitter is not 

reduced even when SRC is reduced because competing TCP traffics SRC/LRC is 

set to 10. Decreasing SRC/LRC for TCP traffic reduces jitter for UDP traffic, even 

if SRC/LRC is high for UDP traffic. In fig 18 we study effect of feedback being 

applied for only TCP traffic. Jitter for the case when SRC/LRC for TCP is high is 

found to be less because of the applying of feedback. Lastly, we study the effect of 

feedback being applied for only UDP traffic and it is observed that jitter is less for 

the case when SRC/LRC for TCP traffic is less, even though SRC/LRC for UDP 

is more because feedback will anyway reduce this value during network operation. 

Loss Analysis: Below are the loss graphs for all traffic types for the case when 

SRCth [TCP FLOW,UDP FLOW] = (10,1) & LRCth [TCP FLOW,UDP FLOW] = 
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(10,1) and feedback is applied to all traffic types. Next graphs are for all UDP 

(CBR) traffic for all values of (SRCth [TCP FLOW,UDP FLOW], LRCth [TCP 

FLOW,UDP FLOW] ) = ( 10,1, 10,1 ; 1,10, 1,10 ; 5,5, 5,5) with different cases of 

applying feedback effect. The fig 20 shows the effect of proposed scheme on 

frame loss when feedback is applied for all four cases discussed above, keeping 

SRCth [TCP FLOW,UDP FLOW] = (10,1) & LRCth [TCP FLOW,UDP FLOW] = 

(10,1) constant for all UDP traffic. It can be observed that scheme significantly 

reduces loss for UDP traffic when feedback is applied to UDP traffic and both 

UDP & TCP traffic. It can also be observed that loss of UDP traffic is not reduced 

when feedback is applied only for TCP traffic.  

We study effect of differentiating SRC/LRC values keeping no feedback for all 

UDP traffic. Quite interestingly, we observe that loss of UDP traffic is less when 

SRC/LRC for TCP traffic is less. On contrarily, loss is more even if SRC/LRC 

values for UDP is less if competing TCP traffics SRC/LRC is high. We observe 

loss on UDP traffic for different values of RTSth when there is feedback only for 

TCP traffic. It is observed that frame losses are less when SRC/LRC of competing 

TCP traffic is less.  

Lastly, we observe loss on UDP traffic for different values of SRC/LRC when 

there is feedback for only UDP traffic. It is observed that losses get reduced for 

the case which has higher value for SRC/LRC for UDP traffic due to applying of 

the proposed scheme. Throughput analysis is performed for all traffic types for the 

case when SRCth [TCP FLOW, UDP FLOW] = (1, 10) & LRCth [TCP FLOW, 

UDP FLOW] = (1, 10) and feedback is applied to all traffic types. Next graphs are 

for all TCP (FTP) traffic for all values of (SRCth[TCP FLOW,UDP FLOW], 

LRCth[TCP FLOW,UDP FLOW] ) = ( 10,1, 10,1 ; 1,10, 1,10 ; 5,5, 5,5) with 

different cases of applying feedback effect. 

 

 

Fig. 5 UseRetryAlgorithm = 0 
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Fig. 6 UseRTSAlgorithm = 1 

 

 

Fig. 7 UseRTSAlgorithm = 2 

3   Conclusion 

It can be observed that scheme increases the throughput in the cases when 

feedback is applied for TCP traffic and when applied for both TCP & UDP traffic. 

In fig 5 we study the throughput for different values of SRC/LRC when no 
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feedback is applied. The aim is to study the application level differentiation on 

throughput of TCP traffic. It can be observed that throughput of TCP traffic 

decreases when competing UDP traffic is having higher SRC/LRC values. In  

fig 6, we study the throughput for different values of SRC/LRC when feedback is 

applied only to TCP traffic. We observe that throughput is enhanced for almost all 

the cases even for the case when competing UDP traffic is having higher 

SRC/LRC values. Lastly, we observe in fig 7 the throughput on TCP traffic for 

different values of SRL/LRC when there is feedback only UDP traffic. It is 

observed that throughput for the case when UDP traffic has higher SRC/LRC 

values is not enhanced even on applying the proposed scheme. The probable 

reason could be that scheme needs to be more stabilizing by increasing the value 

of increaseLevel. 
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A Non-functional Requirements Traceability 
Management Method Based on Architectural 
Patterns 

Sookyeong Song, Younglok Kim, Sooyong Park, and Soojin Park* 

Abstract. Unlike the functional requirements that support a certain degree of lo-
cality in the system, non-functional requirements, being related to the system qual-
ity, apply to the overall qualities of the system. In most cases, non-functional  
requirements provide solutions in pattern and are applied to the system in the de-
sign phase. If the traceability between the analysis model elements, design model 
elements and the elements involved in the architectural pattern is not maintained 
in the application process, it may be very costly to reflect the changes of the non-
functional requirements in the system. This study proposes the mechanism in 
which the traceability between analysis model, design model and pattern elements 
is set in real time while applying the architecture pattern simultaneously to mini-
mize the costly change of non-functional requirements. NFR Tracer, a tool that 
supports the automation of the above mentioned process, will also be introduced. 
NFR Tracer proposes the quantitative evaluation results on correctness and com-
pleteness automatically set on trace link, showing performance improvement. 

1   Introduction 

Non-functional requirements (‘NFRs’) are the requirements that define how the 

service is provided to the users, rather than what. While functional requirements 

focus on the individual services provided by the system, NFRs define the certain 

expectations of the quality of the software, such as “the response time must be 

within 1 second in all services” and thus are also referred to as the quality attrib-

utes[4]. Considering its pervasiveness, NFRs, once enabled, require substantial cost 

to make changes in relative terms. However, NFRs can change for various reasons 

such as business opportunities or changes in technical trend without functional re-

quirements. Even if there were no specific change requirements, there could be 

multiple changes due to the experimental prototyping until the software is  
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stabilized overall. Thus it is necessary to identify the correlation between NFRs and 

various artifacts from the early stage of building the system, which is referred to as 

requirements traceability management. 

There are many studies on the efficient requirements traceability management, 

but the focus on NFRs is relatively less than that of functional requirements. There 

are two flows in the current practice of NFRs: i) the model-driven approach based 

on the perspective that NFRs can be reflected in the system by enabling the design 

pattern [8, 12] and ii) the information retrieval based approach that views the trace 

link setting as the mapping of relevant information[2, 5, 10, 14, 16]. The NFR trac-

ing technique suggested in this study is based on the former of the two flows. Most 

literatures to date seek the automation of trace link of the requirements based on 

their own technique but cannot suggest any quantitatively verified results. Even if 

there are quantitative results on performance, the automated trace links do not seem 

to reach the credible expectations of the developers. It seems that these results 

come from taking the traceability recovery approach after the artifacts are created. 

Therefore this study proposed the mechanism in which the NFRs trace link is 

synchronized with the creation of objective artifact, which is the destination of the 

trace, and in which the number of design elements that does not have any trace-

from link to the analysis or deliverables in the architecture stage. The ultimate 

goal of this study is to use such result to build the NFR traceability management 

framework that has the precision and recall value of ‘1’.  

This study will focus on the following: Chapter 2 analyzes the problems of the 

existing studies by discussing the current practices. Chapter 3 introduces the NFRs 

trace model established based on the above analysis. Chapter 4 explains the sub-

mechanism for the auto setting of the proposed trace model and NFR Tracer that 

supports automation. In Chapter 5, the evaluation is provided on the proposed 

techniques and tools by utilizing the actual examples of applying NFR Tracer 

when generating the design model. Lastly, Chapter 6 discusses the conclusion and 

future research directions. 

2   Current Practices 

Currently, major literatures on NFRs include:[4, 15, 17]. [4] and [15] deal with the 

continued trace of the changes by setting the traceability link from the architec-

tural element to the code element, while [17] suggests the technique of expressing 

NFRs through safety, timing, hardware and performance for the safety-critical sys-

tem, and introduces the technique to verify and trace each NFR based on EAST-

ADL2 and MARTE. [4] proposes the event-based methodology that manages 

traceability between certain NFR, design deliverable and source codes based on 

the design pattern. However, it is limited in that the managed traceability link is 

confined to the architectural element and code element, excluding the relationship 

between the non-functional requirement and functional requirements in the code.  

Other literatures mostly concentrate on classifying the correlation between arti-

facts and maintaining the trace link while generalizing all software artifacts without 

distinguishing between the traceability maintenance of functional requirements or 

requirements type. The major techniques used in the current practices to classify 
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the requirements traceability link are as follows: Information Retrieval (IR) 

[2, 10, 11, 14, 16]; rule-based approach [2, 13, 18, 20]; model-based approach  

[1, 9]; and Special Integrator[19]. 

The analysis of the current practices listed above showed several issues. First of 

all, the studies on automatic requirements traceability management that present the 

quantitative evaluation data on performance were rare, limited to [2, 3, 11, 16, 21]. 

As for the literatures that include the quantitative evaluation results, most studies 

show a wide gap between precision and recall. The reason for such big difference 

is that the trace link in these studies was set after the trace source and destination 

artifacts were generated. In respect to the timing of the setting the link, the tech-

niques used by those studies are technically more inclined toward recovering the 

missing trace than creating the requirements trace.  Fundamentally, the mechanism 

cannot ensure that both precision and recall at ‘1’ due to the limitations. In this 

study, the timing of setting the requirement traceability link is synchronized to the 

creation of the deliverables, the destination of the link, thereby trying to build the 

mechanism in which all artifacts, except for the deliverables from the very first re-

quirements phase, secure the trace-from link. 

3   Non-functional Requirements Trace Model 

The elements of the NFRs related trace model are trace node and trace link. Trace 

node refers to the artifact for which to maintain traceability and trace link ex-

presses the traceability relationship of each artifact. The link to the traceability be-

tween the deliverables in different development phases was defined as vertical 

trace link (V_TR), while the traceability between the deliverables in the same  

 

�

Fig. 1 A Metamodel for NFR Trace 
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phases was defined as horizontal trace link (H_TR).  H_TR expresses the classes in 

each model and their relationship, the inclusive relationship between class, attrib-

ute and operation, and the call relationship between operations.  

As can be seen in Fig. 1., the NFR node classified in the requirement stage is 

traced to the node of the architectural pattern (PTRN) which is selected to satisfy 

the requirement. Since the NFR node and PTRN node are artifacts that belong to 

the requirement phase and architecture phase, V_TR link is set. The pattern 

(PTRN) constructed in the architecture phase is formed by the collaboration of dif-

ferent classes (PCLS), and the classes (PCLS) in the pattern have multiple opera-

tions (POPR) and attribute (PATR), according to the NFR Trace Model. More-

over, the pattern behavior comes from the mutual call between the operations of 

the classes that comprise the pattern, and POPR and PCLS node in Fig. 1. will 

have H_TR link to themselves. 

Design elements from the design phase are no different from the elements that 

comprise the architectural pattern. However, design elements can be divided into 

two: the design class that retains the analysis class classified by the functional re-

quirements and the design class that is changed or newly classified due to the ap-

plication of the architectural pattern in the course of shifting from the analysis to 

design phase. Therefore, the trace node of all DCLS, DATR and DOPR types in 

Fig. 1. needs to have more than one ACLS, AATR and AOPR nodes and V_TR link, 

but there may or may not be V_TR link with the PCLS, PATR and POPR nodes in 

the architecture phase. Such relationship is expressed in Fig. 1. as ‘optional’ and 

‘mandatory’ under V_TR link. 

4   Automatic Trace Link Generation between Analysis and 

Design Artifacts 

By using the interface with the UML based modeling tool that supports the user-

defined pattern automation including the GoF Pattern [6], we developed NFR 

Tracer, the tool that automatically sets the elements of trace models defined in 

Chapter 3. The NFR Tracer runs as the add-in application embedded in the IBM 

Rational Software 7.0 (‘RSA’). RSA was selected for the interface because RSA 

has flexible extensibility since it runs in the eclipse environment. Fig. 2. depicts 

the structure of the NFR Tracer. As shown in Fig. 2., the pattern instantiation is 

done on RSA environment and the derived changes from the instantiation are re-

flected to the trace model which is managed by the NFR Tracer. How the NFR 

Tracer can update the traceability model according to the changes of the design 

model will be explained at the end of this chapter. 

There is an example to help understand the process of the automatic trace link 

generation: the fraction of the trace model generated when a simple GoF pattern 

(Proxy Pattern) is applied to the analysis model. The trace model defined in Fig. 1. 

of Chapter 3 includes all operations and attributes of each class, but Fig. 3. only 

shows the class information in the trace model in order to focus only on the map-

ping relationship between the artifacts and trace node. Fig. 3. shows the process of 

setting the trace link for the classes that are changed or newly generated as the  
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Fig. 2 Structure of NFR Tracer 

result of applying the proxy pattern, which is selected to satisfy the modifiability 

related requirements among the quality attributes of the course registration system, 

to CRC class, one of the classes of <<control>> type.  

 

�

Fig. 3 Relationship between Artifacts and Trace Nodes 
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All information about trace node and link is converted to XML and managed by 

the NFR Tracer. The XML fragment that expresses the information of CRCSub-

ject@DCLS from the nodes in Fig. 3. is described in Fig. 4.. <VTR_FROM> 

shows the vertical trace link data from the analysis model’s CRC (ACL00032) and 

Subject (PCL000028) node from the architectural pattern connected to 

CRC_Subject. The relationship between RegisterForm (DCL000033) and 

CRC_Subject in the same data model are the horizontal trace link and 

CRC_Subject is the destination of the relationship, showing the reverse link as it is 

with <HTR_FROM>. As for CRCProxy (DCLS000035) and CRC (DCLS000036) 

that exist in the same design phase, they are the classes that implement 

CRC_Subject. Because they are the artifacts that are affected by the changes of 

CRC_Subject, it is linked to HTR_TO link. Lastly, it can be seen that there is <HT 

R_TO> link with defaultMethod (DOPR000052), the operation of CRC_Subject, 

which was omitted in the trace model on Fig. 1. The name of ‘defaultMethod’ will 

be changed as ‘summitCO’ during design model refinement. Then, the change of 

the UML model will be automatically reflected to the trace model by NFR Tracer. 

The weight included in each node data in Fig. 3. is used to calculate the change 

impact degree inside the system when there is a certain trace node change require-

ment. It can be adjusted according to the application characteristics. For now, 5 is 

given to class, 2 to attribute and 10 to operation that includes the enabling logic.  

The source for all data in Fig. 4. is .emx, the model file managed by RSA. The 

biggest issue for enabling the NFR Tracer was how to reflect the changes in the 

models on RSA, the COTS tool, in real time. It was because the greatest merit and 

advantage of the approach proposed by this study is to detect the changes in the 

COTS tool and reflect them in the trace model so as to ensure synchronicity of the 

trace link and software artifacts, which serve as the destination of the trace links, 

as well as to maintain the data consistency of the two models.  

Since the source codes for the COTS tool are not open to public generally, it is 

impossible to change the COTS tool itself to link to the requirements traceability 

management tool. To solve such problems, Instrumentation Technique [7] was 

used in this study. Instrumentation refers to detecting the impact to the COTS 

software from outside. The enabling techniques include API based instrumentation 

and machine code based instrumentation. The former observes and controls the  

interaction between OS and COTS software, and is also called ‘hooking’ [7]. The 

latter literally is to alter the binary representation to change the COTS software it-

self. Hooking was chosen among the two since all it takes is to detect the action 

that changes the UML model in the RSA in real time. 

Fig. 5. shows the RSA hooking algorithm of the NFR Tracer and those steps 

are the necessary parts selected by referring to [7]. Construction of the initial de-

sign model should precede running of the NFR Tracer and hooking the RSA 

model data is done explicitly on the NFR Tracer. The NFR Tracer generates the 

trace node and link that reflect the relevant analysis model at the point when the 

evaluation on the analysis model ends on the RSA and is managed as the deliver-

able of Version 1.0. At the same time, all ACLS, AATR and AOPR nodes as well as 

the links between the nodes are copied, and the link between the DCLS, DATR and 

DOPR nodes and the links between the nodes. 
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Fig. 4 XML fragments for "CRC_Subject" node and related nodes 

The NFR Tracer hooks all the modifications of the designer, including the ap-

plication of the architecture pattern after the initial design model is generated. The 

main components of the NFR Tracer are Change Detector and Trace Manager. 

While Change Detector monitors the changes of the .emx files, which are UML 

models managed by RSA, Trace Manager manages the trace models generated and 

managed by NFR Tracer.  

The steps taken by the NFR Tracer in Fig. 5. are as follows: ① First, Trace 

Manager detects the location of RSA in the system, and ② hook RSA. If there are  

any changes made to the UML model on RSA, ③ Change Detector detects the in- 

teraction between RSA and OS. If the changes made to the UML model caused by 

the manipulation inside RSA and need to be reflected on the trace model, ④ the 

data on such changes are read from the UML model, and ⑤ are delivered to Trace 

Manager. ⑥ Trace Manger directly reflects the UML model changes received 

from Change Detector to the trace model. To prevent any UML model changes 

while the NFR Tracer hooks a change, RSA is locked during hooking in order to 

maintain consistency between the trace model and UML models managed by 

RSA. 
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Fig. 5 Hooking Mechanism of NFR Tracer 

5   Evaluation 

In order to measure the correctness and completeness of the techniques for re-

quirements traceability proposed by this study, two were selected from the pat-

terns that form the architecture in the analysis model for two applications and the 

transformation into the design model was made on RSA to apply the NFR Tracer. 

• Target Application 
Course Registration System, Payroll System 

• Applied Patterns 

• RMI (Remote Method Invocation) pattern which is supporting distribution 

mechanism 

• JDBC (Java DataBase Connectivity) pattern which is supporting persistency 

mechanism 

Precision and recall were the metrics used to measure the accuracy and complete-

ness of the trace link automatically generated by the NFR Tracer. The definitions 

of precision and recall were used as suggested by [1], but the definition of infor-

mation retrieval was excluded, giving a re-interpretation to precision and recall as 

follows: 

Precision = | Correct Links | / (| Correct Links | + | Incorrect Links |) 

Recall = | Correct Links | / (| Correct Links| + |Missed Links |)  

Precision refers to the correct link, which is one of the trace links set by the NFR 

Tracer, and recall refers to how much of the total trace links were set that were 

supposed to be set by the NFR Tracer. Precision being ‘1’ means that all trace set 
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by the NFR Tracer is 100% credible. Recall being ‘1’ means that the NFR Tracer 

can set the incorrect link but that there is no missed link. 

Table 1. shows the study of the automatically generated trace-link by using the 

NFR Tracer. In both payroll system and course registration system, precision was 

‘1’ when the NFR Tracer automatically generated the trace, which means that 

there was no incorrect link in the trace-link found by the NFR Tracer. On the oth-

er hand, recall was not ‘1’(average value was 0.85), because the missed link was 

caused by the incompleteness issue of RSA API, the COTS tool interfaced by the 

NFR Tracer, not the theoretical error from the trace model. The NFR Tracer appli-

cation of patterns in the .emx files of RSA that can be detected from outside RSA. 

This is why the NFR Trace could not complete hooking. Recall in Table 1. is 

lower for JDBC than for RMI pattern because there are more operation changes in 

the JDBC pattern application, causing more missed links during hooking. 

Table 1 Precision and Recall of NFR Tracer 

Application
Pattern 

Name 
Correct Links

Incorrect 

Links 

Missed 

Links 
Precision Recall 

RMI 239 0 21 1 0.92 Payroll 

System 
JDBC 274 0 91 1 0.75 

RMI 205 0 16 1 0.93 Course 

Registration

System JDBC 250 0 72 1 0.78 

 
Considering that there were cases in which precision exceeds 0.8 and recall is 

below 0.5[3,16], whereas recall is almost 1 but precision is below 0.1[21] in some 

cases, the results described in Table 1. are balanced ones between correctness and 

completeness in setting trace links. 

6   Conclusion 

The approach proposed in this study seeks to synchronize timing of the creation 

the trace link and its destination artifacts. It can be done by synchronizing the 

trace link set between analysis model elements and design model elements to the 

application of the architectural pattern that takes place during the shift from the 

analysis model to the design model in order to secure the trace link of NFRs. Re-

finement from an analysis model to a design model is not fulfilled by adoption of 

only one architectural pattern. Although the case which is described in chapter 3 is 

just a snapshot for showing the progress of the construction of some requirements 

traceability model fragments by adoption of an architectural pattern, we show the 

proposed general approach can work on different applications and different pat-

terns through the experiment of chapter 4. The result says that recall could not 
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reach 1 due to the RSA API, the interface modeling tool, being open limitedly to 

the outside. However, there is a possibility for securing correctness and complete-

ness of the automatic setting of the requirements traceability by showing that the 

average precision reached 1 and the average recall also approached 0.85 from ex-

periments with two different system cases and four different patterns. 

In the future, the study will refine hooking as the modeling tool in the NFR 

Tracer and build the automatic environment in which recall can reach 1. More-

over, the tools will be applied to various applications to refine their performance. 
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Performance of Non-coherent Detectors for 
Ultra Wide Band Short Range Radar in 
Automobile Applications 

Purushothaman Surendran, Jong-Hun Lee, and Seok Jun Ko* 

Abstract. A detector is said to be superior if the information is extracted in a best 
way for some particular purpose. Here the objective of this paper is to analyze the 
detection performance of non-coherent detectors such as square law detector, lin-
ear detector and logarithmic detector in a background of white Gaussian noise 
(WGN) for Ultra Wide Band Short Range Radar in Automotive applications. It is 
assumed that the target is stationary and energy reflected from the target is distrib-
uted. The non-coherent detectors have almost similar detection probability in a 
background of white Gaussian noise. The performance of the detector is analyzed 
and simulation has been done in order to verify. 

Keywords: UWB Radar, Coherent Integration, Target Detection. 

1   Introduction  

The demand for short range radar sensors which are used for target detection has 

increased fabulously in automotive sector [2, 3]. The key ideas behind the devel-

opment of Short Range Radar (SRR) in automotive sector are collision avoidance 

and reduce traffic fatality. The source for target detection is the radar signals re-

flected by the target, the received radar signal is a mixture of noise and varied sig-

nals. The designed system must provide the optimal technique to obtain the desired 

target detections, preferred detection can be determined by using specific algorithm 

for measuring the energy of the signals received in the receiver side. Decision is 

made on the basis of the received echo signal which is determined by target geome-

try. The detection algorithm is used to make a decision on the target present and to 

measure the range of the target. In order to predict the range more exactly, a larger 
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signal bandwidth is required. This can be accomplished by reducing the range  

resolution cell of the radar so that the range accuracy is increased. Consequently, 

the range resolution cell size of the radar is smaller than the target size and target is 

surrounded by homogeneous distributed noise [4]. 

Previous work [4, 5] has been mainly focused on the influence of increasing 

range resolution on the detection ability of targets with dimensions greater than 

the resolution cell. Also mathematical analysis of these circumstances has been  

resolved. 

In this paper we analyze the performance of various detectors for Ultra Wide 

Band Short Range Radar (UWB-SRR) in automotive applications. It is assumed 

that the target is stationary and the energy reflected from the target is assumed to 

be 1. The performance of the detectors is shown. 

The organization of this paper is as follows. In Section 2, the system model is 

described. In section 3, description about non-coherent detector. In section 4, the 

probability of detection and false alarm is expressed. In Section 5, simulation re-

sults for various detectors. Finally, conclusions are presented in Section 6. 

2   System Description 

The block diagram of a UWB radar system as shown in fig. 1 is split into two 

parts, the transmitter part and the receiver part. 

  

Fig. 1 Block Diagram of a UWB radar system 

In the transmitter part, the pulses are initiated by the Pulse Repetition Fre-

quency (PRF) generator which triggers the pulse generator which in turn generates 

Gaussian pulses with sub-nano second duration as shown in fig. 2. The Pulse 

Repetition Interval (PRI) is controlled by the maximum range of the radar. The 

maximum range for unambiguous range depends on the pulse repetition frequency 

and can be written as follows 
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where fPRF is pulse repetition frequency and c is the velocity of light. And the 

range resolution can be written as 
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where TP is pulse width and c is the velocity of light. And then the transmitted 

signal can be written as follows 
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where p(t) is the Gaussian pulse as follows 
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where τp represents the time normalization factor, AT is the amplitude of single 

transmit pulse, φ0 is the phase of the transmit signal, fc is the transmit frequency, 

TPRI is the pulse repetition interval obtained from pulse repetition frequency given 

as TPRI=1/fPRF. 

  

Fig. 2 Transmitted signal and received baseband signal  

The form of the transmitted signal in this system is known, but the received signal 

usually is not completely known. Since the range resolution of this UWB radar sys-

tem is much less than the extent of the target it must detect, the echo signal is the 

summation of the time-spaced echoes from the individual scattering centers that con-

stitute the target [3]. In this paper, we assume that the target is stationary and the tar-

get has L independent reflecting cells. Then the target model is written as 

∑−
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−⋅=
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L

l
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where the number of scatters L, the amplitude of the scatters αl, and the time de-

lays of the scatters τl are all unknown. We assume that the τ0 in fig. 2 indicates the 

target range. 

The radiated electromagnetic signals generated by the transmit antenna is re-

flected by the target and they are received in the receiver antenna. First, the  

received signal is pre -amplified by the Low Noise Amplifier (LNA). Then the 

signal is multiplied with carrier signal and divided between the in-phase and quad-

rature-phase baseband signal as shown in fig. 1. We assume that the low pass filter 

will match the pulse envelope spectral shape as close as possible to provide a fully 

matched optimum filter. Then the baseband received signal r(t) is written as 

∑∑+∞

−∞=

−

=

+−−⋅=
n
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l

lPRI
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lT tnnTtpeAtr l

1

0
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                         (6) 

where n(t) is the white Gaussian noise (WGN) with two-sided power spectral den-

sity N0/2 and θl is the arbitrary phase of l-th scatter that can be written as θl = -

2πfcτl+ϕ0. The sampling rate of the A/D converters is same to the pulse width. 

And we assume that the baseband received signal is sampled at peak point of p(t) 

as like the fig. 2. When the target size is greater than the radar resolution, then the 

echo consists of a signal characterized by eq. (6) and fig. 2; the received echo sig-

nal will be composed of individual short duration signals in a pulse train. A gain 

rather than a loss can be obtained when a high-resolution waveform resolves the 

individual scatters of a distributed target such as the UWB radar system. Because 

there will be no signal addition from close scattering centers, detection will be de-

pend on the reflected strength of individual centers for weak returns [3]. 

3   Non-coherent Detectors 

The detector of the UWB radar receiver must determine that a signal of interest is 

present or absent. And then the UWB radar processes it for some useful purpose 

such as range determination, movement, and etc [3]. In this paper, we analyze the 

performance of non-coherent detectors against a background of white Gaussian 

noise for range determination, as shown in fig. 3. The non-coherent detectors con-

sist of coherent integration, non-coherent detector and non-coherent integration. 

The in-phase (I) and quadrature (Q) sampled values at every Tp are used as the 

input of the detector. It is assumed that the sampling rate (Tp) is same to the pulse 

width of 2 ns and the range resolution can be 30cm from (2). Also it is assumed 

that the maximum target range is 30m and by using (1) we can get TPRI of 200 ns. 

From the above-mentioned range resolution and maximum target range, the range 

gates of at least 100 are required to detect the target. It is equal to the number of 

memory in the coherent and non-coherent integration. The sampled value at every 

Tp is applied to the switch I of the coherent integration. The switch I is shifted at 

every Tp sample, i.e., the range gate. It takes N⋅TPRI to coherently integrate and 

dump for all of the range gates. 
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The coherent integration for the i-th range gate in I branch can be expressed as 

follows 
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and where n’(nTPRI+iTp) is a sampled value of n(t) at nTPRI+iTp. Then the summa-

tions for each gate are stored in each memory of the coherent integration. There-

fore it is possible to achieve an improvement of signal-to-noise ratio (SNR) as 

much as 10⋅log(N) [dB]. 

 

Fig. 3 Block diagram of receiver with detector 

                           
(a)Square Law               (b) Linear           (c) Logarithmic Detector  

Fig. 4 Non-coherent Detector 
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The sample value received from the coherent integration is squared and oper-

ates at every N⋅TPRI. The squared range gate samples are combined and then both I 

and Q branch values are summed as shown in fig. 4a. The output after squaring 

Y(i) is known as square law detector can be represented as 

{ } { }22
)()()( iXiXiY

QI +=                                             
 (9) 

In the case of a linear detector as shown in fig. 4b the sample value received from 

the coherent integration is squared and operates at every N⋅TPRI. The squared range 

gate samples are combined and then both I and Q branch values are summed and 

square root is applied to the summed value. The output of the linear detector Y(i) 

can be represented as 

{ } { }22
)()()( iXiXiY

QI +=                                          
 (10) 

In Logarithmic detector as shown in fig. 4c the sample value received from the 

coherent integration is squared and operates at every N⋅TPRI. The squared range 

gate samples are combined and then both I and Q branch values are summed and 

square root is applied to the summed value and natural logarithm is taken. The 

output of the logarithmic detector Y(i) can be represented as 
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All of the reflected signals from the target can be added non-coherently. 

The value Y(i) is stored in the i-th register of the non-coherent integration at 

every N⋅TPRI for N⋅M⋅TPRI. The output of the non-coherent integration Z(i) can be 

written as 
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 (12) 

where Ym(i) is the output of the squared window at m⋅N⋅TPRI. If the above result is 

greater than the defined threshold, then we can determine that a target is present. 

And the index i represents the position of the target; the target range indicates i ⋅30 

cm. It takes N⋅M⋅TPRI to decide the target range. 

4   Detection and False Alarm Probability for Square Law 

Detector  

To calculate the detection characteristics, the probability density functions p0(z) 

and p1(z) of Z(i) in (12) should be determined. Here we consider the detection and 

false alarm probability for square law detector. If the echo signal is absent, then 

the probability density function p0(z) is determined at the detector output by using 

the following expression [6] 
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where the central chi-square distribution p0(z) with n degree of freedom has zero 

mean and variance σ2
. And if the echo signal is present, then the probability den-

sity function p1(z) is determined as following [6] 
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where In/2-1 is the n-th order modified Bessel function of the first kind. The non-

central chi-square distribution p1(z) with n degree of freedom has mean s
2
 and va-

riance σ2
. 

To get the detection and false alarm probability, we must calculate the follow-

ing integral; the probability of false alarm can be written as [6] 
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and the probability of detection is given as 
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where uth is the threshold value. On the basis of the above mentioned formulas, the 

detection characteristics of the received echo signal is determined for proposed de-

tector. 

Table 1 System parameters 

Parameter Notation Value 

Pulse Repetition Interval TPRI 200ns 

Pulse Width TP 2ns 

Maximum Target Range Rmax 30m 

Range Resolution RR 30cm 

Number of coherent integration N 10 

Number of non-coherent integration M variable 

5   Computer Simulation Results 

The purpose of the simulation is to assess the performance of the non-coherent de-

tectors. First, we compare theoretical results with computer simulation results by 

using the probability density function. And then the probabilities of detection and 

false alarm are evaluated. In the simulations, we use the percentage of total energy 

reflected from each flare point as 1. We simulate the probability density functions 
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using the system parameters as given in table I. A large enough number of trials 

are used to obtain each point of the probability density functions. The number of 

trials is about 1000000 times. The signal-to-noise ratio (SNR) is defined as Ē/N0, 

where Ē represents the total average energy reflected from a target. 
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Fig. 5 The probability density function 
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Fig. 6 The detection probability vs. Ē/N0 at PFA=0.01 
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Fig. 5 shows the result of the probability density functions (PDF) p0(z) and 

p1(z) Ē/N0=4dB for non-coherent detector. The simulation result is compared with 

the theoretical result. It shows that the simulation result and the theoretical result 

are in excellent agreement. And the PDF has 2 degrees of freedom and the average 

signal energy is 1. By using the probability density functions, the detection charac-

teristics of the detector can be plotted. 

Fig. 6 shows the detection probability versus Ē/N0 for stationary target at 

PFA=0.01. The non-coherent detectors have detection probability of 1 at Ē/N0=3dB 

and the performance of all the three detectors is same.  
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Fig. 7 The detection probability vs. Ē/N0 at PFA=0.01 

Fig. 7 shows the detection probability versus Ē/N0 for various stationary target 

at PFA=0.01. The non-coherent detectors have better detection probability as the 

number of non-coherent integration increases. The simulation result shows that at 

Ē/N0=-6dB the probability of detection is approximately 1 for non-coherent inte-

gration number (NONCOH) of 8 for all the detectors, On the other hand the prob-

ability of detection reduces by 0.2 when the number of non-coherent integration 

reduces to 4.We can also predict that the performance of all the detectors is almost 

same when we use the same number of non-coherent integration. Therefore we 

can use any of the three detectors for automobile applications. 
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Fig. 8 The detection probability vs. false alarm probability for various detectors 

Fig. 8 shows the detection probability versus the false alarm probability for var-

ious detectors at Ē/N0=0dB. The result shows that the performance of the detectors 

is increased as the number of non-coherent integration increases from 1 to 8. We 

can predict that all the non-coherent detectors mentioned in this paper have similar 

performance in a background of white Gaussian noise. 

6   Conclusion 

In this paper, we have analyzed the performance of non-coherent detection algo-

rithm for Ultra Wide Band Short Range Radar (UWB-SRR) signals in automotive 

applications. The detection probability is found to be same for all the non-coherent 

detectors such as square law detector, linear detector and logarithmic detector in 

various SNR. Also, in order to get the detection probability to be above 0.9 for 

PFA=0.01, Ē/N0 is required to be more than 0dB. Therefore it is necessary that the 

number of coherent integration must be increased. 
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Flexible Modeling Language in Qualitative

Simulation

Yuji Hashiura and Tokuro Matuo

Abstract. Qualitative Simulation is one of research areas in Artificial Intelligence.

It is a strong tool to analyze various types of dynamics, but simulation model used

in the existing qualitative simulation has a strong limitation where the complex con-

dition and nonautonomous model can not be expressed. To solve the problems, we

propose the following new modeling. First, we define a modeling method regard-

ing relationship and transmission of effect between nodes. In addition, we consider

a strength of cause and effect to analyze complex condition and situation. Second

we define a new unified modeling language to express a complex graph-based qual-

itative simulation model. Our proposed method can give an analyzed result of an

nonautonomous system where the parameter depends on time-pass.

1 Introduction

Qualitative Reasoning/Simulation is one of research fields in Artificial Intelligence

and is applied to analyze various types of dynamics. And also, qualitative simulation

is one of effective tools to simulate complex and dynamic systems[1][2][3][4]. In

qualitative simulation, model to run a simulation is expressed by qualitative differ-

ential equations. Thus, the simulator provides a result of simulation on whole of the

dynamics. Users can not find the result of simulation, but also view the process of

the simulation, because the qualitative simulation-based method shows the condi-

tion and state in each time-step. To make a decision and determine a strategy, causal
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graph-based simulation is one of promising field to analyze without qualitative

differential equation[5][6]. Causal graph model has nodes showing factors in a sys-

tem and arcs that is connecting with related nodes[7]. When there are related nodes,

they are connected by arcs. Each node has a qualitative state value and qualitative

state trend. Each arc has rules about a changing trend of effect and transmission

speed. The characteristics on arcs are given initially and qualitative simulation can

be conducted by just characteristics and initial value on nodes. A node give an influ-

ence by combination of qualitative value on nodes and characteristics on arcs. Time

passes of simulation are iterative and set of qualitative set on node is a result of the

simulation.

In recent years, a lot of contributions are provided in application of qualitative

simulation[8][9][10][11]. However, simulation model used in the existing qualita-

tive simulation has a strong limitation where the complex condition and dynam-

ical model can not be expressed by existing tool to make qualitative simulation

model[12][13]. To solve the problem, we propose a new unified modeling language

to make a qualitative simulation model and explain the way to be used. We pro-

pose a modeling method regarding a strength of cause and effect. In actual dynamic

systems, there are a lot of characteristics between causes and effects. We give a def-

inition of changing state of strength of relationship between nodes. We also propose

a conditional transmission of effect between nodes. By using our proposed methods,

in addition to static and non-autonomous system like existing researches, simulation

model regarding dynamic and autonomous system can be described. This paper in-

cludes three following contributions; first, we proposed a unified modeling language

to make a qualitative simulation model; second, users can make more precise sim-

ulation graph model; finally, in qualitative simulation research, using our proposed

methods, autonomous systems can be analyzed where the system is changed with

time passes.

The rest of this paper shows as follows. In Section 2, we explain about defini-

tions of qualitative simulation. Section 3 proposes a strength of relationship and

transmission feature of effect between nodes. Then, in Section 4, we propose new

description methods to make a graph-based qualitative simulation model includ-

ing conditional influence transmission, nodes division/integration, and sequential

flow of cyclic graph. After that, Section 5 gives short discussion of our proposed

method. Finally, we summarize our study and recall the contribution of this paper

in Section 6.

2 Qualitative Simulation

In this section, we give some definitions and assumptions for graph-based qualitative

simulation. A graph has nodes and arcs that have qualitative state values and effect

degrees. Node indicates a factor that is contained in a dynamics. Arc indicates an

effect between each adjacent node.
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2.1 Definitions on Node

2.1.1 Qualitative State on Nodes

Each node has a state value related with a time passes. Generally, the value is quan-

titatively defined between −∞ and ∞. When qualitative method is employed, inter-

vals divided by some landmarks are defined as qualitative value. For example, when

there is a quantitative space between −∞ and ∞, The qualitative values in the space

are defined as follows if we set a landmark on zero.

• (−∞,0) → [−]
• 0 → [0]
• (0,∞) → [+]

These 3 sort of qualitative values include a value on the landmark.

In qualitative simulation regarding analysis of social dynamics, it is not easy

to decide and define the value of landmark because there is not conception about

landmark to distinguish a state on node. Each node has a qualitative state on each

time step. Thus, we prepare a qualitative state value on node without defined land-

mark. We define a qualitative state value [x(t)] of node x on time t shown in Table

1[14][15][16]. Normally, the qualitative state value can be shown by H, M, and L.

When the qualitative simulation should be conducted more precise, the qualitative

state value can be defined as shown Table 1. H+ and L− is respectively larger value

than H and L. M+ and M− indicates probabilistic expression that is respectively

never decreased and increased at the next step.

Table 1 Qualitative State Value of [x(t)]

[x(t)] Qualitative State

H+ Qualitative value of [x(t)] in the next time step is in-

creased rather than the value on the current step.

H Qualitative value of [x(t)] in the next time step is weakly

increased rather than the value on the current step.

M+ Qualitative value of [x(t)] in the next time step may be

increased rather than the value on the current step.

M Qualitative value of [x(t)] in the next time step is not in-

creased and decreased rather than the value on the cur-

rent step.

M− Qualitative value of [x(t)] in the next time step may be

decreased rather than the value on the current step.

L Qualitative value of [x(t)] in the next time step is weakly

decreased rather than the value on the current step.

L− Qualitative value of [x(t)] in the next time step is de-

creased rather than the value on the current step.
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2.1.2 Trend of State Change on Nodes

In qualitative simulation, qualitative value of change trend is defined by qualitative

differential equation. Generally, qualitative values to be shown change trend are

defined that is shown in Table 2. In this paper, we define, in Table 3 , a qualitative

value [δx(t)] to be shown a trend of state change of node by temporal differentiation.

Table 2 Qualitative State Trend on Node x

[δx/δ t] Change Trend of Qualitative Value

+ [x(t)] is an increase trend.

0 [x(t)] is stable.

− [x(t)] is a decrease trend.

Table 3 Qualitative State Trend on Node x

[δx/δ t] Change Trend of Qualitative Value

I [x(t)] is an increase trend.

S [x(t)] is stable.

D [x(t)] is a decrease trend.

2.2 Definitions on Arcs

2.2.1 Transmission of Effects on Arcs

Transmission of effect from arcs is defined by a trend of state change of the arc.

In this paper, we define a qualitative value of change trend of nodes effected by

adjacent causal nodes shown in Table 4. D(x,y) is a qualitative value of transmission

trend where a causal node x effects result node y.

Table 4 Transmission of Effects

D(x,y) Transmission of Effects

+ When qualitative value on node x increases (decreases), the

qualitative value on node y increases (decreases).

− When qualitative value on node x decreases (increases), the

qualitative value on node y increases (decreases).

2.2.2 Transmission Speed of Effects on Arcs

We define a transmission speed where node x influences node y. Transmission speed

depends on a causal node. Transmission speed is defined by Vn. When n=0, the

effect is transmitted simultaneously from node x to node y. When n≥1, the effect
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is transmitted with n time step delay. Namely, n shows a time step of transmission

delay and has a feature Vn−1 < Vn < Vn+1. When the dynamics system is a closed

system, n is decided by a law and rule. On the other hands, when the dynamics

system is an open system, n is decided by statistical and objective data. Simply, the

definition of transmission speed is shown in Table 5. V (x,y) is a qualitative value of

transmission speed where node x influences node y.

Table 5 Transmission Speed of Effects

V(x,y) & Transmission Speed

V0 & Node x influences simultaneously node y, when the node x changes.

V1 & Node x influences node y with one time step delay after the node x changes.

: & :

Vn & Node x influences node y with n time step delay after the node x changes.

V? & Transmission speed is unknown.

For example, let us consider the qualitative value V0 about transmission speed on

arc from node x to node y. We consider x is quantity of tasks to do in eight hours and

y is quality of the finished task. When the amount of tasks are increased, the quality

of finished task goes down. In this relationship between x and y, the effect from

node x is influenced simultaneously to node y. On the other hands, for example, let

us consider the qualitative value V1 about transmission speed on arc from node x to

node y. We consider x is amount of consumption and y is amount of production in

economics dynamics. In the case there is no market expectation, when the amount

consumption increases, the amount of production increases slowly. This is important

feature of relationship between nodes to make users understand the condition and

situation of the system.

2.2.3 Integration of Effects from Multiple Adjacent Nodes

When, a node has multiple adjacent nodes connected by arcs, the qualitative value

on the node is changed by multiple influences from the connected nodes.The inte-

gration of effects is defined as follows.

• [δ z] = [δx]+ [δy]

Figure 1 shows examples that show integration of effects. Figure 1(a) shows in-

tegration of [δx] and [δy] that has same types of change trend. Figure 1(b) shows

integration of [δx] and [δy] that has different types of change trend. Figure 1(c)

shows integration of [δx] and [δy] that has different types of transmission speed.

Figure 1(d) shows an integration of [δx], [δy], and [δw]. In Figure 1(a), when qual-

itative value of [δx] and [δy] are respectively both [I], integrated qualitative value

[δ z] is also [I]. In Figure 1(b), when qualitative value of [δx] and [δy] are respec-

tively [D] and [D], integrated qualitative value of [δ z] is not simply determined. In

Figure 1(c), when transmission speed is different, integrated qualitative value of [δ z]
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Fig. 1 Integration

is determined by n time step delayed effects of node x and y. Because the delay is

n=1from node y to node z in Figure 1(c), the integrated effect at node z at n=2

is determined by the node x′s qualitative value at n=1 and the node y′s qualitative

value at n=0. In Figure 1(d), the calculation rule of integration is employed from

simple types of integration that is shown in Figure 1(a) and (b). The calculation rule

of integration is shown in Table 6. ”?” shows unknown value.

Table 6 Integration of Effects

+ I S D − I S D

I I I ? I D D ?

S I S D S D S I

D ? D D D ? I I

3 Strength of Cause and Effect

In social dynamics, there is a strength of cause and effect, that is connected with

each node by arcs. For example, when a real estate company has a lot of lands

and the market price is going up, the company has a chance to get a lot of money

selling the lands. This is strong relationship of cause and effect. On the other hands,

although a real estate company has a lot of lands and the market price is going down,

people may not have a strong motivation to by the lands. This is a weak relationship

of cause and effect. Table 7 shows qualitative values R(x,y) showing the strength

of cause and effect from nodes x and y. In the rule to conduct a simulation, when

a node has influences from multiple nodes that have different strength of effect,

the effect of weak relationship is discounted based on the threshold value s. For

example, Figure 2 (a), (b), (c) and (d) shows connections with different strength of
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Fig. 2 Strength of Influence

relationships. When the qualitative trends on nodes are given like left of the Table 8,

the transmission of effect is influenced like right of the Table 8 (a), (b), (c), and (d)

respectively if threshold value s is 2. When s=1 and the strength of multiple effect

is same, the influences are transmitted by the rule shown in Table 6.

Table 7 Qualitative State Trend on Node [δx(t)]

R(x,y) & Strength of Cause and Effect

R+ & Strong relationship between nodes x and y.

R∗ & Medium relationship between nodes x and y.

R− & Weak relationship between nodes x and y.

3.1 Change State of Strength of Cause and Effect

Strength R(x,y) of cause and effect is given as initial value for simulation. However,

the strength may be changed with time passes or changed by external impact. In this

paper, we define change states of a strength R(x,y) of cause and effect as follows.

• Normal: R(x,y) is fixed. It never changes from the initial value.

• Super Local Effect Nodes R(x,y)←z : Strength of effect is changed by local

effect. It changes based on condition of the adjacent node z connecting with node

x or y.

• Local Effect Nodes R(x,y)←(w,v,z): Strength of effect is changed by local ef-

fect. It changes based on condition of node w.

• Global Effect Nodes R(x,y)←P : Strength of effect is changed by global effect.

It changes based on trend of the system.
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Table 8 Strength of Influence

(a) x → I, y → I and w → I z →?

(b) x → D, y → I and w → D z → D

(c) x → I, y → I and w → D z →?

(d) x → I, y → I and w →? z → I

 Pedaling a bicycle
R

+

Speed

Angle of slope

Fig. 3 Super Local Effect Nodes

Earnings in company

Economic condition

R
-

Salary

・

・

・

Fig. 4 Global Effect Nodes

We call a super local effect nodes, local effect nodes and a global effect nodes that

gives an effect to R(x,y). Normally, R(x,y) is defined initially their characteristics.

Super local effect nodes are connected nodes with node x or y. When a quali-

tative state/trend on node z is changed, R(x,y) is changed. The super effect nodes

can be multiple nodes. Local effect nodes are a partial graph which consists of a

set of nodes that makes R(x,y) change. Global effect nodes are a node or larger

partial graph which is important in the simulation model. For example, in a macro

economics simulation, assumption of food can not be a global effect node but eco-

nomic condition can be a global effect. When the global effect nodes consist mul-

tiple nodes, they are a large partial graph like agricultural industry. Figure 3 and

Figure 4 are examples of a part of graph including a super local effect node and

a global effect node. In Figure 3, strength of cause and effect between a power to

pedal a bicycle and speed is changed by the angle of slope. When pedaling up-

hill, the pedaling power and speed have a strong relationship with each other in
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order to pick up speed. Contrary, when going downhill by bicycle, the relationship

is not strong because the bicycle does not need a pedaling power to pick up speed.

Figure 4 shows an example of global effect nodes showing a salary. The figure shows

a relationship between economic condition and salary. Salary is increased by result

of the economic condition. There is a relationship between business performance

and salary, but they do not have directly relationship with economic condition.

Table 9 Strength of Influence

+ R+ R∗ R−

R+ R+ R+ ?

R∗ R+ R∗ R−

R− ? R− R−

3.2 Combining of Strength of Cause and Effect

When R(x,y) is influenced by multiple causal nodes, the effect is combined. Table

9 shows a definition of combining strength of cause and effect. ”?” shows a symbol

that can not be defined.

4 Partial Graph Functions

4.1 Integration and Division of Nodes

When a simulator is conducted, nodes are divided and integrated based on condi-

tion and state value. For example, in order to analyze economical dynamics, when

amount of commission fee of the Internet auction changes, the total number of trans-

action by traders is changed. Generally, node N′ is defined as a meta/abstracted

N
N(1)

N(2)

N’

[If T<0]

Fig. 5 Integration and Division of Nodes
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node. We consider node N is divided in m nodes. When node N is divided, new

partial graph that has m modes is generated. Meta-graph N′ has node N and di-

vided m nodes. Contrary, there is a case that multiple nodes are merged in one node.

Figure 5 shows models of node division and node merge. This is shown as circuit

diagram and the switch chooses and control the path based on condition. Condition

is shown at right side of the switch. In the Figure 5, when the change trend is lower

than zero, the switch changes to integration path. The condition is set by time, quali-

tative value of other node, trend of the dynamics system, stochastic and several other

factors. Nodes are divided in the switch box and it can be recognized as structural

model.

4.2 Conditional Nodes

As same as division and integration of nodes, there is a node that has a relationship

with other connected nodes in a condition. For example, when the simulation model

contains a node showing a decision making, the effect is influenced by a condition.

When a company trades with other companies, she makes a decision to trade if items

are dealt in at a low price. In this subsection, we define two definitions to express

and understand conditional nodes and arcs. They also can be used as a partial graph.

4.2.1 Conditional Transmission Based on State on Nodes

Effect from node sometimes influences to other nodes by a special condition. For ex-

ample, a company staff gets an incentive salary if he/she make the company increase

earnings of himself/herself. This condition is based on qualitative state on node

about earnings in qualitative simulation model in company management. Namely,

when the condition is set, it does not matter whether the effect is influenced or not.

To clarify a conditional transmission, we define a modeling method shown in Fig-

ure 6 (a) and (b). Figure 6(a) shows an example of conditional model where a node

give an influence to other nodes, when qualitative value on node meet a condition

to transmission. When the qualitative state value on node N is H ′, the node can in-

fluence to other connected node. On the other hands, Figure 6(b) shows an example

where a node can get effect from previous node, when the When the condition is

met, when qualitative value on node meet a condition. When the qualitative state

value on node N is L′, the node can get an influence from other connected node.

4.2.2 Conditional Transmission Based on Global Dynamics

In addition to a conditional transmission shown in the previous definitions, the effect

is sometimes transmitted by multiple nodes like global effect. Concretely, Figure

6(c) shows a modeling where this transmission is decided by qualitative states in

multiple nodes. Instead of qualitative state value on node, the condition to transmis-

sion is shown by a symbol C. In the Figure 6(c), when a synthetic qualitative states
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(a) Condition of transmission to next nodes.(If the state value 

is high, the effect is transmitted to the next nodes.)

(b) Condition of influence from previous nodes. (if the state 

value is low,the effect is transmitted from the previous nodes.) 

(c) Condition of transmission based on global effect. (If the partial

gtaph state is positive, the effect is transmitted to the next nodes.)

N

N

N

Fig. 6 Conditional Transmission

on partial graph is positive, the effect is influenced to connected node from node

N. For example, when the company makes a decision to trade based on synthetic

economic condition, this mode can be employed. This model also can be combined

with the strength of transmission shown in the previous section.

4.3 Cycles of Transmission of Effects

The correct order of transmission is not easy to be understood and expressed, if

there is a cyclic graph in the model. Generally, it is difficult to express a compli-

cated relationships in a partial graph. For example, Figure 7(a) shows a cyclic graph

connecting with same nodes and is not easy to be understood. In order to show the

precise flow of effects with time passes in a partial graph, we define an modeling

method based on sequential model shown in Figure 7(b). Figure 7(a) and (b) are log-

ically same meaning, but it is not easy to understand how many times the effects are
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N’

N(1) N(2) N(3)

(a) Cyclic graph description

(b) Sequential description 

N(1) N(2) N(3)

Fig. 7 Sequential Description of Cyclic Graph

influenced in the cycle in Figure 7(a). In Figure 7(b), using this modeling method,

users can easily to understand the start point and number of cycle in the graph.

5 Discussion

In existing research regarding graph-based qualitative simulation, stochastic expres-

sion and strength of cause and effect are not referred[17][18][19]. We also can view

a lot of probabilistic phenomena and various types of relationship between issues.

To solve the problem where we can not make more precise qualitative simulation

model, this paper proposed new types of unified modeling set to make a simulation

model including integration/division of nodes, visual expression of path, and branch

on condition. In expression of causal graph model. We can view and understand a

state of dynamic system and structural relationship between multiple nodes. And

also, we can grasp a transmission type and its flow by using our proposed model. In

text-based qualitative simulation systems like QSIM, it is difficult to make a causal

graph model with complex condition and expression. Also, in existing graph-based

qualitative simulation systems, we can not conduct a simulation based on compli-

cated model with condition and stochastic operation.
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6 Conclusion

In this paper, we proposed unified modeling set to make a graph-based qualitative

simulation model. Particularly, the strength of relationship between cause and ef-

fect can be useful to make a more precise graph model in qualitative simulation.

The strength model can be used by combining with stochastic and integrated defini-

tion. This paper also defined three describing methods including division/integration

of nodes, transmission with conditions, and sequential flow of influence. By us-

ing these description methods, users can view and understand easily the simulation

model. Contribution of this paper is (1) we proposed a unified modeling language

to make a qualitative simulation model, and (2) users can make more precise sim-

ulation graph model, and (3) in qualitative simulation research, using our proposed

methods, autonomous systems can be analyzed where the system is changed with

time passes.
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Bridging Enterprise Architecture Requirements

to ArchiMate

Hyeoncheol Lee and Yeong-tae Song

Abstract. Properly aligned business and Information Technology (IT) can provide

competitive edge to an organization. In order to align business with IT, IT should

fully support business operations. Enterprise Architecture (EA) can be used to sup-

port business and IT alignment. To help design such systems using EA, Enterprise

Architecture Frameworks (EAF) may be used. There are frameworks to support EA,

such as Zachman Framework, the Department of Defense Architecture Framework

(DoDAF), and The Open Group Architecture Framework (TOGAF). They help to

design, evaluate, and build the right architecture and reduce the costs of planning,

designing, and implementing [8]. ArchiMate is an open and independent architec-

ture modeling language that complements EAF for modeling and visualizing EA.

Regardless of chosen EAF, conversion processes from requirements to EA using

ArchiMate are not well-defined to the best of our knowledge. Goal-oriented ap-

proach is a requirement analysis technique that supports early requirements analysis,

which can be used to define a process for bridging EA requirements to ArchiMate.

Therefore, we propose guidelines using goal-oriented approach and then apply them

to the interoperability of prescriptions in a healthcare system.

1 Introduction

Information technology (IT) supporting business strategies and processes are key el-

ements of successful organizations [1], which refers to as business and IT

alignment[6].
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Enterprise Architecture (EA) is understood as a blueprint for the optimal and

target-conformant placement of resources in the IT environment for the ultimate

support of business functions. Therefore, EA may be used as an approach to solve

business and IT alignment problems. Some of the advantages of the alignment of

business and IT include more efficient IT operations, cost reduction, and faster, sim-

pler and cheaper procurement [8]. KAM et. al. suggested that a framework and

architecture approach can be used in any business scenario [9]. There are many EA

frameworks available, such as the Zachman Framework [10][11], Department of

Defense Architecture Framework (DoDAF) [12], and The Open Group Architec-

ture Framework (TOGAF) [8].

ArchiMate, developed by the Open Group, is an open and independent architec-

ture modeling language [13]. It is able to describe business processes, organizational

structures, information flows, IT systems, and technical infrastructure in an architec-

tural level. ArchiMate can be used with an architecture framework to structure the

concept and relationships among architectural items of an enterprise. The Archi-

Mate language defines three main layers: Business layer, Application Layer and

Technology Layer [13]. They are inter-related with cross-layer dependencies. The

ArchiMate language complements EA frameworks, such as TOGAF in producing

TOGAF artifacts. It is supported by many tools, such as BiZZ design Architect [16]

and ARIS ArchiMate Modeler [17].

However, to the best of our knowledge, modeling guidelines for bridging require-

ments to each layer of ArchiMate do not exist. For that reason, we incorporate goal-

oriented approach [20] that is a requirement analysis technique, where goals can be

decomposed into sub goals and relationships among goals are specified recursively

until it reaches leave operations [20]. It can be used to transform given requirements

into the form that can be used by ArchiMate to produce architectural models. This

paper focuses on proposing guidelines for the transformation using a goal- oriented

approach.

The remainder of the paper is organized as follows: Section 2 provides the back-

ground of this research: business and IT alignment, EA, ArchiMate, and goal-

oriented approach; Section 3 shows specific guidelines based on the background;

Section 4 shows how guidelines are applied to real EA modeling, and Section 5

describes available future research topics; the paper concludes with Section 6.

2 Background

2.1 Business and IT Alignment

Business and IT Alignment is the capacity to demonstrate a positive relationship be-

tween information technologies and the accepted financial measures of performance

[5]. It also shows a desired scenario where information technology (IT) is used by a

business organization to achieve business objectives.

According to Silvus’s research, the business and IT alignment are essential ele-

ments of a company’s concern [1]. A survey by Synstar [2] shows problems about
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business and IT alignment, specifically on the rising stress levels in IT. It shows that

79% of IT managers in Europe think business and IT Alignment is one of serious

problems within their organization. Cumps et.al argued that Business and IT Align-

ment is a complex and multidimensional problem that remains among the top-10

issues for many organizations [3].

2.2 Enterprise Architecture

Open Group [8] defines enterprise as ”any collection of organization that has a com-

mon set of goals”. According to their definition, government, corporation, and a

department can be an example of enterprise. It includes information technology ser-

vices, processes, and infrastructure, as well as partners, suppliers, customers and

internal business units. EA covers all functional groups, inforamtion, technology,

processes and infrastructure within enterprise [7].

The biggest advantage of EA is the alignment between IT and a business. That

motivates practitioners to develop as high-level management in organizations con-

cerning IT system that address organizations and business functions and problems

[8]. Therefore, EA aims to align IT with business in these days [4]. Architects ad-

dress this problems associated with stakeholders’ concerns and problems. To solve

the problem, architects should consider the requirements and concerns of stakehold-

ers with EA.

Framework and architecture approach can be used in any business scenario [9].

The Open Group Architecture Framework (TOGAF) is an architecture framework

that provides the methods and tools for development, usage, and maintenance of EA

[8]. It includes an iterative model process called Architecture Development Method

(ADM), which is supported by the best practices and a re-usable set of existing

company-specific existing assets.

TOGAF ADM, the core of TOGAF, describes a method for developing an EA.

It is used to populate the foundation architecture for some enterprise. It provides

guidelines and techniques that support application of the enterprise. Left side of

Figure 3 shows the basic structure of the ADM.

EA frameworks, such as Zachman Framework, DoDAF and TOGAF, help to de-

sign, evaluate, and build the right architecture, and reduce the costs of planning,

designing, and implementing architectures [13]. These kinds of enterprise frame-

work need modeling language to describe, analyze, and visualize architecture.

2.3 ArchiMate

ArchiMate is an open and independent architecture modeling language [13]. Archi-

Mate is hosted by the Open Group as an open standard. Consulting organizations

and tool vendors support ArchiMate. It is able to describe business process, orga-

nizational structures, information flows, IT systems, and technical infrastructure.

ArchiMate can be used with an architecture framework to structure the concept and
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relationships of it. It provides a structuring mechanism for architecture domains,

layers, and aspects. The Open Group accepted ArhciMate meta-model as a part of

TOGAF in 2009 [14].

A key challenge in the development of a general meta-model for EA is to strike

a balance between the specificity of languages for individual architecture domains,

and a very general set of architecture concepts, which reflects a view of systems as

a mere set of inter-related entities. Figure 1 illustrates different levels of the spe-

cialization concept. The most general meta-model for system architectures is at the

top of the triangle. The design of the ArchiMate language started from a set of rela-

tively generic concepts. These were then specialized towards application at different

architecture layers. The meta-model of the architecture modeling concepts used by

specific organizations and a variety of existing modeling languages and standards

are at the base of the triangle. The language consists of active structure, behav-

Fig. 1 Different Levels of Specialization in ArchiMate [13]

ioral elements and passive structure elements. The active structure elements are the

business actors, application components and devices that display actual behavior.

The active structure concepts are assigned to behavioral concepts to show who or

what performs the behavior. The passive structure elements are the objects on which

behavior is performed. These are usually information or data objects. The passive

structure is also used to represent physical objects. These associations are the core

concepts of ArchiMate. Figure 2 shows the concepts. The ArchiMate language de-

fines three main layers based on specialization of the core concepts. The business

layer offers products and services to external customers, which is realized in the

organization through a business processes performed by business actors. The appli-

cation layer supports the business layer with application services that are realized by

any (software) applications. The technology layer offers infrastructure services (e.g.,

processing, storage, and communication services) needed to run applications, real-

ized by computer and communication hardware and system software. The general

structure of models within the different layers is similar. The same type of concepts

and relations are used, although their exact nature and granularity differ.

According to identified core concepts and layers, a framework of nine ”cells”

can be illustrated in right side of Figure 3. ArchiMate complements EA framework,



Bridging Enterprise Architecture Requirements to ArchiMate 67

Fig. 2 Core Concept of ArchiMate [13]

Fig. 3 Framework of Nine Cells in ArchiMate [13] and its relationship with TOGAF ADM

such as TOGAF, in that it provides a vendor-independent set of concepts, including

a graphical representation that helps to create a consistent, integrated model, which

can be depicted in the form of TOGAF’s views. The structure of the ArchiMate

language neatly corresponds with the three main architectures as addressed in the

TOGAF ADM. Figure 3 shows relationship between TOGAF and ArchiMate. A

central issue in EA is business-IT alignment. For this reason, how to match these

layers is a very important issue. In ArchiMate, each layer has its concepts that are

relevant in their domain and their cross layer dependencies. Each layer’s concepts

and their cross layer dependencies between each other are illustrated in Figure 4.

This business layer includes a number of business concepts, which are relevant in

business domain. The application layer and technology layer also include a number

of applications and technology concepts.

Tools certificated by the ArchiMate Foundation for compliance with the stan-

dard are used to design EA using ArchiMate. BiZZ design Architect is one of EA

modeling tools that enables enterprise architects to visualize and analyze EA [16].

It provides the functionality for creating and maintaining consistent EA. It sup-

ports modeling EA elements, such as services, functions, processes, applications



68 H. Lee and Y.-t. Song

Fig. 4 Layer Concept and Cross Layer Dependencies in ArchiMate[13]

and infrastructure based on ArchiMate. ARIS ArchiMate Modeler is also one of the

EA modeling tools [17]. It provides complete integration of ArchiMate framework

into ARIS. It uses web-based process and IT design. It enables IT architecture to

combine with process strategy, design, and implementation phases. It also provides

comprehensive analysis options via queries, reports, and exports of result to vari-

ous formats, such as, XML and Excel. There are other EA modeling tools, such as

Metis, Corporate Modeler and System Architect. These tools have been certified by

the ArchiMate Foundation for compliance with the standard [13].

Typically, simple and understandable architecture is more useful in an enterprise

environment [9]. ArchiMate defines three domains: business layer, application layer

and technology layer. These enable the complexity of architectural domain analysis

with the defined meta-model, cross layer dependencies and visualization techniques.

In this respect, the ArchiMate is suitable for modeling complex EA because of its

features [15].

Even though there are many EA modeling tools available for ArchiMate, model-

ing guidelines for bridging requirements to each layer of ArchiMate do not exist at

the time of this writing.

2.4 Requirements and Goal Oriented Apporach

Software requirements express the needs and constraints placed on a software prod-

uct that contributes to the solution of some real-world problem [18]. It includes the

elicitation, analysis, specification, and validation of software requirements [19].

Goal-oriented approach is a requirement analysis technique. Goals are decom-

posed into sub goals and specific relationships between goals are specified [20]. It
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supports early requirements analysis [21] that allows for modeling and analyzing

processes that involve multiple participants and intensions. Goals represent strate-

gic interests of actors who model an entity that has strategic goals and intentionality

within system or organizational setting [22]. Goal modeling rests on the analysis of

an actor goals, conducted from the point of view of the actor, by using three basic

reasoning techniques: means-end analysis, contribution analysis, and AND/OR de-

composition. In particular, means-end analysis identifies plans, resources and goals

that provide means for achieving a goal. Contribution analysis identifies goals that

can contribute positively or negatively in the fulfillment of the goal to be analyzed.

Therefore, in can be considered as an extension of means-end analysis, with goals

as means. AND/OR decomposition combines AND and OR decompositions of a

root goal into sub-goals, modeling a finer goal structure. Goal modeling is ap-

plied to early and late requirement models in order to refine them and to elicit new

dependencies.

3 Guidelines of Bridging for EA Requirements to ArchiMate

3.1 Identify a Top Goal, Sub Goals, and Business Service Based

on a Goal Oriented Approach

3.1.1 Identify the Top Goal

In the first step, the top goal that concerns business strategies in terms of business

and IT alignment is identified. Therefore, a business strategy for an organization

drives the top goal. In other words, the top goal represents the business strategies of

an organization.

Before the goal is identified, however, strategic concerns for an organization

should be identified. Systems functions and behaviors should support the top goal.

3.1.2 Examine What Is Needed to Satisfy the Top Goal

We examine what is needed to satisfy the top goal in the second step. Once the top

goal is identified, the goal is decomposed into sub goals. To decompose the sub

goals, a variety of sub goals are concerned in this step. The most important thing

in this step is that the sub goals should satisfy the top goal. Figure 5 shows the

relationship between the top goal and the sub goals.

3.1.3 Incremental Expansion and Identifying Business Services to Meet

Upper Level Goals

After the first level of sub goals is identified, sub goals can be decomposed into

lower level of sub goals. Lower level sub goals also must satisfy upper level sub

goals. When all relevant goals have been analyzed, the business services reflecting

as-is business services or to-be business services are derived. Business services must

satisfy upper level sub goals. The services are going to be business services and
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roles in the business layer of ArchiMate. Figure 5 shows the relationship among

upper level sub goals, lower level sub goals, and business services.

3.2 Elicit Required Elements for ArchiMate and Model EA Using

ArchiMate

3.2.1 Specify Elements of Business Layer in ArchiMate

In this step, we specify elements of the business layer in ArchiMate based on elicited

goals and services. First of all, the business service(s) identified in the previous step

are decomposed into two parts: a business service and a business role in ArchiMate,

because a business service exposes the functionality of a business role. According

to ArchiMate specification rules, the name of a business service should be a verb

ending with ”-ing” and the name of a business role should be a noun. The names of

a business service and a business role are transformed by the rule. A business inter-

face defines how the functionality of a business role can be used by other business

roles or environments. Therefore, a business interface is identified by asking how

a business role can connect with its environment, such as a business service. The

identified business interface connects a business service and a business role in the

next step. Business collaboration is a configuration of two or more business roles.

It can be identified based on the business roles when they need collaborative func-

tions. Business behavior elements, events, functions, actors, data objects and values

are identified and specified by analyzing business services. These can be specified

through WHO, HOW, WHAT, and WHY questions. WHO questions help architects

identify actors who play a role in the business services. HOW questions help ar-

chitects identify business behavior elements, such as business processes, business

functions, business interaction and business events, which specify how business ser-

vices proceed. WHAT questions help architects identify the kind of data used in

the business service. A value is what a part gets by selling or making available

some product or service. WHY questions help architects identify value for a busi-

ness services. Since a value represents the reasoning for a business service or prod-

uct, values can be considered sub goals. A business representation is a perceptible

form of information carried by a business object. It can be specified in terms of

medium (electronic, paper, audio, etc.) or document format (HTML, ASCII, PDF,

etc.) Therefore, business representation is derived from business objects by analyz-

ing needed form to represent business objects or what is needed to realize business

objects. A meaning is a representation-related counterpart of a value. Therefore, a

meaning is identified by analyzing specific contents of a representation, and also

documents or information related to business object and business service can be an-

alyzed for identifying a meaning. A contract is a formal or informal specification of

an agreement. Therefore, a contract is derived from requirements specifications, pro-

posals and agreements. A product is a coherent collection of services, accompanied

by a contract or set of agreements. Therefore, a product is identified by analyzing a

business service and a contract. Moreover, a product can be a business service for

upper level sub goals or a top goal. Each element will be arranged and designed
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Fig. 5 Relationship between Goals, Business Services and derived Elements

into ArchiMate model in the next step from different viewpoints. Figure 5 shows

relationship among goals, business services and each element derived in this step.

3.2.2 Arrange Each Elements to Business Layer of ArchiMate

In the final step, we arrange each element derived from the previous step to the

business layer of ArchiMate. The business layer of ArchiMate can be arranged and

designed based on the meta-model of ArchiMate, and the artifacts derived from the

previous step. In addition, each element can be presented in different architecture

viewpoints, such as function viewpoint, process viewpoint and service realization

viewpoint. Figure 6 shows the relationship among each element derived in the pre-

vious step and the business layer of ArchiMate. After the business layer of Archi-

Mate is modeled, the application layer and the technology layer can be identified

based on the business layer. However, this paper does not cover the modeling ap-

plication layer or the technology layer because it focuses on bridging the enterprise

requirements to the business layer of ArchiMate.

3.3 Contribution of Bridging EA Requirements to ArchiMate

There are significant advantages from the proposed guidelines that bridges EA re-

quirements to ArchiMate based on the goal oriented approach. Firstly, the goals

in the goal oriented approach are derived from business strategies and concerns.

The business services reflect and support the goals. Therefore, we can model EA

based on business services that reflect and support business strategies and concerns.

Through this, we can achieve business and IT alignment, which concerns many IT
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Fig. 6 Matching Each Element Derived from Figure 5. to ArchiMate

managers. Secondly, the guidelines help architects model and design EA based on

EA requirements because the proposed guidelines include specific and well-defined

steps for the early ArchiMate design phase.

4 Case Study

4.1 Specification of Interoperability for Healthcare

In a healthcare context, EA has the potential to facilitate integrating healthcare units

with business architecture. The healthcare domain is considered significant because

of its complexity, sensitivity of operations and human involvement. Adapting appro-

priate EA for healthcare management has a significant impact on healthcare organi-

zations as discussed in [9]. Information sharing within a company or cross enterprise

is the core need of any enterprise in order to be effective in business operations. Uti-

lizing resources efficiently expedites the business processes of enterprise. Hussain

et al. suggested that healthcare information is more complex and has more diverse

dimensions than any other enterprise domains, and sharing information by integrat-

ing various healthcare information systems is a great challenge [24]. One of the key

aspects in this challenge lies on their interoperability. For this reason, we have cho-

sen interoperability for healthcare domain as our case study.

Healthcare Information Technology Standards Panel (HITSP) presented the Elec-

tronic Healthcare Record (EHR) Centric Interoperability specification [23]. The In-

teroperability Specifications consolidate all information exchanges that involve an

EHR System. The Interoperability Specifications are organized as a set of HITSP
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Capabilities. Each capability specifies a business service that an EHR system ad-

dresses. In this section a capability that describes communicate ambulatory, and

long term care prescription is analyzed by guidelines proposed in the previous

section.

Communicate Ambulatory and Long Term Care Prescription addresses interop-

erability requirements that support electronic prescribing in the ambulatory and long

term care environment. The capability supports the transmittal of new or modified

prescriptions, transmittal of prescription refills and renewals, communication of dis-

pensing status, and accessing to formulary and benefit information. This capability

has a five-construct list that must be implemented to satisfy the capability. Table 1

shows list of constructs for the capability.

Table 1 List of Constructs for the Capability [23]

Constructs Description

Administrative Transport to

Health Plan

Provides the transport mechanism for conducting adminis-

trative transactions with health plans

Patient Health Plan Eligibility

Verification

Provides the status of a health plan covering the individual,

along with details regarding patient liability for deductible,

co-insurance amounts for a defined base set of generic ben-

efits or services

Medication Dispensing Status Provides a medication prescriber the dispensing status of

an ordered prescription This Transaction is used for origi-

nal prescriptions, refills and renewals

Medication Orders Defines transactions between prescribers and dispensers. It

is used for new prescriptions, refill requests, prescription

changes requests and prescription cancellations

Medication Formulary and

Benefits Information

Performs an eligibility check for a specific patient’s phar-

macy benefits and obtains the medication formulary and

benefit information

4.2 Identify a Top Goal, Sub Goals, and Business Service Based

on Goal Oriented Approach

4.2.1 Identify a Top Goal

HITSP’s first concern is the capability of interoperability. It is trying to provide the

ability for exchanging information about prescriptions. Therefore, providing inter-

operability for prescriptions is identified as a top goal.

4.2.2 Examine What Is Needed to Satisfy the Top Goal

The sub goals are examined to satisfy the top goal in this step. HITPS had presented

what the capability supports. Those can be sub goals of providing interoperability



74 H. Lee and Y.-t. Song

for prescriptions. Therefore, the top goal is decomposed into four sub goals: Trans-

mittal of New or Modified Prescriptions, Transmittal of Prescription Refills and

Renewals, Communication of Dispensing Status, and Accessing to Formulary and

Benefit Information. Figure 7 shows the relationship between the top goal and its

sub goals.

4.2.3 Incremental Expansion and Identifying Business Services to Meet

Upper Level Goals

Since HITPS has already identified what the capability supports, which expose all

sub goals, the sub goals identified in the previous step cannot be decomposed into

another lower level of sub goals. After all relevant goals have been analyzed, the

business services reflecting as-is business services or to-be business services are

derived. In the specification, the list of capability exposes business services. There-

fore, Ordering medication, Checking Medication Dispensing Status, Verifying Pa-

tient Health Plan Eligibility, Checking Medication Formulary and Benefit Informa-

tion are identified as services to meet upper level goals. Note that a business service

is able to be associated with two or more upper level goals. For example, Ordering

medication is used to define transactions between prescribers (who write prescrip-

tions) and dispensers (who fill prescriptions). It is used for new prescriptions, refill

requests, prescription changes requests, and prescription cancellations. Therefore

Ordering medication should support Transmittal of New or Modified Prescription,

as well as Transmittal of Prescription Refills and Renewals. Moreover, a sub goal

can be supported by two business services. For example, Accessing to Formulary

and Benefit Information needs two business services: Verifying Patient Health Plan

Eligibility and Checking Medication Formulary and Benefit Information. Figure 7

shows the relationship between goals and business services.

4.3 Elicit Required Elements for ArchiMate and Model EA Using

ArchiMate

4.3.1 Specify Elements of Business Layer in ArchiMate

In this section, we specify the elements of business layers in ArchiMate based on

elicited goals and services. ArchiMate provides many different views on designing

EA. We identify key elements of the business layer in ArchiMate for the business

function viewpoint and the business process viewpoint. The business function view-

point requires a business role and function. The business process viewpoint requires

a business process, events, data object and representation. To help understand the

overall concept of ArchiMate, we identify more additional elements: business ser-

vice, interface, meaning and actor. First of all, the business service, Verifying Patient

Health Plan Eligibility, is decomposed into business service and its role in Archi-

Mate because a business service exposes functionality of business roles. According

to the ArchiMate specification rules, the business service will be Patient Health

Plan Eligibility Verifying and the business role will be Patient Health Plan Verifier.



Bridging Enterprise Architecture Requirements to ArchiMate 75

A business interface is identified by asking how a business role can connect with its

environment, such as a business service. Since web forms are used to connect the

business service with the business role in this case, Web Form is identified as an

interface. The actor is identified by asking a WHO question. One answer to ”who

is responsible for Verifying Patient Health Plan Eligibility” question can be a re-

ceptionist. Receptionists play the role when they accept payment for services or for

registering patients. The data object is identified by asking a WHAT question. All

data about patients’ information is saved in Patient Health Plan Information in EHR.

Receptionists access Patient Health Plan Information in EHR and verify the patient’s

health plan. Therefore, Patient Health Plan Information in EHR can be a data object

for Verifying Patient Health Plan Eligibility. The representation that describes per-

ceptible form of information carried by a business object will be derived from the

business object by analyzing what kind of form is needed to represent the business

object or what is needed to realize the business object. Therefore, business represen-

tation will be a form that include Patient’ Name, SSN, Insurance Company, Health

Plan. A meaning is identified by analyzing specific contents of a representation.

Therefore, a meaning for the identified representation is Policy Explanation and

Coverage Description. The behavior elements, such as business function, business

processes and events can be identified by asking a HOW question. Patient Health

Plan Getting, Patient Health Plan Evaluating and Health Plan Applying can be iden-

tified as business functions. Access to EHR, Get Patient Information from EHR,

Evaluate Patient Health Plan, and Apply Health Plan to Payment can be identified

as certain processes of Verifying Patient Health Plan Eligibility. Request for Health

Plan Verifying is identified as events. Figure 7 shows the relationship between goals,

business services and the identified elements of the business layer.

Fig. 7 Relationship between Goals, Business Services and Other Elements of Business Layer

for Prescription Interoperability
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4.3.2 Arrange Each Element to Business Layer of ArchiMate

In the previous step, required elements for business function view and business pro-

cess view are identified. Each element is directly arranged and designed based on

the meta-model of ArchiMate and specific viewpoints. In addition, other more el-

ements are added and designed in the model to understand the relationship among

elements in the business layer. Figure 8 and 9 show the resulting ArchiMate models

in the business function view and in the business process view.

Fig. 8 Business Function Viewpoint for Verifying Patient Health Plan Eligibility

Fig. 9 Business Process Viewpoint for Verifying Patient Health Plan Eligibility

5 Future Study

We have proposed guidelines for bridging EA requirements to ArchiMate. However,

it is restricted to the business layer of ArchiMate. Since ArchiMate consists of three

layers: Business Layer, Application Layer, and Technology Layer, Overall guide-

line, design principle, and process to design overall layers are needed.

Moreover, ArchiMate can be extended by adding new attributes to concepts and

relations [13]. The core of ArchiMate contains only the concepts and relationships

that are necessary for general architecture modeling. However, users might want to

be able to, for example, perform model-based performance or cost calculations, or to

attach supplementary information (textual, numerical, etc.) to the model elements.
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6 Conslusion

In this paper, we have proposed the guidelines on how to bridge EA requirements

to ArchiMate based on a goal-oriented approach. The guidelines describe specific

steps for bridging EA requirements to ArchiMate. They consist of two big steps: 1.

Identify a top goal, sub goals and business service based on goal-oriented approach

and 2. Elicit required elements for ArchiMate and model EA using ArchiMate. In

the first step, we identified a top goal, sub goals, and business services. In the sec-

ond step, we identified required elements for designing and modeling ArchiMate,

and then modeled EA using ArchiMate based on identified elements. In the case

study, the interoperability for prescriptions from healthcare system was modeled by

the guidelines in two viewpoints, business function viewpoint and business process

viewpoint. We showed that these guidelines can be applied to the interoperability for

prescriptions from the healthcare system. Through the guidelines and case study, we

showed that requirements can be transformed to the business layer of ArchiMate,

which can help architects design and model EA using ArchiMate.
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Abstract. High range resolution ultra wideband radars attract considerable atten-
tion as short range automotive radar for target detection and ranging. Radar signal 
reflected from a target often contains unwanted echoes called as clutter, so the de-
tection of target is difficult with clutter echoes. Therefore, it is important to inves-
tigate the radar detector performance for the better detection of the reflected sig-
nals. This paper analyzes the detection performance of non-coherent logarithmic 
detector in log normal and weibull clutter environment. The detection probability 
of the detector is obtained with different mean and variance value in log normal 
clutter environment, and with different shape parameter and scale parameter val-
ues in weibull clutter environment at different system bandwidth of 1GHz, 
500MHz and 100MHz. 

Keywords: Logarithmic detector, clutter, log-normal clutter, weibull clutter,  
Coherent and non-coherent integration. 

1   Introduction  

UWB impulse radar is used for short range measurements in the Intelligent Trans-

port System (ITS) [1]. Since Short-Range Radar (SRR) [2, 3] is used in vehicles, 

the Federal Communications Commission (FCC) has confirmed the spectrum 
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from 22 to 29GHz for UWB radar with a limit power of –41.3dBm/MHz [4-5].In 

Intelligent Transport System automotive radar facilitates various functions which 

increase the driver’s safety and convenience. Exact measurement of distance and 

relative speed of objects in front, beside, or behind the car allows the realization of 

systems which improve the driver’s ability to perceive objects during bad optical 

visibility or objects hidden in the blind spot during parking or changing lanes [6]. 

Using radar technology it is possible to detect a target more accurately by the high 

resolution range profile because the radar resolution is smaller than the vehicle 

size.  

In this paper, we use the system bandwidth of 1GHz, 500MHz and 100MHz 

centered at 24.125GHz for analyzing the performance of the logarithmic detector. 

In the UWB automotive short range radar the clutter echoes are the echoes from 

the objects in the road environment. The road clutter resembles log-normal distri-

bution for a bandwidth of 500MHz or more and it resembles weibull distribution 

for 100MHz bandwidth [7]. Here we discussed the performance of the non-

coherent logarithmic detectors in log normal and weibull clutter environment. 

The organization of this paper is as follows. In Section 2, the system model is 

described. In Section 3, clutter characteristics are described. In Section 4, detector 

model is described. In Section 5, results were shown in plots. In Section 6, conclu-

sion is given. 

2   UWB Radar System  

UWB radar system is split into two parts: the transmitter and the receiver as 

shown in the figure 1. First, in the transmitter, the Gaussian pulse is generated at 

each time that the Pulse Repetition Frequency (PRF) generator triggers the pulse 

generator. The Gaussian pulse (TP) has a sub-nano second duration. 

 

Fig. 1 Block Diagram of a UWB radar system 
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Therefore we can write the transmitted signal as follows, 

)()2cos()( 0 tptπfAts ncT ⋅+⋅= ϕ                                      (1) 

∑+∞

∞=

⋅=
-n

PRIn Tt-np tp ) ()(                                               (2) 

where pn(t) Gaussian pulse train.  

The parameters employed in this UWB radar system are described as follows;  

AT 
is the amplitude of single transmit pulse, 

φ0 is the phase of the transmit signal, 

 fc is the carrier frequency, and TPRI is the pulse repetition time. 
 

Since the range resolution of the UWB radar system is much less than the extent 

of the target, the echo signal is the summation of the time-spaced echoes from the 

individual scattering centers that constitute the target [8]. Therefore, in this paper, 

we can assume that the target has L independent reflecting cells. The target model 

is written as, 
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where the number of scatters L, the amplitude of the scatters αl, and the time de-

lays of the scatters τl are all unknown, the baseband complex received signal  

reflected from the target is given by 
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where )(tne  
is the reflected clutter signal from the clutter.  

3   Clutter Characteristics 

a) Log Normal Distribution 

A log normal distribution is a probability distribution of a random variable whose 

logarithm is normally distributed. If X is a random variable with a normal distribu-

tion, then Y=exp(X) has a lognormal distribution. 

The probability density function of the lognormal distribution is; 

0, 
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where ȝ and ı are the mean and standard deviation of the variables of natural  

logarithm [9] . 
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b) Weibull Distribution 

The weibull distribution is a continuous probability distribution. The probability 

density function of a weibull random variable X is, 
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where Ȝ>0 is scale parameter and k >0 is shape parameter of the distribution [9]. 

The Probability density function of the log-normal distribution and weibull distri-

bution is shown below, 

 

Fig. 2 Log Normal Probability Density Function 

In the figure 2, the probability density funtion of the log normal distribution at 

different mean ȝ and standard deviation ı  is shown.   
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Fig. 3 Weibull Probability Density Function 
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In the figure 3, the probability density function of the weibull distribution at 

different Ȝ scale parameter and k shape parameter is shown.   

4   Non-coherent Logarithmic Detector  

First, in the receiver, the signal detector of the UWB radar must determine that a 

signal of interest is present or absent. And then the UWB radar processes it for 

range determination and measuring velocity. 

In this paper, we use non-coherent logarithmic detector. The detector consists 

of coherent range gate’s memory, non-coherent range gate’s memory, coherent in-

tegrator, and non-coherent integrator. The coherent and non-coherent range gate’s 

memory size (M) is less than maximum range and indicates the total number of 

target range to be tested. These are used as buffer to coherently and non-

coherently integrate.  

Therefore, at every TPRI, we use the samples as much as the range gate’s mem-

ory size (M). At every Tp, the in-phase (I) and quadrature (Q) sampled values are 

used as the input of the detector. The switch-I is shifted at every sampling time Tp 

and the samples at each range gate are coherently integrated. It takes Nc⋅TPRI time 

to coherently integrate and dump for all range gates; Nc indicates the coherent in-

tegration length. If the round trip delay (τ ) from target is equal to the time posi-

tion of i-th range gate (i⋅Tp), then the target range can be expressed as i⋅Tp/2 = i⋅∆R 

where the range resolution ∆R is given by following formula ∆R=c⋅Tp/2. From the 

above assumption and to find whether the target is present or not, the output of the 

coherent integrator can be distinguished between the two hypotheses.  
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where m indicates the m-th coherent integration and H1 is for τ =i⋅Tp and H0 for τ 

≠i⋅Tp. Also we assume that the sampling rate of the ADC is equal to the pulse 

width. The baseband received signal is sampled at peak point of p(t).Then the val-

ues of the coherent integration for each range gate ( )(iX , i=1, 2, , M) are stored in 

the coherent range gate’s memory. 

After the coherent integration, the power Y(i) is given by 

22 ))(())((ln)( iXiXiY
QI +=

                                         
 (9) 

Then power Y(i)  is integrated at every Nc⋅TPRI. 
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Fig. 4 Block diagram of the receiver with logarithmic detector 

The total number of the non-coherent integration is Nn that means Nn ⋅Nc⋅TPRI 

time duration. When the power is stored in the i-th non-coherent range gate’s 

memory at every Nc⋅TPRI, then the output of the non-coherent integration can be 

written as  
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n

iY
N
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 (10) 

where Ym(i) is the power at m⋅Nc⋅TPRI. 

5   Computer Simulation Result 

In this paper, we assume that each clutter is independent and uncorrelated. The pa-

rameters we used are, coherent integration number Nc is 200 and the non-coherent 

integration number Nn is 100. The empirical data’s are available for the 24 GHz 

UWB automotive short range radar clutters. The experiment has been carried out 

in the University of Kitakyushu at different clutter environment and the values are 

tabulated [7]. The tabulated values are used for the checking the performance of 

the logarithmic detector in simulation. 

Table 1 Clutter Characteristics 

BW 

(Band Width) 

Log normal Weibull 

μ σ λ k 

1GHz 5.0 0.8 1.4 6.7 

500MHz 5.2 0.8 1.6 6.9 

100MHz 5.7 0.7 2.5 8.7  
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In the figure 5, the performance of the non-coherent logarithmic signal detec-

tors is analyzed for log normal clutter with coherent integration number of 200 

and non-coherent integration number of 100. The detection probability of loga-

rithmic detector is optimum at the system bandwidth of 100MHz than 1GHz and 

500MHz, because of the small variance value.  
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Fig. 5 Performance of non-coherent Logarithmic detector in log normal clutter at 1 GHz, 

500MHz and 100MHz bandwidth (BW) 

The clutter power decreases as the variance value decreases. So the perform-

ance of the detector increases if the clutter power decreases. 
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Fig. 6 Performance of non-coherent Logarithmic detector in log normal and weibull clutter 

at 1 GHz bandwidth (BW) 
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In the figure 6, the performance of the non-coherent logarithmic signal detec-

tors is analyzed for log normal clutter and weibull clutter environment. At 1GHz 

bandwidth the logarithmic detector with coherent integration number of 200 and 

non-coherent integration number of 100, gives better performance in lognormal 

clutter environment with  mean ȝ=5.0 and standard deviation  ı=0.8  and also in 

weibull clutter environment with scale parameter Ȝ=1.4  and  shape parameter  

k =6.7. In weibull clutter environment the logarithmic detector gives maximum 

detection probability because the clutter power is very low compared with the log 

normal clutter power. 
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Fig. 7 Performance of non-coherent Logarithmic detector in log normal and weibull clutter at 

500MHz bandwidth (BW) 

In the figure 7, the performance of the non-coherent logarithmic signal detec-

tors is analyzed for log normal clutter and weibull clutter environment. At 

500MHz bandwidth the logarithmic detector with coherent integration number of 

200 and non-coherent integration number of 100, gives better performance in log-

normal clutter environment with  mean ȝ=5.2 and standard deviation  ı=0.8  and 

also in weibull clutter environment with scale parameter Ȝ=1.6  and  shape pa-

rameter  k =6.9. In weibull clutter environment the logarithmic detector gives 

maximum detection probability because the clutter power is very low compared 

with the log normal clutter power. 

In the figure 8, the performance of the non-coherent logarithmic signal detec-

tors is analyzed for log normal clutter and weibull clutter environment. At 1GHz 

bandwidth the logarithmic detector with coherent integration number of 200 and 

non-coherent integration number of 100, gives better performance in lognormal 

clutter environment with  mean ȝ=5.7 and standard deviation  ı=0.7  and also in 

weibull clutter environment with scale parameter Ȝ=2.5  and  shape parameter k 

=8.7. In weibull clutter environment the logarithmic detector gives maximum  
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Fig. 8 Performance of non-coherent Logarithmic detector in log normal and weibull clutter at 

100MHz bandwidth (BW) 

detection probability because the clutter power is very low compared with the log 

normal clutter power. 

6   Conclusion 

In the UWB Automotive Short Range Radar the clutter echoes are the echoes from 

the objects in the road environment. For the system bandwidth of 500MHz the 

road clutter resembles log-normal clutter distribution and for 100 MHz the clutter 

resembles weibull distribution. Considering log normal clutter environment and 

weibull clutter environment the performance of the logarithmic detector is  

discussed.  

The optimum performance of the non-coherent logarithmic detector is analyzed 

at different system bandwidth (1GHz, 500MHz, and 100 MHz) using different sets 

of mean and variance value in lognormal clutter environment and in weibull clut-

ter environment. In all the cases the performance of the logarithmic detector in log 

normal clutter and weibull clutter varies as the function of their distributional pa-

rameters. The mean and variance values of the distribution decreases, the clutter 

power decreases. If the clutter power decreases the performance of the detector in-

creases. So, logarithmic detector gives better performance in weibull clutter envi-

ronment at the system bandwidth of 1GHz, 500MHz and 100MHz   because of the 

very less clutter power value compared with log-normal clutter power. 
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A Regional Matchmaking Technique for 
Improving Efficiency in Volunteer Computing 
Environment

*
 

Eunyoung Cheon, Mikyoung Kim, Seunghak Kuk, and Hyeon Soo Kim 

Summary. Volunteer computing is a computing paradigm in which the operations 
of a large-scale application are processed by idle resources of Internet-connected 
computers. The redundant-work distribution techniques are mainly used to ex-
clude the malicious participants in the volunteer computing environment. Howev-
er, the techniques cause some problems like delay of the work completion time or 
inefficiency of the work execution due to continuous requests of the work redistri-
bution which arise from the reason that the techniques do not consider the charac-
teristics of works and dynamic resources. To cope with such problems this  
paper suggests a regional matchmaking technique which can redistribute works in 
consideration of the characteristics of the works and the participant resources.  

1   Introduction  

Volunteer computing is a high-performance parallel processing system built 

through voluntary idle resources of Internet-connected computers [1]. However, 

the participating computers are volatile. They join freely in the volunteer compu-

ting environment and also leave freely. They have no responsibility to offer the  

reliability of the operation. Therefore the volunteer computing environments lack 

reliability of results, in addition, it is difficult to guarantee completion of opera-

tions on time. Distributing redundant-work has been proposed to cope with this 

problem. However, it does not resolve the issue about inefficient use of tasking 

time and delays in task performance because it does not consider characteristics of 

resource. These problems require the continuous work redistribution on the part of 

the server and eventually become obstacles to performance.  

This paper suggests a regional matchmaking technique to improve efficiently 

the redundant-work distribution in the volunteer computing environment. General-

ly, matchmaking techniques are used for allocating resources between the zsup-

pliers and the buyers in the web services environment or in the distributed  

resource management systems. With this matchmaking technique, the most  
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appropriate task is assigned to the resource provider. Reducing the rate of redistri-

bution of the redundant-work can shorten total completion time. 

This paper consists of as follows: Section 2 describes the volunteer computing 

environments and the matchmaking for efficient distribution of the tasks on the re-

sources. Section 3 suggests a matchmaking technique for distributing redundant-

works in the P2P-based volunteer computing environments. Section 4 presents the 

concluding remarks and the future challenges. 

2   Background  

2.1   Volunteer Computing Environments 

In the volunteer computing environments works are processed with parallel by a 

number of voluntary idle resources in Internet-connected computers. The volun-

teer computing environments are organized as follows: 

(1) Client: A presenter of problems, she/he wants to solve her/his problems on 

the volunteer computing environment. In order to solve such problems the 

large distributed-processing is usually required. The client uploads her/his 

problem to the server and waits for the results from the server. 

(2) Resource Provider: The volunteers who provide their computing resources 

being idle currently. The computing resource executes problem tasks as-

signed from the server, and then submits the results back to the server. 

(3) Central Management Server: It assigns problem tasks to the resource provid-

ers. It plays a role as a manager. 
 

Resource providers in the volunteer computing environments have the following 

difficulties. It is difficult to predict task completion time due to lack of informa-

tion about the characteristics of resources as well as that of problem tasks. This 

causes instability in the computing environment and may lead to network disrup-

tions. In such cases, it may not be able to collect the results of the distributed tasks 

because of unreported escapes. Because resource providers are not able to guaran-

tee completion of the entire tasks, it may take a long time to accomplish the entire 

tasks and result in performance degradation. 

2.2   Matchmaking 

Matchmaking is a method that connects a service user and the most appropriate 

service provider according to the specifications which describe the characteristics 

of the service provider and the needs of the service user, respectively. The method 

is applied for utilization of the network-connected resources to the stable distri-

buted computing environment such as Grid [4]. 

P2P-based matchmaker is used to perform matchmaking for distributing the re-

dundant works among the resource providers [5]. The larger the scale of an  

application is, the higher the load of the P2P-based server is. As a result, the  
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performance of the matchmaker is drastically degraded, a problem so called the 

scalability problem happens. 

3   Regional Matchmaking Techniques 

The P2P based regional matchmaking technique can reduce the server load and 

guarantee the reliability of the results. Even in the case of a server collapse it can 

increase vitality of works and fault tolerance [4]. When, however, redundant 

works are distributed, new problems occur such that the tasks are continuously re-

distributed from the server, consequently the task completion delays. Redistribu-

tion of tasks may appear because there is no any consideration about the resource 

requirement of the task and the capability of the resource provider. If the mis-

match between tasks and the resource providers remains, it results in eventually 

performance degradation.  

3.1   Matchmaking Technique 

The matchmaking algorithm proposed in this paper considers dynamic capability 

of the resource providers. It identifies the capabilities of space and time, respec-

tively. Capability of time is the amount of available time of the used resources, 

which is expressed as a continuous time function.  

We use the elapsed time of the resource provider which attends to the volunteer 

computing to perform the actual work. The time is determined the available time 

of the resource provider.  

Space availability means a measurement unit of physical space capacity. We 

consider the dynamic change of CPU and memory capacities when performing a 

given task. 

3.1.1   Dynamic Capability-Based Matchmaking 

As seen from Condor [6] or web services, in order to apply matchmaking to vo-

lunteer computing, the nature of the environment - the volatility of resources – 

should be considered. In the matchmaking technique, as resources take part in the 

system, static information of resources is made known to a matchmaker. Based on 

that information, the matchmaker matches the resources with the most appropriate 

works. In the distributed computing environment, time to complete a work de-

pends on the performances of individual resource providers taking part in compu-

tation, as well as their availability. The autonomy and volatility of resource  

providers mean stable processing of work is not guaranteed. In the volunteer com-

puting environment that uses only idle resources, considering only static resource 

information (memory capacity or CPU performance) leads to redistribution of 

works caused by processing delays arising from the dynamic nature of the re-

source providers' environment. As a result, the overall time it takes to complete 

the work may be delayed. Therefore, a redistribution algorithm that makes use of 

the dynamic availability information of resources when redistributing works is 

needed.  
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3.1.2   Locality-Based Matchmaking for Distributing Redundant Work 

among Resource Providers 

In locality-based matchmaking, the type of peers in the P2P environment is the 

superpeer, and resource providers that are super peers perform the role of mat-

chmaker. There are many factors to consider when choosing super peers, such as 

the maximum number of leaf nodes and localities. In the volunteer computing en-

vironment, resources are often stopped from participating even if an overlay net-

work is built through the selection of super peers because of the unstable nature of 

the environment. This results in much overhead from rebuilding the network, 

making it difficult for application. Therefore, the matchmaking technique pro-

posed in this paper is a locality-based matchmaking technique that involves peers 

of the same level. As shown in Fig. 1, all resource providers have the same func-

tionality - work request, processing and response and selection of appropriate 

works - so matchmaking is done through organic communication among peers. 

 

 

Fig. 1 Locality-based matchmaking peers of the same level 

3.2   Components of the Proposed Matchmaking Technique 

The following describes the components of our matchmaking technique. 

3.2.1   Work/Resource Information Specification 

Before conducting matchmaking, resources and works need to be specified. 

(1) Work specification: Work specifications are transmitted to resource providers 

along with work data from the server. They are written when an administrator 
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uploads a work to the server, and are stored in a database. Tags specifying the 

weights, which are dependent on the amount of resources that should be ded-

icated to the work, were added to the work specification, which are memory 

weight, flops weight and average processing time weight (Fig. 2).  

(2) Resource information specification of resource providers: The resource  

information specification of resource providers describes the expected time 

and space capacity at the time of work processing, which is used in match ra-

tio calculations (Fig. 3). 

 

<joblist> 

<appid></appid> 

<projectid></projectid> 

<policy> 

<platform></platform> 

<max_runtime></max_runtime> 

<os></os> 

<mem></mem> 

<lib></lib> 

<hdd></hdd> 

<RATE_mem></RATE_mem> 

<RATE_flops></RATE_flops> 

<RATE_time></RATE_time> 
</policy> 

<commonfiles>..</commonfiles> 

<workid></workid> 

</joblist> 

Fig. 2 Specification of work 

<cominfo> 

<cpu num="" cat="" clock=""></cpu> 

<memory physical=""></memory> 

<os cat="" ver=""></os> 

<flops></flops> 

<A_mem></A_mem> 

<A_flops></A_flops> 

<avg_times></avg_times> 
</cominfo> 

Fig. 3 Specification of Resource 
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3.2.2   Resource Dynamic Availability Prediction Module  

For matchmaking based on dynamic availability of resources, availability is pre-

dicted with more weight put on recent values of availability of resource systems. 

The predicted availability is used for match ratio calculations as a dynamic re-

source factor.  
 

(1) Monitoring of expected available space of resources: The matchmaking tech-

nique that takes into account availability of resources (memory, CPU) checks 

the current availability of resources at a specified interval based on users' 

previous use patterns, and available space is predicted based on that result. 

① Tn : Check frequency for resource #n.  

② An : Tn resource available space 

③ PAn : Predicted resource available space at Tn 

④ Predicted available resource space calculation for Tn ܲܣ ൌ ିଵܣሺܲ݃ݒܣ  ܲሻ ൌ ሺܲܣିଵ  ܣሻ2  

ൌ ܣ  2ܣଵ  2ଵܣଶ  2ଶܣଷ  ڮ  2ିଵܣ2  

As time goes on, for finding predicted available space for A0 - the initial available 

space - the effect becomes extremely small, at . However, An, the most recent 

update of available space, is applied using the weight of  and used as pre-

dicted availability information. 

3.2.3   Match Ratio Calculation 

The steps of the final calculation that determine the match ratios between re-

sources and works based on resource dependence ratio and resource availability, 

given by the characteristics of the particular work specified in the work specifica-

tion, are described below: 
 

(1) Redundant work distribution match ratio algorithm: In the redundant work 

distribution, after the work of an application given by the server has been 

processed, distribution of the redundant work is requested to the near re-

source providers.  

① Check minimum requirements using static information. 

② Calculate work/resource match ratio using dynamic information. 

③ Select works by sorting out with the match ratios. 

(2) Check minimum requirements using static information: Check if the mini-

mum requirements are met by a resource provider that requests a work.  

(3) Availability based work/resource match ratio calculation: Calculated with 

time/space availability of resources of resource providers.  

 

 



A Regional Matchmaking Technique for Improving Efficiency 95

 

Matchingratio =  

SMempos(Mempspace(peerx))*Memappsfactor(appsy)  

+ SFlopspos(Flopspspace(peerx))*Flopsappsfactor(appsy)  

+ Timeavail(peerx)*Timeappsfactor(appsy) 
 

� Mempspace(peerx): Prediction of the available space of memory at the time a peer 

performs the work, calculated with current conditions.  

�  Flopspspace(peerx): Prediction of the available CPU (flops) 

�  SMempos( ), SFlopspos( ): represents the location of resources in the system of 

the predicted available space with the entire volunteer computing environment's 

memory resources and CPU capacity values from 0 to max (resource space) 

equally divided. Since the basic units of memory and CPU are different when 

doing the matching calculation, the same representation ways are required, so 

the availability within the system is expressed as a percentage. This indicates 

the value of the resource from the system's perspective. 

� Memappsfactor(appsy), Flopsappsfactor(appsy): Weight on the level of resource  

dependence for a work. 

3.3   Suggested Matchmaking Scenario 

The proposed matchmaking flow is as follows (Fig. 4). 

 

 

Fig. 4 Task request / response flows 

(1) Performing the task exhausted the resources of the resource providers around 

the availability of providers to predict their dynamic information and redun-

dant-work together to match the request. 

(2) Matching demand with available information received dynamic prediction 

task defined in the specification of the task queue exists as a resource depen-

dency ratio will save the match ratio. 
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(3) A "match the ratio" request is sent to the resource provider. 

(4) The resource provider which requested the transfer of tasks selects the high-

est match ratio.  

(5) The selected resource providers receive the redundant work. 
 

This flow is shown in Fig. 5, which shows the relationship between the request 

and the reply work.  

 

 

Fig. 5 Distribution of redundant-work for regional matchmaking scenarios 

4   Conclusion  

Because volunteer computing resource providers use variable idle resources, 

matching by utilizing only static metadata causes completion time delays and 

work redistribution from the server. To cope with performance degradation due to 

this problem, this paper introduces organic matchmaking techniques through 

communication between neighboring Peers to redistribute works according to the 

dynamic resource spaces and characteristics of the works. Operations under the 

attribute specify the resource dependence, and considering the information availa-

ble about the task of matching resources, considering the suitability of selecting 

the most appropriate resources to minimize the execution time and reduce the 

server's rates were redistributed. Through the experiments, we identified that the 

work distribution method proposed in this paper reduces the rate of work redistri-

bution and the total execution time for the works. But when peers in the same lev-

el communicate with each other for regional matchmaking, it can cause overhead 

and communication expenses. If characterization of the application was incorrect,  

it can also draw the wrong results which can't be distributed well. Therefore, fur-

ther study is needed on ways to characterize the applications and quantify the  

dependence. 
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An Intelligent Multi-Agent Model for Resource 

Virtualization: Supporting Social Media Service in 

Cloud Computing
*
 

Myoung Jin Kim, Hyo Gun Yoon, and Han Ku Lee* 

Summary. With the rapid growth Internet, communication technologies and hand 
devices, there are a lot of communication and social activities of users in various 
information services based on SNS. As the availability of social media contents 
generated from users increases dramatically, the task of providing high-quality 
media contents in social media sites that need user contributions is emerging as 
unimportant issue in IT field. In this paper, we propose an intelligent multi-agent 
model for resource virtualization (IMAV) to automatically allocate service re-
sources suitable for mobile devices in cloud computing environment supporting 
social media services. Our model can recommend optimized resource allocation 
suitable for mobile devices through virtualization rules and multi-agent. IMAV 
consists of user agent, distributed agent, gathering agent, virtualization register 
agent manager and system resource manager. 

1   Introduction 

Social media means media for social interaction, using highly accessible and scal-

able communication techniques [1]. In recent years, Social Network Service 

(SNS) based on social media contents has obtained a lot of interests from numer-

ous users. In fact, 75% of Internet surfers used social media contents in the second 

quarter of 2008 by joining social networks and reading blogs according to  

Forrester Research [2].Thus, SNS have played a significant role in revitalizing 
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communication and social activities of participants[3][4]. In particular, SNS based 

on mobile and hand devices such as Facebook and Twitter is used a lot by users 

because of the advancement of Internet and communication techniques as well as 

the proliferation of mobile network infrastructure. In these service environments, 

users wish to receive media information or contents directly and smoothly from 

providers anytime and anywhere [5]. 

However, users have not gained reliable and high quality SNS services includ-

ing social media contents in mobile environment due to the mobile data explosion 

and the limitation of hand device performance. To overcome this situation, most 

service providers are applying cloud computing techniques, especially virtualiza-

tion techniques to SNS [6]. However, social media services in cloud computing 

environment allocate service resources depending on only user grades and limita-

tions of service resource. In general, this traditional approach to resource alloca-

tion has two problems. The first one is that Constantinople service resources is 

required in order to allocate available resources to users. That is to say, adminis-

trators have to control and monitor resource allocation. The second problem is that 

it causes the increase observer load or network load. 

In this paper, to overcome these problems, we suggest an Intelligent Multi-Agent 

for Resource Virtualization (IMAV) based on virtualization rules [7] that automati-

cally allocates service resources suitable for mobile and hand devices in cloud com-

puting environment supporting social media services. The proposed model can moni-

tor service resources in real time and learn serviced context information that is basic 

data for resource virtualization. IMAV learning user behavior infers user on-demand 

and readjusts service resources for conceptualizations that service resources with high 

reliability can be provided to users. In addition, as idle resources of systems providing 

SNS are utilized as much as possible in cloud computing systems, system availability 

can increases. In the section of performance evaluation, we evaluated our IMAV un-

der the criteria of virtualization result by multi-agent model. We also start to discuss 

performance of IMAV quantitatively. Our system has not quite reached the point 

where we can provide accurate performance of fully functional IMAV running on 

mobile cloud computing environments, whereas we address some of the performance 

questions that seem most urgent in the particular case of IMAV. 

This paper is structured as follows. In section 2, we introduce virtualization of 

cloud computing and multi-agent for context aware. The following section ex-

plains the structure of IMAV. Section 4 shows our evaluation whose result is de-

scribed. In the last section, we conclude our research with future work. 

2   Related Works  

2.1   Virtualization of Cloud Computing  

By abstracting physical computing resources to logical resources, virtualization in 

cloud computing is able to provide flexibility in the use of computing resources 

[8].Therefore, it can simplify complicated computing environments and improve 

distributing job process and management efficiency. 
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Virtualization is broadly divided into two types: Hypervisor and Hosted. Fur-

thermore, server virtualization, desktop virtualization, embedded virtualization, and 

mobile virtualizations are divided by system size. According to the purpose of vir-

tualization, it is also classified into processor virtualization, memory virtualization 

and devices virtualization. 

The most useful and significant technique in cloud computing fields, especially 

mobile cloud, is virtualization. In particular, mobile virtualization in cloud compu-

ting environment requires technologies that support various services and applica-

tions including real time characteristics. In addition, it has to guarantee reliability in 

order to satisfy diverse needs that users want. The purpose of mobile virtualization 

is to provide suitable services to users by using resources such as processor, memo-

ry, storage and applications offered from server due to the fact that computing 

power related to physical resources of mobile devices is inadequate. 

The representative researches in mobile virtualization are focusing on virtualiza-

tion to support platforms running on Android, Windows Mobile, and iPhone OS. 

2.2   Multi-Agent for Context-Aware 

Multi-agent is being used actively in the fields correlated with the development of 

automation systems Multi-agent has a knowledge base for learning users behavior 

as well as the function to infer purposes according to services. 

Multi-agent has four features: autonomy, intelligence, mobility and social ability. 

Multi-agent conducts message passing or shared memory techniques using ACL 

(Agent Communication Language) and transmits messages and protocol using QML 

(Knowledge Query and Manipulation Language). 

 

 

Fig. 1 Agent platform of FIPA 
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Recently, many researchers have proposed multi-agent models combined with 

mobile computing environments using knowledge base that contains context in-

formation including social data and user’s location information [9][10][11]. 

Figure 1 shows the agent platform of FIPA (The Foundation for Intelligent Physi-

cal Agents) [12]. FIPA is a platform for developing and setting computer software 

standards for heterogeneous and interacting agents and agent-based systems. 

3   The Proposed IMAV Model 

This section describes the proposed IMAV model. IMAV (Intelligent Multi-Agent 

for Resource Virtualization)is intelligent virtualization rules based multi-agent 

model supporting social media service. Our model is able to configure service 

applications and resources appropriate for users’ situation via multi agents and 

virtualization rules. Moreover, IMAV can manage resources of cloud computing 

in real time and reconfigure resources according to user behavior.  

We assumed that service circumstance is based on the system offering mobile 

cloud service in order to suggest our model. To address not only the problem with 

recording user context data,but also the mechanical problem with processing large 

amounts of data in hand devices in real time, collaborative agents except for mo-

bile agents are managed at server. Mobile agents perform to record and manage 

location information of users as well as log files which contains personal informa-

tion, service history and request signal for accessing cloud service system. That is 

to say, when users execute cloud applications, the mobile agent checks service 

information in log files. These log files is the basic information to recommend 

new services to users.   

 

 

Fig. 2 IMAV (Intelligent Multi-Agent for Resource Virtualization) 
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Figure 2 depicts the basic model of IMAV. The proposed model is divided 6 

domains: user agent, distributed agent, gathering agent, virtualization resister, 

agent manager and system resource manager. In the next step, 6 parts will be ex-

plained in detail. 

4   Structure of IMAV 

4.1   User Agent 

The main role of user agent is to receive information generated from mobile agent. 

User agent analyzes service types and access types of services. Access type can be 

analyzed via user location and data transfer rate and service types can be seized 

through applications of social media service. The analyzed information above is uti-

lized as user context. 

The integrated information with system state information created from agent 

manager is applied to intelligence virtualization rules. In order to appropriately 

allocate system resources according to intelligence virtualization rules, the results 

are sent to distributed agent. User agent also offers scope of services to users. In 

other words, user agent generates users’ context that integrates devices informa-

tion connected by users and user connection information. The purpose of access, 

user behavior and service access patterns can be analyzed though the created con-

text data. Therefore, service resources can be virtualized according to the purpose 

of service access and service usage patterns. 

 

 
 

Fig. 3 User Agent 
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4.2   Distributed Agent 

Distributed agent can distributes social cloud service resource via correlation between 

users and services. In addition, distributed agent carry out intelligent virtualization  

of service resources by constantly learning services requested by users and state  

information.  

To virtualize services resources of system,distributed agent adopts MLP (Multi-

Layer Perceptron) and SVM (Support vector machine). It includes virtualization 

module that verifies and processes information regarding service resources.  

The information used by distributed agent to virtualize service resources consists 

of user context information transmitted by user agent and system context information 

transmitted by system resource manager. The user context information contains coef-

ficient of determination that decides service to be provided to users.  

If physical resources of system are exceptional, distributed agent recommends rep-

laceable systems and resources. To support and maintain reliable services, lists of 

service resources concentrated on specific users with relocation rank are notified to 

system administrators. Relocation of system resources can expand physical resources 

and perform clustering through system context information. It is possible to adequate-

ly perform virtualization by transmitting configured system resources per user to vir-

tualization module. Virtualization information including virtual ID is registered in 

virtualization resister. Distributed agent sends user states and monitoring information 

with respect to virtualization depending to time line to agent managers. 

 

 

Fig. 4 Distributed Agent 
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4.3   Gathering Agent 

Gathering agent collects service information and social media data needed for sys-

tems. Service information is collected at the content sites serving social media service 

as well as service data connected with applications registered in cloud system. The 

scope of gathering data is restricted within social sites such as UCC, Blog & Micro-

Blog, SNS and News.  

Gathering agent adopts Trend Watching (Media tablet) as searching engine of ga-

thering agent. In addition, we also apply MapReduce based on Hadoop to process 

large amount of data in parallel.   

4.4   Agent Manager 

Agent manager manage and controlthe stages of creation, registration, event and dele-

tion of each agent. Moreover, agent manager provides knowledge-base to each agent, 

monitoring the whole agents according to use types of social service resources. It 

contains the ability to control activity of each agent. The main role of monitoring in 

agent manager is to record event state and values between agents as well as to pro-

vide fault data generated from system to administrators.  

Agent manger obtains only relational information from user agent via log informa-

tion and context information. The relational information determines the event of crea-

tion of distributed agent and service items to be provided to users. Agent manager 

creates the event of creation, activity and deletion of distributed agentdepending on 

the system time line. The structure of control signal is divided into agents’ ID, control 

information, MAC, TAG and Trap.  

 

Fig. 5 Agent Manager 
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Control signal of user agent consists of SIP, RequestID and Trap. SIP is an index 

including the occurrence information of user agent. RequestID is the request informa-

tion for the management of context information and for services. Trap controls the 

action state of user agent. Trap is made up of the creation and deletion of agents and 

signals that distinguish types of events.  

Control signal of distributed agent is composed of UA (User Agent) index, Re-

questID and TRAP.  UA index includes virtualization ID offered to users and infor-

mation that matches it.  RequestID is provided by user agent. Finally, Trap contains 

the action state value of distributed agent as well as state value regarding the informa-

tion event received the system. 

4.5   Virtualization Register 

Virtualization register registers and manages virtualization information of social 

resources that are distributed by distributed agent. In addition, the utilization rate 

of service resources and the state of system resources are managed and provided 

to administrators. It regularly analyzes log information of virtualization, support-

ing efficient management of system resources.  

 

 

Fig. 6. Virtualization Register 

Virtualization Registrants synchronized with distributed agent manage log data 

from the creation of virtualization to its destruction. Log data of virtualization register 

consists of virtualization resource ID allocated to users, lists of service resource,  
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priority information and correlation weight. The correlation weight can decide the 

priority of system resources provided to users when system is virtualized.  The utili-

zation rate (rs) is calculated through the following formula. UC is user context. SR is 

the system resources configured by UC. 
௦ൌݎ  ∑ ሺܴܵ  ൈ ∑ሻୀଵܥܷ ሻୀଵܥሺܷܧܵܯ  

 

The updated correlation weight is used as learning weight of multi-agent. There-

fore, multi-agent can predict the way of virtualization in advance when service 

resources are reallocated. It also can provide reconfigured service resources to 

users. In addition, the reconfigured services and the whole users are recorded in 

system service history. Multi-agent is able to set service levels by comparing sys-

tem service history with service resources provided to other users. 

4.6   System Resource Manager 

The information recorded in the lists of virtualization register is controlled by sys-

tem resource manager. System resource manager have a function that controls the 

management of resources provided to users according to the correlation informa-

tion in the lists of virtualization resister so that administrators can obtain distri-

buted state monitored by system resource manager and can directly or indirectly 

control system resources. 

The structure of system resource manager is composed of system usage rate 

analysis domain, system context management domain, system level analysis do-

main, system resource classification domain, system management information 

DB.  It is able to monitor and manage physical and logical resources of the cloud 

computing system. The system usage rate analysis domain uses MAXMIN algo-

rithm for its analysis. The following formula is for system usage rate. 
௦ݒ  ൌ min ሺmax ሺ∑ ሻݎሺܥܵ ݖܻ ൈ ௦ݎ ൈ ݊ሻୀଵ ∑ ୀଵܥܵ ሻ 

 

System context management domain makes fundamental data to analyze system 

levels. The formed context information is data that reconfigures system state de-

pending on the user situation. System level analysis domain sets the level or rank 

of each resources offered to users. System level is the result to analyze amounts of 

specific resources provided to users among the whole resources. That is to say, by 

analyzing the availability of system resources, system level analysis domain de-

cides system grades according to whether resources have high or low availability.  

The determined level which is provided to users supports to decide additional de-

cision making of system resources.  System management information DB is ma-

naged by timeline. Furthermore, it provides regular reports and is monitored by 

administrators.  



108 M.J. Kim, H.G. Yoon, and H.K. Lee

 

 
Fig. 7 System Resource Manger 

5   Performance Evaluations 

In this section we discuss performance evaluations of IMAV. For purposes of this 

paper- and to understand what directions are most profitable for future develop-

ment- the MovieLens datasets that are used a lot as most recommendation systems 

have been applied to IMAV. Table 1 shows the condition of evaluations for the 

training of multi-agent. 

Table 1 Condition of Evaluation 

Contents Value 

Times 1000 

Like Frequency 0.6 

Data VS (Learning Data: Test Data) 4:1 

Input Node 12 

Hidden Node 6 

Learning Rate 0.15 

Table 2 Result of Evaluation with UC and SC 

Contents UC SC DR 

Accuracy 78.1 71.3 81.2 

Precision 82.9 69.2 86.0 

Recall 83.5 72.6 88.1 

F-measure 83.0 71.3 87.4 
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In our experiment, user correlation between User Context (UC) and System 

Context (SC) has been tested in terms of accuracy, precision, recall and F-measure 

respectively. Result of Evaluation is shown in table2. 

In the case of UC, the result is reflected by the direct choice of users. Although 

users have good relationship with system resources, it is a choice without consi-

dering other users or the state of the system. In the case of SC, the system directly 

provides resources to users. Although system efficiency is good, user preference is 

low. DR shows the result reflected service recommendation through our model 

after learning correlation between users and system resources. Figure 8 shows 

recommended resource virtualization using IMAV. 

Multi-agent recommends service resources to users according to user context. 

The first level is service resources that cloud system have. The second level is 

resources to be virtualized by user request. As shown figure, our multi-agent mod-

el recommends H3, H5 and H7 for virtualization of service resources. As a result, 

it is possible for our system to recommend virtualization services suitable for user 

requirements and system environments in cloud system. 

 

 

Fig. 8 Recommended Virtualization 
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6   Conclusion and Future Works 

The main purpose of this paper is to propose intelligent multi-agent model for re-

source virtualization (IMAV)that automatically allocates service resources suitable 

for mobile devices in cloud computing environment supporting social media services. 

Our system is very promising since it provides intelligent virtualization rule based 

multi-agent model for resource virtualization in cloud computing. In fact, the pro-

posed model recommends very suitable virtualization by analyzing user context and 

the state of system. Furthermore, our model analyzes social media service resource in 

real time, learning user context for virtualization. Therefore, cloud systems that apply 

our model can prevent resource bottlenecks and enhance resource availability. In 

addition, users are able to use reliable services because multi-agent model provides 

appropriate services for users depending on user situation. 

Another purpose of this paper is to verify if our IMAV can be implemented effi-

ciently in mobile cloud environments. In the section of performance evaluation, we 

demonstrated good performance of our model in terms of UC (User Context), SC 

(System Context), and DR (Direct relation). IMAV learning user context and user 

behavior recommend service resources for virtualization that is highly related to us-

ers. Therefore, our model is able to carry out resource virtualization suitable for  

requirements and needs of users in cloud systems. 

In the future work, we will build our model into SaaS and PaaS of cloud compu-

ting. Furthermore, we are going to focus on developing upgraded model for recom-

mendation service that is able to search large amount of data in real-time in mobile 

environment. 
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Compiler-Assisted Maximum Stack Usage 

Measurement Technique for Efficient Multi-threading 

in Memory-Limited Embedded Systems*

*
 

Sung Ho Park, Dong Kyu Lee, and Soon Ju Kang 

Summary. One of the reasons why it is hard to use multi-threading in memory-

limited embedded systems is the difficulty of stack optimization. Some solutions 

for this problem have been proposed in prior research, but the proposed solutions 

were not totally effective. This paper proposes the compiler-assisted maximum 

stack usage measurement technique as a new solution for this problem.  

This technique measures the maximum stack usage of each thread with special 

code that is automatically inserted at the beginning of each function by the 

compiler. With the help of the operating system, the special code records the 

maximum stack usage of each thread in run-time. Also, the special code predicts 

and prevents stack overflow in run-time. Therefore, with this technique, the 

maximum stack usage of each thread can be precisely determined during testing, 

and thus allowing the stack of each thread to be accurately optimized. Unlike the 

solutions proposed in previous research, this technique does not have problems 

such as limited availability, the possibility of undetectable stack usage, and 

memory fragmentation. Although this technique adds some overhead, the 

overhead is added only during the stack optimization process in the development 

phase. Also, despite the necessity for modification of the compiler and operating 

system, this technique is easy to implement. It can be implemented by slight 

modification of the existing compiler and operating system. To verify this 

technique, it was implemented and evaluated on the ARM platform by modifying 

the GNU ARM C compiler and the Ubinos, which is an operating system for 

memory-limited embedded systems.
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1   Introduction 

Recently, many embedded systems have a memory management unit and adequate 

memory. However, a considerable number of embedded systems still do not have 

a memory management unit and have less than tens of kilo-bytes of memory 

because of energy-efficiency, cost, and size. Also, in the near future, the number 

of such memory-limited embedded systems is expected to increase as wireless 

sensor networks and ubiquitous computing that need massive energy-efficient, 

low-cost, and small embedded systems emerge. 

If multi-threading is used in such a memory-limited embedded system, the 

stack of each thread has to be allocated when the thread is created, and the stack 

size cannot be changed during run-time. Therefore, if the stack size of each thread 

assigned at thread creation time is less than the maximum stack usage of the 

thread, the system malfunctions. Also, if the stack size of each thread is greater 

than the maximum stack usage of the thread, it is a waste of memory which is a 

limited and important resource. In other words, for efficient multi-threading in a 

memory-limited embedded system, the stack size of each thread has to be 

optimized to the proper size to prevent system malfunction without wasting 

memory. 

However, until now, there has been no clear solution for stack optimization. 

Stack analysis techniques have been proposed, but the techniques are unavailable 

if there is a recursive or an indirect function call, and often overestimate the 

maximum stack usage. Stack pollution check techniques and dynamic stack 

resizing techniques that do not have such problems have been proposed, but they 

also had problems such as the possibility of undetectable stack usage and memory 

fragmentation. Because of these problems, many developers still optimize stack by 

a trial and error method that is unclear and time-consuming, or are forced to give 

up the use of multi-threading. 

This paper proposes the compiler-assisted maximum stack usage measurement 

technique as a novel solution for stack optimization. This technique measures the 

maximum stack usage of each thread with special code that is automatically inserted 

at the beginning of each function by the compiler. With the help of the operating 

system, the special code records the maximum stack usage of each thread in run-time. 

Also, the special code predicts and prevents stack overflow in run-time. Therefore, 

with this technique, the maximum stack usage of each thread can be precisely 

assessed during testing, and thus allowing the stack of each thread to be accurately 

optimized. Unlike the solutions proposed in prior research, this technique does not 

have problems such as limited availability, the possibility of undetectable stack usage, 

and memory fragmentation. Also, despite the necessity of modifying the compiler 

and operating system, this technique is easy to implement. It can be implemented by 

slight modification of the existing compiler and operating system. To verify this 

technique, it was implemented and evaluated on the ARM platform by modifying the 

GNU ARM C compiler and the Ubinos, which is an operating system for memory-

limited embedded systems. 

The rest of this paper is organized as follows: Section 2 introduces related research. 

Section 3 explains the compiler-assisted maximum stack usage measurement 
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technique with the implementation example on the ARM platform. Section 4 shows 

the evaluation of this technique. Section 5 explains problems with this technique and 

proposes some solutions for the problems. Finally, section 6 concludes the paper. 

2   Related Research 

2.1   Stack Analysis Techniques 

Some researchers have proposed maximum stack usage measurement techniques 

by static analysis of control flow graph as a solution for stack optimization [8, 9, 

18, 24, 25]. In other papers, these techniques are often dubbed the control flow 

analysis or data flow analysis or stack size analysis. All control flows of each 

thread can be found by analyzing executable binary code. The stack usage of each 

control flow can also be found by analyzing executable binary code. The 

maximum stack usage of each thread is the maximum value among stack usages 

of control flows of the thread. Thus, it is possible to find the maximum stack 

usage of each thread by analyzing executable binary code. The stack analysis 

techniques work on this principle. However, these techniques are unavailable if 

the executable binary code contains a recursive or an indirect function call and 

often overestimate the stack usage [7, 18, 24, 25]. An indirect function call means 

calling a function by address instead of symbol. 

2.2   Stack Pollution Check Techniques 

There have also been researchers who propose maximum stack usage measurement 

techniques by stack pollution check in run-time [14, 22, 23]. A system using these 

techniques sets an initial value to the stack area, like Fig. 1-(1). Then, the initial  

 

 

Fig. 1 Use case of the stack pollution check techniques 
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value of the stack area is polluted as much as the stack is used, like Fig. 1-(2). 

Therefore, it is possible to find out the maximum stack usage by checking the amount 

of polluted area after testing. 

However, these techniques are unavailable if stack is used as shown in Fig. 1-

(3). Also, when the stack usage exceeds the assigned stack size, the system could 

malfunction before detecting and handling the stack overflow, because these 

techniques check stack usage after the stack is used. 

2.3   Dynamic Stack Resizing Techniques 

Some other researchers have proposed dynamic stack resizing techniques as a 

solution for stack optimization [5, 7]. These techniques make it possible to use a 

set of discontinues memory fragments as a stack. Thus, with these techniques, it is 

possible to dynamically resize a stack in run-time just when the stack becomes 

insufficient. Developers do not need to optimize stack by themselves, if they use 

these techniques. However, these techniques decrease performance and cause 

memory fragmentation problems. In addition, these techniques are unavailable in a 

system that needs real-time characteristics, because they make the executing times 

of functions unpredictable. 

2.4   Event-Driven Architecture 

As stated above, it is hard to use multi-threading in memory-limited embedded 

systems because of the difficulty of stack optimization. Also, there has been no 

clear solution for stack optimization until now. So some researchers have 

proposed event-driven architecture as an alternative to the multi-thread 

architecture [11, 15, 16] to run multiple tasks at the same time in memory-limited 

embedded systems. If the event-driven architecture is used instead of the multi-

thread architecture, the stack optimization becomes easy, because a system made 

with the event-driven architecture uses only one stack. However, with the event-

driven architecture, it is hard to develop systems that use algorithms of which the 

execution time is long, such as compression and encryption. [6, 11, 12, 17, 18, 19]. 

3   Compiler-Assisted Maximum Stack Usage Measurement 

Technique 

This paper proposes compiler-assisted maximum stack usage measurement 

technique as a novel solution for stack optimization. This technique uses two 

algorithms. The first is a run-time stack usage maximum record measurement 

algorithm. It is an algorithm for measuring the maximum record of stack usage in 

run-time, as its name indicates. The second is run-time stack overflow prediction 

algorithm, which is for predicting and preventing stack overflow in run-time. In 

this section, we will explain these two algorithms in detail with the 

implementation example on the ARM platform. 
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3.1   Run-Time Stack Usage Maximum Record Measurement 

Algorithm 

The principle of this algorithm is as follows: The compiler inserts code in Fig. 2 
 at the beginning of each function during the compile time. Whenever context 
switching, the operating system switches the stack usage maximum record (saves 
the record of current thread and restores the record of next thread), like other 
contexts. Then, the stack usage maximum record of each thread can be found from 
the context backup area (thread control block) of the thread. This algorithm is 
possible because all compilers know the stack usage of each function. It is not an 
assumption but a fact because the compiler itself decides how to use the stack. 

 

Fig. 2 Pseudo code for run-time stack usage maximum record measurement 

The GNU ARM C compiler [13] and the Ubinos [20] were modified to support 
this algorithm. The Ubinos is an operating system that we developed for memory-
limited embedded systems. It supports multi-threading, rich inter-thread 
communication functions, and yet it consumes few resources. The modified GNU 
ARM C compiler [21] and the Ubinos implement this algorithm as follows: The 
executable binary code generated by the GNU ARM C compiler uses a stack as 
shown in Fig. 3. As previously stated, the GNU ARM C compiler knows the stack 
usage of each function during the compile time. Thus, the GNU ARM C compiler 
could be easily modified to insert the code in Fig. 2 at the beginning of the 
executable binary code of each function. 

 

Fig. 3 Stack use case of a code generated by the GNU ARM C compiler 
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Fig. 4 shows the optimized version of the pseudo code in Fig. 2 for easy 

implementation on the ARM platform. The stack pointer value decreases as much 

as stack usage increases, because the GNU ARM C compiler uses stack by a full 

descending method. Thus, the stack pointer after the execution of a function can 

be predicted by subtracting the stack usage of the function from the current stack 

pointer, and the stack pointer value becomes the lowest when the stack usage is at 

a record high. Also, the Ubinos keeps the stack start address and the stack size of 

each thread. The stack usage maximum record of each thread that is desired can be 

calculated using the stack pointer minimum record, the stack start address, and the 

stack size of each thread. 

 

Fig. 4 Pseudo code for run-time stack usage maximum record measurement (Optimized 

version for the ARM platform) 

Fig. 5 shows the run-time stack usage maximum record measurement code that is 

implemented with the ARM instructions. Fig. 6 shows the code that is implemented 

with the THUMB instructions.  

 

Fig. 5 The run-time stack usage maximum record measurement code implemented with the 

ARM instructions 

The symbol, “_sucheck_stacktop_max” in Fig. 5 and 6 is the global variable 

that keeps stack pointer minimum record of current thread. The symbol, “<max 

stack usage>” is replaced with constant integer in real code. It is the stack usage of 

a function to which this code is inserted. The register, “ip(r12)” is used without 

being saved and restored because it is the inter-procedure-call scratch register. 

This register does not need to be preserved [3]. If the new compile option, “-

msucheck” is used, the modified GNU ARM C compiler inserts the code in  



Compiler-Assisted Maximum Stack Usage Measurement Technique 119

 

Fig. 5 at the beginning of each function that consists of the ARM instructions, and 

inserts the code in Fig. 6 at the beginning of each function that consists of the 

THUMB instructions. Whenever context switching occurs, the Ubinos saves the 

value of the global variable, “_sucheck_stacktop_max” into the thread control 

block of the current thread, and changes the value of the variable to the value in 

the thread control block of the next thread, like Fig. 7. 

 

 

Fig. 6 The run-time stack usage maximum record measurement code implemented with the 

THUMB instructions 

 

Fig. 7 Switching stack pointer minimum record 
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With this algorithm, the maximum stack usage of each thread can be found. 

However, this algorithm cannot handle stack overflow exceptions. So we also 

propose the run-time stack overflow prediction algorithm, which will be explained 

in the following section. 

3.2   Run-Time Stack Overflow Prediction Algorithm 

The principle of this algorithm is as follows: The compiler inserts the code in  

Fig. 8 at the beginning of each function. The operating system switches the stack 

size information, whenever context switching occurs. A system made this way can 

predict and prevent stack overflow exceptions. 

 

Fig. 8 Pseudo code for run-time stack overflow prediction 

The modified GNU ARM C compiler and the Ubinos implement this algorithm 
as follows: Fig. 9 shows the optimized version of the pseudo code in Fig. 8 for 
easy implementation on the ARM platform. Because the GNU ARM C compiler 
uses a stack by a full descending method, if stack overflow occurs, then the stack 
pointer value becomes less than the stack start address. Thus, stack overflow can 
be predicted by comparing the predicted stack pointer and the stack start address, 
like the pseudo code in Fig. 9. 

 

Fig. 9 Pseudo code for run-time stack overflow prediction (Optimized version for the ARM 

platform) 

Fig. 10 shows the run-time stack overflow prediction code that is implemented 
with the ARM instructions. Fig. 11 shows the code that is implemented with the 
THUMB instructions.  

As stated above, the symbol, “<max stack usage>” in Fig. 10 and 11 is replaced 
with constant integer in real code, and its value is the stack usage of the function to 
which this code is inserted. The register, “ip(r12)” is used without being saved and 

restored because it is inter-procedure-call scratch register. The symbol, 

“_socheck_overflow_handler__arm” and “_socheck_overflow_handler__thumb” are 

the stack overflow handler functions. The symbol, “_socheck_stacklimit” is the 

global variable that keeps the stack start address of current thread. If the new compile  
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Fig. 10 The run-time stack overflow prediction code implemented with the ARM 

instructions 

 

Fig. 11 The run-time stack overflow prediction code implemented with the THUMB 

instructions 

option,“-msocheck” is used, the modified GNU ARM C compiler inserts code in  
Fig. 10 at the beginning of each function that consists of the ARM instructions, and 
inserts code in Fig. 11 at the beginning of each function that consists of the THUMB 
instructions. Whenever context switching occurs, the Ubinos changes the value of the 
global variable, “_socheck_stacklimit” to the stack start address of the next thread, 
like Fig. 12. 

 

The idea of this algorithm is not new. Some researchers proposed similar 

algorithms, although they lack considering for multi-threading [7]. The old ARM 

procedure call standard [1] also included a similar algorithm, although the current 

standard [3] does not. The old version of C compiler made by ARM Limited [2] 

supported the option ‘-apcs /swst’ for the similar algorithm, but the current version 

does not support this option [4]. Presumably, it is because the current major 

products based on the ARM architecture tend to have memory management unit 

and adequate memory. In addition, the GNU ARM C compiler does not support  
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Fig. 12 Switching stack limit information 

this algorithm. The options, "-mapcs-stack-check", "-fstack-check", "-fstack-limit-

register=reg", and "-fstack-limit-symbol=sym" for similar purposes are defined, 

but these options cannot be used in memory-limited embedded systems which are 

the target of this paper, because these options are not implemented or are 

implemented using a memory management unit. In summary, we modified the 

GNU ARM C compiler to support this algorithm, as stated above. 

4   Evaluation 

Let’s assume the following situation: An embedded system including TCP echo 

service function is being developed. The system has to run the following threads at 

the same time. The first is “ip_task” that is a thread for Ethernet and TCP/IP 

service. The second is “tcpecho_task” that is a thread for echo service through the 

TCP. The third is “shell_task” that is a thread for simple shell service. The 

maximum stack usage of each thread is 424(0x1A8), 296(0x128), and 404(0x194) 

bytes in that order. The available memory that can be used as stack is only 

1152(0x480) bytes, and the default stack size of a thread is 384(0x180) bytes. And 

the system has a bug that makes itself crash. If a traditional way that does not use 

the technique proposed in this paper is used, the process to optimize stack is 

presumably as following: 
 

1. The developer sets the stack sizes of all threads to the default value. Then, he/she 
builds and tests the executable binary code. 

2. The system crashes during testing. 
3. The developer guesses and sets the proper stack size of each thread. Then, he/she 

builds and tests the executable binary code again. 
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4. Although the developer repeats step 3 many times, the problem is not solved. 
5. The developer thinks that the reason of the system crash may not be a stack overflow, 

and reviews the source code. 
6. The developer finds and fixes a suspicious part of the source code. He/she then builds 

and tests the executable binary code again. 
7. But the system still crashes during testing. 
8. Although the developer keeps reviewing the source code many times, he/she cannot 

find a suspicious part of the source code anywhere. 
9. The developer thinks again that the system crashes may be due to the stack overflow, 

and repeats step 3 again. 
10. After repeating step 3 many times, accidentally, the developer finds out that the system 

does not crash if each stack size of “ip_task”, “tcpecho_task”, and “shell_task” is 
432(0x1B0), 304(0x130), and 416(0x1A0) bytes in that order. 

11. Feeling insecure, the developer releases the executable binary code. 
 

The step 4 and 9 of this scenario need good intuition and good luck. Due to this, it 

is hard to predict the time and effort needed to optimize stacks in this scenario. It 

normally takes a lot of time and effort. In other words, this scenario is uncertain 

and inefficient. On the other hands, if the technique proposed in this paper is used, 

the stack optimization process is presumably as following: 
 

1. The developer sets the stack sizes of all threads to the default value. Then, he/she 
builds and tests the executable binary code with the technique proposed in this paper. 

2. During testing, a message notifying that stack overflow will occur in the “ip_task” is 
displayed. Immediately after, the current stack usage maximum record of each thread 
is displayed. Each stack usage maximum record of “ip_task”, “tcpecho_task”, and 
“shell_task” is 396(0x18C), 224(0xE0), and 224(0xE0) bytes in that order. 

3. The developer changes each stack size of “ip_task”, “tcpecho_task”, and “shell_task” 
to 512(0x200), 320(0x140), and 320(0x140) bytes respectively. Then, he/she builds 
and tests the executable binary code again. 

4. During testing, a message notifying that stack overflow will occur in the “shell_task” 
is displayed. Each stack usage maximum record of “ip_task”, “tcpecho_task”, and 
“shell_task” is 400(0x190), 224(0xE0), and 348(0x15C) bytes in that order. 

5. The developer changes each stack size of “ip_task”, “tcpecho_task”, and “shell_task” 
to 464(0x1D0), 224(0x0E0), and 464(0x1D0) bytes respectively. Then, he/she builds 
and tests the executable binary code again. 

6. During testing, a message notifying that stack overflow will occur in the 
“tcpecho_task” is displayed. Each stack usage maximum record of “ip_task”, 
“tcpecho_task”, and “shell_task” is 400(0x190), 244(0x0F4), and 404(0x194) bytes in 
that order. 

7. The developer changes each stack size of “ip_task”, “tcpecho_task”, and “shell_task” 
to 432(0x1B0), 304(0x130), and 416(0x1A0) bytes respectively. Then, he/she builds 
and tests the executable binary code again. 

8. Although the message notifying stack overflow is not displayed any more, the system 
still crashes during testing. 

9. The developer reviews the source code. 
10. The developer finds out and fixes a suspicious part of the source code. He/she then 

builds and tests the executable binary code again. 
11. The system does not crash any more during testing. 
12. After all tests, the developer checks the stack usage maximum record of each thread. 

Each stack usage maximum record of “ip_task”, “tcpecho_task”, and “shell_task” is 
424(0x1A8), 296(0x128), and 404(0x194) bytes in that order. 
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13. The developer confirms that all stack sizes are proper. Then, he/she builds and tests the 
executable binary code without the technique proposed in this paper. 

14. The developer confirms that there is no error during testing. Then, he/she releases the 
executable binary code. 

 

There are no inefficient or uncertain steps in this second scenario. All steps are 
clear and easy. In fact, the first scenario is contrived. But, in all probability, almost 
all developers who have used multi-threading in memory-limited embedded 
systems have similar experiences. The second scenario (except the assumption of 
a bug) describes a real stack optimization process of the TCP echo server example 
developed with the modified GNU ARM C compiler and the Ubinos.  

Table 1 The optimal stack size of the TCP echo server example 

Optimal stack size (byte) 
ARM / 

THUMB 
Optimization option 

ip task 
tcpecho 

task 

shell task

(idle task) 

Interrupt

(svc) 

-O0 528 344 572 376 
ARM 

-Os 448 288 404 344 

-O0 576 336 620 380 
THUMB 

-Os 424 296 404 312 

 
Table 1 shows the optimal stack size (maximum stack usage) of each thread of 

the TCP echo server example that is measured with the technique proposed in this 
paper. Table 2 shows the memory (RAM) usage of the example.  

Table 2 Memory (RAM) usage of the TCP echo server example 

Memory (RAM) usage 

ARM / THUMB 
Optimization 

option 

With 

proposed 

technique 
Static 

(byte) 

Dynamic 

(byte) 

Total 

(byte) 

Increase  

(%) 

no 2152 2276 4428 - 
-O0 

yes 2192 2276 4468 0.90  
no 2120 1972 4092 - 

ARM 

-Os 
yes 2160 1972 4132 0.98  
no 2156 2364 4520 - 

-O0 
yes 2196 2364 4560 0.88  
no 2088 1956 4044 - 

THUMB 

-Os 
yes 2128 1956 4084 0.99  

 
The stacks of the example were optimized through the process described in the 

second scenario. As a result, although the example runs three threads and uses the 

TCP/IP stack [10], it uses a very small amount of memory (only about 4K bytes). 

Table 3 shows the ROM (Flash) usage and performance of the example. Table 4 

shows the ROM (Flash) usage and result of the Dhrystone performance test 

example.  
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Table 3 ROM (Flash) usage and performance of the TCP echo server example 

ROM (Flash) usage Performance 
ARM / 

THUMB 

Optimization 

option 

With proposed 

technique (byte) 
Increase 

(%) 

Round trip 

time (us) 

Decrease 

(%) 

no 90332 - 772 - 
-O0 

yes 112040 24.03  884 12.67  

no 50720 - 442 - 
ARM 

-Os 
yes 64764 27.69  498 11.24  

no 58356 - 672 - 
-O0 

yes 77188 32.27  761 11.70  

no 36740 - 391 - 
THUMB 

-Os 
yes 50580 37.67  448 12.72  

Table 4 ROM (Flash) usage and result of the Dhrystone performance test example 

ROM (Flash) usage Performance 
ARM / 
THUMB 

Optimization 

option 

Use proposed 

technique (byte) 
Increase 

(%) 

Dhrystones per 

second 

Decrease 

(%) 

no 115836 - 8375 - 
-O0 

yes 136208 17.59  7350 12.24  

no 71928 - 23650 - 
ARM 

-Os 
yes 87144 21.15  21325 9.83  

no 79464 - 10425 - 
-O0 

yes 97520 22.72  9175 11.99  

no 55276 - 30075 - 
THUMB 

-Os 
yes 70520 27.58  25675 14.63  

 
Fig. 13 and Fig.14 show overheads of the proposed technique. As shown in these 

figures, this technique has some overheads. However, the overhead of the memory 

that is the most important resource of the systems which are the target of this 

paper is less than 1%, and the performance overhead is not significant. The ROM 

overhead is relatively high, but it is at a manageable level and current research 

group anticipates that the ROM overhead will decrease to half in the next version 

of the implementation that is currently being developed. Furthermore, the 

overheads are not added to the final release of the executable binary code, because 

the proposed technique is necessary only during the stack optimization process in 

the development phase. 

 

Fig. 13 Overheads of the proposed technique in the TCP echo server example 
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Fig. 14 Overheads of the proposed technique in the Dhrystone test example 

Table 5 shows problems of techniques for stack optimization. The techniques 

proposed in prior research have problems that make them unpractical, but the 

compiler-assisted maximum stack usage measurement technique proposed in this 

paper does not. As stated above, the technique has some performance and ROM 

overhead, but these overheads are added only during the stack optimization process 

in the development phase and not significant. Thus, it is not a serious problem. 

Also, the technique needs testing to measure maximum stack usage, but it is also 

not a serious problem because the testing is always necessary to make reliable 

systems even though other stack optimization techniques are used. The possibility 

of stack overflows by untested control flow can also be removed. This problem and 

the solution for it will be explained in detail in the next section. The solution for the 

problem that the technique cannot address the stack usage of software segments 

developed with assembly language will also be explained in the next section. 

Table 5 Problems of techniques for stack optimization 

-

Stack

analysis

technique

Stack pollution

check

technique

Dynamic stack

resizing

technique

Compiler-assisted

maximum stack usage

measurement technique

Possibility of overestimation of

stack usage
X X X

Cannot use with recursive function

call
X X X

Cannot use with indirect function

call
X X X

Possibility of undetectable stack

usage
X X X

Possibility of failure to detect

stack overflows
X X X

Need testing X X

Possibility of stack overflows by

untested control flow
X X

Cannot address the stack usage of

software segments developed with

assembly language

X X X

Memory overhead X X X X

Performance overhead X

ROM overhead X X

Memory fragmentation problem X X X

Unpredictable response time X X X

Exist only during the stack optimization process  
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This evaluation was accomplished on the ESPS mobile board shown in Fig. 15. 

It is a multi-purpose board that we developed for embedded system prototyping. 

 

Fig. 15 ESPS mobile board (Multi-purpose board for embedded system prototyping) 

5   Problems and Solutions 

First, the technique proposed in this paper has the possibility of stack overflow by 

untested control flow. To find the exact maximum stack usage with this technique, 

all possible control flows have to be reproduced during testing. However, 

sometimes it is difficult because there can be control flows that occur very rarely. 

The untested control flow can make the measurement incorrect and cause stack 

overflows. This problem can be solved by using dynamic stack resizing technique 

in conjunction with the proposed technique. If the dynamic stack resizing 

technique is used with the run-time stack overflow prediction algorithm proposed 

in this paper, the stack overflow caused by the untested control flows can be 

prevented. Also, the performance overhead problem of the dynamic stack resizing 

technique is solved naturally if it is used with the technique proposed in this paper, 

because stack resizing action will be performed very rarely in systems in which 

stack is optimized with the technique proposed in this paper. At present, the 

current researchers are developing algorithms that will make it possible to resize 

stack in a short fixed time without memory fragmentation. It is believed by the 

current authors that these algorithms can clearly solve this problem. 

Second, the technique proposed in this paper cannot address the stack usage of 

the software developed with assembly language. Sometimes, a few segments of 

software are developed with assembly language to improve performance or to 

precisely control hardware. The technique proposed in this paper cannot manage 

the stack usage of such software segments, because they do not go through the 

compile process. However, it is not difficult to manually insert the special code for 

supporting this technique at the beginning of these software segments, because 

only a very few segments of uncomplicated software code are developed with 

assembly language these days, as stated above. It can also be a practical solution 

for this problem to manually calculate and add the maximum value among the 

stack usages of these software segments to the maximum stack usage of each 
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thread in advance, because almost all stack usages of such segments are small and 

not accumulated. 

6   Conclusion 

This paper proposes the compiler-assisted maximum stack usage measurement 

technique as a new solution for stack optimization. With this technique, we can 

clearly find out the maximum stack usage of each thread during testing, and thus 

clearly allowing stack optimization. Also, unlike the solutions proposed in prior 

research, this technique does not have problems such as limited availability, the 

possibility of undetectable stack usage, and memory fragmentation. This 

technique adds some overhead, but the overhead is added only during the stack 

optimization process in the development phase. Also, despite the necessity for 

modification of the compiler and operating system, this technique is easy to 

implement. It can be implemented by slight modification of the existing compiler 

and operating system. Furthermore, this technique was verified by implementing 

and evaluating it on the ARM platform. Although this technique still has the 

possibility for stack overflow by untested control flow, the current research group 

believes that the short and fixed time-consuming stack resizing technique that is 

currently being developed can solve this problem. 

Many embedded systems currently have a memory management unit and 

adequate memory, but a considerable number of embedded systems still do not 

have a memory management unit and have less than tens of kilo-bytes of memory 

because of energy-efficiency, cost, and size. Also, in the near future, the number 

of such memory-limited embedded systems is expected to increase as wireless 

sensor networks and ubiquitous computing that need massive energy-efficient, 

low-cost, and small embedded systems come into use. However, the people who 

develop such memory-limited embedded systems are still having a hard time using 

multi-threading because of the difficulty of stack optimization. The technique 

proposed in this paper can be a clear solution for this problem. Although the 

technique has not been perfected yet, it is still a practical solution, and the current 

research group anticipates perfecting the technique in their next work. 
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Fault-Tolerant Clock Synchronization for  
Time-Triggered Wireless Sensor Network* 

Dong-Gil Kim and Dongik Lee 

Summary. Wireless sensor networks have been employed in a wide range of in-
dustry thanks to the benefits of mobility, flexibility and low cost. However, the 
unreliability of wireless networks is a great challenge to be used in feedback con-
trol. In order to offer reliable and deterministic wireless communications, time-
triggered mechanisms are commonly used. This paper presents a fault-tolerant 
clock synchronization method that can be used for a time-triggered wireless net-
work. The effectiveness of the proposed method is demonstrated through a set of 
experiments.  

1   Introduction 

Wireless technology has many advantages over wired network [1]. First of all, 

wireless links between computing components reduce the install costs and the 

complexity of wiring harness. Enhanced mobility and flexibility of the system are 

also beneficial for the easy modification leading to the reduced time-to-market. 

Thanks to these advantages, several researchers have paid attention to apply wire-

less networks into feedback control [2-4]. However, wireless networks, such as 

Zigbee [5,6], have drawbacks with communication reliability to be used in feed-

back control. One of the serious problems with Zigbee is the non-deterministic 

temporal behavior caused by CSMA/CA. Although CSMA/CA provides an effi-

cient solution to resolving message collisions at low bus traffic, randomly varying 

message latency results in the degradation of control performance [7]. Another 

drawback with CSMA/CA is the difficulty in detecting the loss of message  

because the expected arrival time is unknown to the receiving nodes. 

Several researchers have employed a time-triggered mechanism to achieve reli-

able and deterministic wireless networks. For example, Kim et al. [8] imple-

mented a time-triggered mechanism on top of IEEE802.15.4. The key idea is to 

assign timeslots in which designated nodes have exclusive rights to broadcast on 

the bus. As a result, even at high bus traffic, latency of each message with a low 

priority can be bounded.  
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Since a time-triggered protocol depends on the notion of common time  

reference, synchronization of all clocks in the network must be achieved. Other-

wise, message collision could occur due to overlapped timeslots, leading to exces-

sive message delays. Since every node in the network operates in a physically 

separated place, local clocks can drift away from each other. However synchroni-

zation of local clocks is not an easy task as clock properties are varying with time 

and environmental variables such as temperature and humidity. For the last three 

decades, the clock synchronization problem has been mainly studied in computer 

science [9,10]. However, these methods have drawbacks in applying to a wireless 

sensor network because of the computing overhead, needs for external hardware, 

or the risk of faulty master clocks.  

This paper addresses a software-based fault-tolerant clock synchronization 

technique that can be used for a time-triggered wireless sensor network based on 

IEEE802.15.4. The proposed method requires very low computing load while of-

fering microsecond-precision and the ability of tolerating faulty master clocks. In 

order to achieve the high precision and fault-tolerance, it exploits MAC-layer 

timestamping and a mater-slave structure with multiple masters. The effectiveness 

of the proposed method is demonstrated through a set of experiments. 

2   Time-Triggered Wireless Sensor Network 

2.1   Needs for Time-Triggered Wireless Network  

Control systems nowadays employ digital communication networks to satisfy 

various demands on performance, maintenance, and reliability [12]. However, for 

implementing and/or modifying a networked control system, wired networks 

cause significant limitations in terms of mobility, flexibility and extensibility. The 

use of wireless communication networks can be considered as an effective  

solution to overcoming these problems [2,3,13].  

The ZigBee protocol based on IEEE802.15.4 is one of the most commonly used 

wireless sensor networks [5,6,14]. However, a ZigBee network has two drawbacks 

to be used in a feedback control system. One is the non-deterministic temporal  

behavior under high level of bus traffic, and the other is undetected message colli-

sions between nodes. The non-deterministic behavior is mainly caused by the arbi-

tration mechanism based on CSMA/CA. Although CSMA/CA offers an efficient 

solution to resolving message conflicts at a low level of bus traffic, lower priority 

messages may prevent higher priority messages from accessing to the bus channel. 

Also the randomly varying message latency results in the degradation of control 

performance, and even an unstable system [7]. Another difficulty is the undetected 

message collisions caused by the hidden terminal problem as shown in Fig.1. 

Since messages transmitted by either node D1 or node D2 are not recognized by 

the other node, both nodes may try to send messages simultaneously, resulting in a 

conflict at node C.  
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D1 D2C

 

Fig. 1 An example to show hidden terminal problem 

2.2   Time-Triggered Network Based on IEEE802.15.4 

In order to overcome these problems, the authors have previously developed a de-
terministic wireless network for feedback control [8]. As illustrated in Fig.2, the 
protocol is based on a time triggered mechanism implemented on top of the MAC 
layer of IEEE 802.15.4. Time-triggered approaches are mainly based on the time 
division multiple access (TDMA) mechanism, in which exclusive timeslots are 
designated to each node of the system. Therefore, not only can message latency be 
constant virtually independent of the level of bus traffic, but also the hidden  
terminal problem can be avoided.  

Network Drive 

Medium Access Control (MAC) Layer

Physical (PHY) Layer 

Network

Scheduler
Timetable

IEEE-

802.15.4

Time-

Triggered

Mechanism

Application Layer

 

Fig. 2 Time-triggered wireless network architecture [8] 

2.3   Clock Synchronization 

The availability of reliable and accurate time references across the whole network 
nodes is very critical for the success of time-triggered communications. A simple 
synchronization strategy based on master-slave architecture has been employed in the 
previous work. The central controller periodically broadcasts beacon messages to 
which entire nodes of the system synchronize their local time. As depicted in Fig.3, 
the central controller broadcasts beacon messages at the predetermined period of 
time. On the reception of a beacon message, each slave node resets its local time. 
However, this approach has obvious limitations: the lack of fault-tolerance in the 
event of faulty master, and the excessive synchronization errors of 2.5ms due to the 
transmission delay with beacon signals [14]. 



134 D.-G. Kim and D. Lee

 

(a)

(b)  

Fig. 3 Clock synchronization for the previous work [14]; (a) beacon message broadcast by 

master, and (b) synchronization error between master and slave nodes 

3   Fault-Tolerant Clock Synchronization for Time-Triggered 

Wireless Sensor Network 

3.1   Overview 

It is obvious that a clock synchronization mechanism for feedback control systems 

must be able to provide high degree of precision and the ability of tolerating faulty 

clocks while requiring low computing load. However, the existing synchronization 

mechanism depicted in Fig.3 suffers the problems of excessive synchronization  

errors due to the transmission delay as well as the lack of fault-tolerance.  

In order to improve the above mentioned two problems, this paper presents a 

novel multi-master based fault-tolerant clock synchronization method that can be 

applied to time-triggered wireless sensor networks. The proposed method adopts a 

master-slave structure with multiple masters and MAC-layer timestamping that 

can greatly improve the precision. Although the use of multiple masters is com-

monly found in a master-slave structure, the uniqueness of the proposed method  

is the simplicity in selecting a correct master candidate. The main feature of the 

proposed method is summarized as follow: 
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Tolerating faulty master: The proposed method has a master-slave structure in order 

to make the algorithm as simple as possible. The master-slave structure can drasti-

cally reduce the number of messages for synchronization if a broadcast network is 

used. The ability of tolerating faulty master is achieved through a novel method to de-

termine a correct master clock by comparing the message arrival times.  

Improving synchronization accuracy: All clock nodes in the system synchronize to 

the time of a selected master clock. In order to eliminate all uncertainty including the 

effect of transmission delay, the MAC-layer timestamping technique [11] is used. 

3.2   Broadcasting Synchronization Messages by Multi-master 

Nodes 

Fig.4 shows the proposed synchronization method in a multi-hop network envi-

ronment. Each hop has a small number of master nodes that are preselected to 

broadcast synchronization messages in their exclusive transmission timeslots. 

Note that, even in the same hop, the master clock that broadcasts the synchroniza-

tion message keeps changing according to the progress of timeslots. All other 

nodes excepting the current master node play as slave nodes. Therefore, any single 

faulty master does not cause any synchronization failure.  

Synchronization across a multi-hop network is achieved by assigning the relay 

master clock nodes that transfer the reference time of one hop to the next hop. The 

number of relay nodes between two hops is determined based on the demand for 

fault-tolerance. 

 

Fig. 4 Broadcasting of synchronization messages by multi-master clocks in a multi hop network 

3.3   Fault-Tolerance with Multi-master 

A multi-master approach is employed in the proposed algorithm in order to  

tolerate faulty master clocks. As shown in Fig.5(a), a set of master candidate 

clocks (Ci) are predetermined and assigned to timeslots at which they transmit 

synchronization messages (i.e., timestamps). The time interval (ri) between any 
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two successive master candidate clocks, Ci-1 and Ci, is set to equal. In a multi-

master approach, the minimum size (N) of master candidate group to tolerate upto 

f faulty clocks is given by N=2f+1. Therefore, each clock has to run a voting 

mechanism to select a correct master clock among the candidate master clocks.  

The proposed method for identifying a correct clock is based on the time  

interval between two successive synchronization messages. Firstly, each clock 

calculates the time interval ri as below: 

1i i ir C C −= −
                                                          (1) 

where, Ci and Ci-1 represent the arrival times of synchronization messages being 

sent by master candidate clocks. Since all master candidate clocks are supposed to 

send their synchronization messages in a uniform time interval, a correct master 

candidate clock Ci must satisfy the following requirement: 

1i ir r−=                                                       (2) 
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Fig. 5 Proposed method for selecting a correct master to tolerant faulty clocks; (1)schedule 

for sending synchronization messages; and (b) example of identifying correct master clocks 

for f=2 (Shaded clocks are faulty. Bold arrows indicate possible synchronization by clock S.) 

In contrast, if the clock Ci is faulty, the above condition cannot be satisfied. 

Therefore correct master candidate clocks can be identified by examining eqn (2). 

Since every clock has a nonzero drift rate, eqn (2) can be rewritten as follow:  

1i ir r D−− ≤                                                       (3) 

where, D denotes an acceptable clock skew between any two correct clocks.  

Fig.5(b) shows an example of determining faulty clocks using the proposed 

method. It is assumed that the total number of faulty clocks is f=2, and two suc-

cessive master candidate clocks cannot be faulty. In this example, α denotes the 

number of pairs having equal time intervals, and satisfies α>0 by the assumption. 

The minimum number of clocks in the network should be 5 including non-master 
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clocks. The clock S denotes an arbitrary clock receiving synchronization mes-

sages. It is important to notice that the receiving clock S indicates not only slave 

clocks but also all master candidate clocks excepting the one sending a synchroni-

zation message. It is straightforward that the clock Ci satisfying eqn.(3) is a correct 

master clock to which the clock S can synchronize. 

3.4   Synchronization Precision 

The synchronization precision (δ) can be defined as the worst skew between any 

two correct clocks. The synchronization precision that can be achieved with a 

master-slave structure is given by: 

2 , (2 1)R r R r fδ ρ ξ= + ≤ ≤ +                                    (4) 

where, ρ and R denote the clock drift rate and the interval between two effective 

synchronizations, respectively. ξ is the clock reading error caused by clock resolu-

tions and delays for computing and message transmissions. For example, assume 

that the required synchronization precision is δ=10μs with f=1 and ξ=5μs. Then the 

maximum resynchronization interval r can be given by 83ms.  

To improve the synchronization precision, it is necessary not only to use a short 

resynchronization interval, but also to minimize the clock reading error. Since the 

primary cause for the clock reading error is delays for message arbitration, the 

MAC-layer timestamping technique [11] is used in this work. 

4   Experimental Results 

The experiments conducted in this work are two fold: one is to verify the perform-

ance of the proposed synchronization method in terms of fault tolerance and  

synchronization precision; and the other is to demonstrate the performance of DC 

motor control with the time-triggered wireless sensor network using the proposed 

synchronization method. Two different demonstrator setups for each experiment 

are used as shown in Fig.6 and Fig.8. The key features of the nodes on which the 

time-triggered mechanism is implemented are summarized in Table 1. 

Table 1 Key specifications of IEEE802.15.4 nodes used for experiments 

Item  Description 

Microcontroller Atmega 128L  

Clock [MHz] 7.37 

ROM [KB] 128 

RAM [KB] 2 

Storage [KB] 4 

Radio [GHz] CC2420 2.4   

Bit rate [Kbps]  250  

Max range [m] 125  

Power source  2 AA batteries 

Operating system TinyOS ver. 1.1.7 
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4.1   Results for Clock Synchronization 

The proposed method is examined using the experimental setup illustrated in 

Fig.6. The number of faulty clocks is assumed to f=1, and thus three clocks includ-

ing two master candidates (C1 and C2) are used. The resynchronization interval r is 

chosen by 100ms. For the purpose of collecting experimental data, each node is 

equipped with a CAN interface. Two master candidate clocks are supposed to pe-

riodically broadcast their synchronization messages, while all of the three clocks 

transmit their local time to a PC that runs CANalyzer®.  

The experiments carried out in this work are two fold: one is to demonstrate the 

ability of fault-tolerance against a faulty master clock C1; and the other is to de-

termine the synchronization precision achieved.  

 

Fig. 6 Experimental setup for clock synchronization 

Clock synchronization precision: Fig.7(a) shows the synchronization precision be-

tween the clocks C2 and S. Each clock generates a periodic pulse according to its 

local time. The synchronization precision is determined by comparing two pulse 

signals with an oscilloscope. The precision achieved is around 8μs thanks to 

MAC-layer timestamping. 

Fault-tolerance with faulty master clock: The ability of tolerating a faulty master 

clock (C1) is verified by examining the synchronization between two clocks, C1 

and S, as shown in Fig.7(b). The clock C1 is enabled at t=15s and then the slave 

clock S immediately synchronizes to the time of C1. While the clock C1 is re-

moved at t=28s, the slave clock S still maintains its local time by synchronizing to 

the other master clock C2. The disabled clock C1 is reactivated at t=45s. Note that 

the recovered master clock C1 is now reset to the time of C2 and the slave clock S 

still retains its local time which is synchronized to C2, instead of resynchronizing 

to C1. This result implies that the slave clock S is not interrupted by the faulty 

master clock C1 thanks to the second master clock C2, proving the ability of  

tolerating faulty master clocks with the proposed method. 
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Fig. 7 Results of clock synchronization; (a) synchronization precision measured with  

oscilloscope, and (b) synchronization between the slave clock S and fault master C1 

4.2   Results for Feedback Control of DC Motor 

Fig.8 depicts the experimental setup for these experiments. The central controller 

(node SYNCH_1) is communicating with the PC through CAN to provide set-

points which are desired motor speed. The setpoint information is then transmitted 

to the motor controllers (nodes PID_1 and PID_2) through the time-triggered 

wireless network which is synchronized with the proposed method. MOT_1 and 

MOT_2 nodes act as the interface to the DSP which generates commanded PWM 

signals as well as collects the encoder outputs. The encoder outputs are then fed 

back to node PID_1 and PID_2 through wireless communications, forming the 

closed-loop control. The experiments are carried out under approximately 80% of 

channel load.  

Fig.9 illustrates the response of angular velocity control with the time-triggered 

wireless communication network which is synchronized using the proposed me-

thod. When the time-triggered mechanism with the proposed method is employed 

it can be seen that the response is relatively stable and time-invariant. In contrast, 

using the standard Zigbee network without the time-triggered mechanism, the re-

sponse represents a larger settling time and time-varying behavior due to the  

excessive jitter in message latency as shown in Fig.10. The excessive overshoots 

in both results are introduced by proportional control with a large gain. 
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Fig. 8 Experimental setup for feedback control of DC motor 

 
(a)  

 

 

(b)  

Fig. 9 Result of motor control with time-triggered communications; (a) actual trajectory of 

angular velocity, and (b) errors between desired and actual trajectories 
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(b)  

Fig. 10 Result of motor control with standard zigbee network; (a) actual trajectory of angu-

lar velocity, and (b) errors betweens desired and actual trajectories 

5   Concluding Remarks 

In order to offer reliable and deterministic communications on a wireless sensor 

network, time-triggered approaches are commonly used in a wide range of indus-

try. In this paper a fault tolerant clock synchronization method that can be used for 

time-triggered wireless sensor networks has been proposed. The proposed method 

is based on a multi-master structure with an efficient mechanism to determine cor-

rect master clocks to tolerate any faulty master clocks. The microsecond precision 

has been also achieved by adopting MAC-layer timestamping. The proposed me-

thod is so simple that can be implemented on a low-cost embedded processor re-

quiring very low level of computing load. The effectiveness of the proposed me-

thod has been demonstrated through a set of experiments. 
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A Preliminary Empirical Analysis of Mobile

Agent-Based P2P File Retrieval

Naoki Fukuta

Abstract. In this paper, I present a preliminary empirical analysis of P2P-based

semantic file sharing and retrieval mechanism. The mechanism enables us to uti-

lize private ontologies for flexible concept-oriented semantic searches without loss

of privacy in processing semantic matching among private metadata of files and

the requested semantic queries. The private ontologies are formed on a certain ref-

erence ontology with differential ontologies for personalization. In my approach,

users can manage and annotate their files with their own private ontologies. Refer-

ence ontologies are used to find out semantically relevant files for the given queries

that include semantic relations among existing files and the requested files. Mobile

agent approach is applied for both implementing a system with less use of network

bandwidth and coding it into a set of simple and small programs. I show the effec-

tiveness of the use of private ontologies in metadata-based file retrieval. Also I show

that the mobile agent approach has rather less overheads in execution time when the

network latency is relatively high, while it is small enough even when the network

is ideally fast.

1 Introduction

P2P(Peer to Peer) approach is a way to share data among peers with little control

of central servers. In P2P approach, data are mainly managed by each peer and suf-

ficient retrieval mechanisms are prepared to find out necessary data from peers[6].

For such purpose, DHT(Distributed hash table) and other mechanisms have been in-

vestigated for efficient and secure data retrieval[6]. However, there are further fron-

tiers to improve such mechanisms when we need non-exact, flexible matching in the

retrieval[14]. Furthermore, protecting unwanted reveals of secure data that includes

protection of privacy for users is an important issue to be investigated[14][6].
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Mobile agent is an approach that makes each software agent capable to move

from an execution environment to another when such environments are not on

the same computer but connected via a certain network that might be sometimes

disconnected[15]. This approach is especially important to build P2P-based com-

munication software. There are many approaches to implement better mobile agents

and their platforms to realize faster execution and migration of agents, ease of

programming, smaller footprint of agents and platforms, better security, etc[9].

P2P-based approaches are quite different from a traditional information sharing

approach. For example, one traditional information sharing approach could be the

use of a shared file server which stores common files for team members. Such file

servers are often capable to prepare separate accounts for each member and to give

proper access permissions for each file and folder. While file sharing policies should

be shared for the project team members, it is also very difficult to enforce all mem-

bers to follow the given policies when each member joined in many projects and

each of which has different policies. Also in such case, many members might not

have enough time to learn and review all policies. Furthermore, when such policies

have formed in ad-hoc manner and they cannot be shared in all members, it makes

difficult to find out and access appropriate information, especially in the final phases

of the project. This also makes it difficult to find out which data are deprecated,

inconsistent, and being removed. Solving these issues may cause communication

overheads that cannot be neglected[6].

Mobile agent-based approach is especially effective to be applied to build a soft-

ware system that supports teaming tasks that may cover many organizations includ-

ing companies, universities, communities, etc[27][10][28]. On such teaming tasks,

better information sharing is crucial to reach better results in the tasks[16]. For ex-

ample, there are many types of information to be shared in there. Their granularity is

varied, from fine-grained low data files or messages to tacit knowledge that cannot

easily be formed into a document that has explicit descriptions of them. There are

already many researches about information sharing on organization[16][17][7][12].

However, early discussions are for a static organization whose members may have

different interests. Therefore, there are increasing discussions to share information

among people who are in different organizations with different information sharing

policies and the structures are dynamically changing[24][27].

In [8], I discussed about the basic idea and its implementability about P2P-based

file retrieval mechanism when each user has private, personalized ontologies for

their storage and annotation of the shared files. In this paper, I present a preliminary

empirical analysis of P2P-based semantic file sharing and retrieval mechanism that

enables us to use private ontologies for flexible concept-oriented semantic searches

without loss of privacy in processing semantic matching among private metadata

of files and the requested semantic queries. Mobile agent approach is applied for

the purpose to implement a system with less use of network bandwidth and also to

code it into simple programs. In this paper, I show the effectiveness of the use of

private ontologies in metadata-based file retrieval. Also I show that the mobile agent

approach has rather less overheads in execution time when the network latency is

relatively high, while it is small enough even when the network is ideally fast.
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2 Ontology-Based Data Retrieval

2.1 Search Approaches with Semantic Metadata

In many text retrieval approaches, traditional indexing approaches have been used

that allows us to find out all documents that include a certain set of terms. Such

approaches often have been used for Web search engines and other local data storage

software. On the other hand, in P2P-based file retrieval, sometimes it is difficult

to make proper index for the files before the search query has issued[20]. In this

paper, since the discussions are about issues on P2P-based file retrieval, we consider

a metadata-based semantic retrieval approach as an approach that does not need

pre-indexing for the content of documents.

On retrieval approaches that are using semantic metadata, search targets are not

the files which include a certain keyword in their filenames or texts. Rather, they

try to retrieve the files by the relations among the target files with other related

files which are associated with certain conceptual backgrounds[22]. For example,

this enables us to find out a file that contain the original data about a certain figure

that are used in a specific file. Such retrieval can be realized by preparing sufficient

semantic metadata for the files to be retrieved[22][23]. Furthermore, such technolo-

gies can be extended for the use of service retrieval and automated compositions of

them[4].

On P2P-based file retrievals, there are many granularities of targets, e.g., a peer,

a set of files, and a part of file that might be encrypted[23]. While it is very difficult

to cover all of them in a discussion within a single paper, I start the discussion in

a case that seeks a set of files that can normally be managed by ordinary operating

systems.

2.2 Ontology

Ontology based approaches are often discussed for a realization of flexible re-

trieval of data. In Gruber’s definition, ontology is defined as an explicit process of

conceptualization[11]. In recent works in the area, a simple taxonomy-like struc-

ture that captures conceptual hierarchies and relations is also considered as a

(light-weight) ontology. Available ontologies can be found on the web by using

Swoogle[2] and other ontology search services. Furthermore, conceptual networks

in the Wordnet[18] can also be treated as an ontology. Also some automatically gen-

erated ontologies have been published that are mainly generated from Wikipedia or

other large-scale media that contain numerous instances (called individuals in the

ontology research field)[3][25]. Additionally, upper ontologies have also been pro-

posed(e.g., SUMO[21], YATO[19], etc). These ontologies have been used for defin-

ing certain business concepts and also for combining their business processes[5][13].

Ontology description languages and frameworks have also been discussed and

having growth in the use with OWL[1] and other description languages.



146 N. Fukuta

&430-+6 ! 
&430-+6 ! 

&>& 
+322-+732 '5-4 ! 

!.-26 ! !.-26 " 

!.-26 # 

$/1-5 3:2-, *; '5-4 ! $/1-5 3:2-, *;  '5-4 " 

'5-4 " 

'5-4 # %4.)2/<)732 ! 

%4.)2/<)732 " 
  ,/9/5/32 ( 

&31/+/-5 &31/+/-5 

&>& 
+322-+732 

&430-+6 " 

&430-+6 " 

$/4-:
)11
 

&31/+/-5 

%26313.; ! %26313.; " 

Fig. 1 An Overview of Prototype System

In this paper, ontologies that will have concepts, individuals, properties that de-

note relations among them are used in the discussion. This construction is mostly

equivalent to the OWL-DL framework, I omit some discussions about strict infer-

ence mechanisms and restrictions but rather focus on building and using mappings

among ontologies.

2.3 Personalized Ontologies: Their Use and Issues

By associating semantic relations from ontologies to files, it is demanded to realize

flexible semantic retrievals on searching files[22]. However, when such files are

owned and maintained by their owners, the given annotations for such files and

even the used ontologies themselves deeply depend on their owners’ thoughts and

policies.

Furthermore, there are some annotations and associated part of ontologies that

should be kept secret for others even for members of the same division who can

share them. For example, a file F is associated to a project X , and an annotation for

the file F has associated that relates to another secret project Y in the company, the

file F might be shared to a member of X but the relations to Y and details about

the project Y should be kept secret when the member of X is not the employee of

the company. There are demands to keep such metadata or the files secret without

complicated management of policies and permissions to such metadata and files

while they seek effective use of them for better retrievals. There are also demands

about good implementations to realize such mechanisms efficiently and securely[8].

In the next section, I describe a rough idea about them.
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3 A Prototype System

3.1 Overview

I have implemented a prototype system that has some functions that can be useful to

discuss about the issues presented in the earlier sessions. Figure1 show an overview

of the system.

The system realizes a P2P-based file sharing mechanism among same project

members. A peer is assigned to each project member and the sharing policies

are managed and maintained by each software agent that are associated with each

peer. Thus, the peers can store and manage registered files to be shared with other

members.

This system also allows users to make annotations for files and relations among

files. For example, users can add a relation to a file to another file that denotes the

file is an older version of the another file to prevent unexpected or unwanted sharing

of older files, and denote two files as the one be the original figure and the other be

the document that uses the figure to find out the original figures to modify them.

3.2 Privatized Ontology

To make relations among concepts in different ontologies easily, the system pre-

pared a reference ontology to relate such ontologies as a starting point of the discus-

sion. Of course the reference ontology might not be shared to all users and multiple

reference ontologies can be existed. However, in this case, at least one reference

ontology is assumed to be associated the personalized ontologies and all reference

ontologies are assumed to be accessed in open environment. This is a possible way

to associate privatized ontologies by using one or several reference ontologies as a

kind of scaffolding.

To this way, each peer has at least one reference ontology and associated private

ontologies as differential ontologies to the reference ontology. Therefore, in this ap-

proach, each private ontology can be reproducible by the differential ontology and

the associated reference ontology. This approach has another advantage that each as-

sociated software agent does not have to keep the whole reference ontology in them

but just refer it when it needs. There are some big ontologies such as Wordnet. On

the system, such ontologies are not fully loaded in each agent but just referred when

necessary, and only some necessary parts of it is referred. In this model, the impor-

tant part of the ontology is the ontology that denotes differences from its reference

ontology.

3.3 File Retrieval and Transmission

Retrieval of files have been operated by the following way. First, the agent of peer

that wants to retrieve files issues a query as a mobile agent which has differen-

tial ontology and moves to the peers which might have the target files. Then, the
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Fig. 2 The Structure of the Implemented System

destination peer allows the agents to access reference ontologies and the agent can

reproduce the complete ontologies from them. And then the agent will try to find

out the files that are relevant to the query. The files found and permitted by the peer

can be transmitted to the original peer and the obtained files are automatically asso-

ciated to metadata that are inherit from the original one when it should be so (i.e., a

metadata that denotes the file cannot be shared to other project members, it should

be inherited to the transmitted files).

3.4 Implementation

The system has been implemented by using logic-based mobile agent platform

MiLog[9]. The abstract structure of the implemented system is shown in Figure2.

Each peer has realized as an instance of MiLog execution platform. Each peer

has Web-based user interface that has been implemented by MiPage Web API built

on MiLog. The MiLog execution platform runs on each user’s computer and it can

be manipulated by the Web-based UI even when the computer has no connection to

the network such as google gear.

Each peer has individual address and communicates to other peers based on the

address. Here, the addresses for peers should be given when they have possibili-

ties to share files each other. Accesses to the peers have implemented by HTTP or

HTTPS access and tunneling capability has also implemented when peers are in the

firewalls that prevent direct access to the peers via a relay server on the Internet[26].

Each peer has three types of agents. One is to control interactions to the users,

another one is to control the whole behavior of the system, and the other is the agent

that moves to another peer and retrieve files. When the system receives a request
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Fig. 3 An Implemented Web-based User Interface

for retrieval, a clone agent is produced for the file retrieval and then moved to, and

perhaps walked through some peers, and then back to the peer with obtained files

and their metadata.

Migration among peers has been implemented by mobility function implemented

in MiLog platform. MiLog has implemented a very higher class of mobility, strong

mobility, that allows all agents to move to other execution platforms while preserv-

ing the ones’ whole internal execution states, including stacks and local variables in

the code. On the MiLog implementation, communications for agent migration can

be put on HTTP or HTTPS so it can easily be passed through proxy servers and tun-

neling through firewalls when there is a relay server that is sufficiently configured

and has a global IP address1.

Figure 3 shows the web-based user interface implemented on the prototype sys-

tem2. Each browser window is associated to each peer and the window at right side

is the monitoring window implemented in MiLog that indicates how many agents

are in the platform and what they are doing. Since the user interface has built as

Web-based one, it is possible to use with any software or extensions that can cap-

ture and use a part of Web pages, including the capability to convert a part of Web

page into a small widget. Further implementation details are shown in [8].

4 Evaluation

This section describes a preliminary empirical evaluation to the proposed system.

First of all, I evaluated the performance of search precision. Especially, I evaluated

how the private ontology raise up the precision of the search. Since it is difficult

1 Further extensions about this capability have been discussed in [26].
2 Here, to easily capture the screenshot with multiple peers, these runtimes were running on

the same computer. But they also work even when they are deployed in different computers

connected by a certain network.
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to scale the real ontologies for the evaluation, artificially generated ontologies are

used in the evaluation. Here, I considered parameters that will approximate the real

ontologies that are widely used in various purposes. To keep generality and sim-

plicity of experiments, an ontology is constructed only by concept hierarchy that

contains nc of children in each nodeand has depth nd . In the experiment, I prepared

artificially generated ontologies by combinations of parameter nc ∈ {2,5,10} and

nd ∈ {3,4,5,6,10,13,16}. Note the number of concepts in SUMO is nearly equal

to the case of depth and siblings < nc,nd > as < 13,2 >, < 4 : 10 >, and < 6 : 5 >.

Also in Wordnet case, it is equal to the case that uses the depth and siblings as

< 16 : 2 >, < 5 : 10 >, and < 7 : 5 >. Also, private ontologies are generated from

the base ontology by applying the specified number of edit operators ne ∈ {3,5,10}.

In the experiment, I only used the edit operator that replaces its superclass. Then,

a specified number ne of virtual documents are prepared which have some concep-

tual tags that are automatically assigned to them based on reference ontology. In

the experiment, the number of assigned tags for each document is at most nt con-

cepts. In each search process, a virtual document is selected for the search target

and the search query is generated based on the tags assigned to the target document.

To emulate natural annotations, the tags used for the query are randomly shifted

to closer concepts in the user’s private ontology. Also, the tags assigned to docu-

ments are also randomly shifted to closer concepts in the document owner’s private

ontology. Therefore, both each query and assigned tags are not the original ones.

Then the system retrieves the target documents at the document owner’s peer. The

experiment compares the rank of target documents in the search results whether it is

using private ontologies in search algorithm or not. To cover both sparse and dense

document case, I prepared experiments with n f ∈ {10,1001000} depending on the

purpose of the experiments. The parameters for generating ontologies and virtual

documents are summarized in Table 1.

Table 1 Parameters to generate ontologies

nd {3,4,5,6,10,13,16}
nc {3,5,10}
ne {1,2,3,4}
nt {10,100,1000}

The similarity between a document and the conceptual tags in a query is

calculated in the following formula.

∑qci∈Q maxvc j∈V sim(qci,vc j)

|Q|

Here, qci ∈ Q means the conceptual tags in the query Q, vc j ∈V are conceptual tags

assigned to the documents V , and |Q| is the number of tags in the query, respectively.

Although there are several appraoches to compute conceptual similarity sim(c1,c2),
to keep simplicity of the discussion, I use the depth difference i to the deepest
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shared upper concept. For instance, when c j is a depth i of upper concept of c j+i,

sim(c j,c j+1) = γi, where γi was set to γ0 = 1,γ1 = 0.75,γ2 = 0.10,γ j = 0 s.t. i > 2.

Table2 shows the cases which have differences of ranks of retrieved documents

when private ontology is considered. In this experiment, nt = 10 is used so that

the conditions could be harder for the approach. However, in all cases the ranks are

better when private ontology is considered in the retrieval. When the size of ontology

is large, due to the limited number of operation to generate private ontology, the

difference to private ontology is relatively small. Therefore, there is no difference

in the experiment in such case. The experiment shows that the approach works well

even when the prepared ontology is small and documents are sparse in the peer.

Table 2 Search result differences with and without mobile agents

-nd-nc-ne-nt with mobile agents without mobile agents

-10-2-5-2 1st 9th

-3-10-5-1 1st 6th

-3-10-5-2 1st 5th

When the system uses mobile agent to retrieve documents, it may take some

computational and transfer overheads compared to use simple remote querying. Be-

low I compared overheads of using mobile agents in some situations. Note that the

experiments have been done with a preliminary implementation that is not deeply

optimized for better speed or lower data transfer.

The experiment conditions are equal to the previous experiments. Here, I used

n f ∈ {100,1000} and nc = 5, respectively. The computer used for the experiment

is a laptop computer running on MacOSX 10.6.4, with 8GB memory and 3.06GHz

dual-core processor. For each peer, 256MB of memory is assigned for the Java VM.

For experiments throughout firewalls, a relay host is used that is geographically

located in approximately 800km from the experiment place.

Table 5 shows the comparison in time when two peers are locally communicated.

Here, the shown values are the averages in 100 times of the experiments. Here, the

results in “remote query” do not use private ontology so it shows the case when pri-

vate ontologies are shared before querying and there are no computational overheads

to retrieve with private ontologies. So the shown “remote-query” case is the ideal

case when it does not use mobile agent-based retrieval. In the case of n f = 100,

mobile agent-based approach took 50msec of overheads compared to the remote

query case. However, in n f = 1000 the overhead is still there but only 160msec in

1976msec of total execution time. It can be said that when the number of documents

are not too small, the overhead is relatively small to the overall execution time.

Table 4 shows the result on the situation that requires communications through

firewalls to a distanced host. Here, the number of documents is n f = 1000 and the

results are average of 100 times of experiments. Since the mobile agent approach is

robust for network latency, the overhead is far less than remote query approach and

the value is almost equal to the case of local communication.
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Table 3 Overheads of file retrieval within single computer

n f = 100 n f = 1000

using mobile agents[msec] 264.15 1976.57

using remote query[msec] 211.42 1816.28

Table 4 Overheads of file retrieval through firewall

(n f = 1000) through firewall[msec] local[msec]

using mobile agents 1972.68 1976.57

using remote query 4428.72 1816.28

Table 5 shows communication overheads in the previous experimental condition.

Here, although the transferred data are still larger in mobile agent approach, it is

small enough to be used.

Table 5 Data transfers of file retrieval between different hosts

(n f = 1000) sent[kbytes] received[kbytes]

using mobile agents 21.88 20.05

using remote query 20.88 6.02

5 Conclusion

In this paper, I presented a preliminary empirical analysis of ontology-based file

retrieval approach that uses mobile agents. I demonstrated that the use of private

ontology was effective in metadata-based file retrieval. Furthermore, the overhead

of mobile agent approach is rather small in response time when the communication

has done through a firewall with relatively long distance / high latency networks and

it is also small enough even in a local communication environment.
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An Approach to Sharing Business Process

Models in Agile-Style Global Software
Engineering
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Abstract. The globalization of information technology and the improvement of

telecommunication facilities have facilitated software development business pro-

cesses worldwide. Despite this increasingly popular trend, the initial expectations

of the cost reductions of offshore outsourcing have not been realized. Many soft-

ware development companies are facing difficulties caused by many hidden costs,

including translation efforts in language gap, transition risks, learning needs, com-

munication overheads, setup times, ramping up durations, scope creeps, etc. In this

paper, we propose an approach to improving knowledge sharing in global software

development. In addition, the trend of software development methodology has been

changing to iterative and agile style from the classic waterfall model. In iterative and

agile software developments, requirement specification, coding, testing, are mainly

interested in a relatively short term. The rationale of this change came from the

higher software quality and higher customer satisfaction. Iterative process can in-

volve customers and developers into its software development mode carefully and

deeply. One of the challenges is to apply an iterative or agile development model

into global software developments. The main problem is such iterative and agile
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process might need the tremendous number of communications and documents

for collaboration because of iteration. Thus, software collaboration tools will be

valuable for such situations in global software developments.

1 Introduction

Global offshore software development[1] has been receiving attention as a new trend

in the global software engineering field. The globalization of information technol-

ogy (IT) and the improvement of telecommunication facilities have made it possible

to facilitate software development business processes worldwide. Countries such

as India and China have been recognized as significant players in global offshore

software development business. Despite this increasingly popular trend, the initial

expectations of cost reduction of offshore outsourcing are not realized.

The main advantage of offshore software development has been cost reduction.

The other benefit of offshore has been discussed in the literature[1]. As much as

possible, software companies move development tasks offshore to countries with

a highly educated and cheap workforce. In particular, the advancement of IT and

telecommunication facilities is pushing software development offshore. So natu-

rally in the global world, tasks and decision making are distributed around the

world. Also, in Japan, offshoring is one of the most important software develop-

ing methodologies for surviving the competition of software development in the

global world. However, based on several studies of general offshoring (including

data entry, customer service, etc.), half of the organizations failed to generate the

expected benefits[1].

The followings are the popular reasons for failures[1]. First they do not spend

time evaluating which processes they should offshore and which they should not.

Second most organizations do not consider all the risks that accompany offshoring.

Third most companies do not realize that offshoring is no longer an all-or-nothing

choice. Rather they have continuum of the other options. This analysis[1] also

pointed out that some smart companies have gained strategic advantage by off-

shoring processes. Since R&D and product design have high operational risk com-

pared with other simple tasks[1], offshoring software development should also

have high operational risk. This is because much communication is necessary, and

some implicit knowledge, concept, and information should be shared between both

companies. Sharing precise information and knowledge about the requirement

specification on what to make and how to make it is the key for better offshoring.

When considering offshore software development processes, all players must

think the software development model, which is adopted by the other countries.

In the Paper[3], Japanese and United States tend to adopt semi-waterfall model.

But, India tends to adopt waterfall and formalized development model compared

with the other countries. A typical offshore software development process can be

described as follows[4]: For the entire project period, a small developer team ”in-

vades” the client’s place and handles system integration, installation, and testing
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through direct communication with the client. Initial requirements are usually

determined at the client site, and more detailed requirement specifications are con-

ducted offshore. Next, after the project leader and senior designers assemble the

core team, development begins. Once the software is ready, it is shipped to the on-

site members, who integrate the components of the system and carry out acceptance

testing. The interface between the client and the offshore team is managed using

a variety of mechanisms such as information requests, resolution of open issues,

changing specifications, and status review video / tele-conferences. Even though a

small team has ensconced itself at the client site, communication between the client

and break developer sites becomes difficult due to the distance and time differences.

In order to share more precise information and knowledge on the require-

ment specification for software development, we have to resolve the main two

issues: (1) enough communication, and (2) flexible development process. In (1),

players should have enough communication to reach clear understanding with

each other. In (2) as the current research result says waterfall model often fail

to meet with the customer requirements even if they are in same country. For

offshoring, flexible development process, like agile or iterative development

processes, should be adopted for sharing and meeting the precise specification. In

iterative and agile software developments, requirement specification, coding, test-

ing, are mainly interested in a relatively short term. The rationale of this change

came from the higher software quality and higher customer satisfaction. Itera-

tive process can involve customers and developers into its software development

mode carefully and deeply. One of the challenges is to apply an iterative or ag-

ile development model into global software developments[2]. The main problem

is such iterative and agile process might need the tremendous number of com-

munications and documents for collaboration because of iteration. Thus, soft-

ware collaboration tools will be valuable for such situations in global software

developments.

Global software engineering can be seen as a global collaborative design. Col-

laborative design has been widely studied for designing buildings, airplanes, cars,

etc. These collaborative design concepts and methodologies can be applied to the

global software design fields[8].

We first need to represent business processes so that developers and customers

can share clearly what they will make. In this paper, we propose a new business

process representation, which can represent task transition, resource dependency (fit

and share), rationale, and modality, for software specification. Transition is required

for realizing workflows in business processes. The most well known work on repre-

senting, sharing, and organizing business processes is MIT Process Handbook[10].

Recently most ontology description languages and XML related markup languages

have possibility to represent business processes. But, the advantage of the MIT Pro-

cess Handbook is its simplicity and its scale. It just employs the simple concepts

like specifications and dependencies including flow, fit, and share. These concepts

are widely well acceptable for real world. We have been inspired by its idea of re-

source dependency (fit and share), which can represent dependencies to resources.
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2 A New Methodology for Sharing Business Processes for Agile

Software Development

2.1 The Outline of the Methodology

In global software development process, it is really hard to clearly know the speci-

fication of the software product. In particular, if adopting agile process for develop-

ment, such the shared specification could be changed, modified, or improved many

times. If there is a large language barrier, it becomes the endless story to share clear

understanding on the correct specification between developers and the customer. In

this sense also, waterfall model tend to be failed because in general the customer’s

demand might change after fixing the specification.

In this paper, we propose a new methodology to sharing business process spec-

ification for global agile software development process. The challenge is to make

a methodology for externalizing and sharing the business process in a simple way.

In order to externalize and share the business process, we utilize the concepts of

transition, sharing and fitting, rationale, and the modality, and represent and share

them in a XML based language.

Our methodology focuses on specification of a business process, which will be

implemented as a software program. In iterative or agile software development pro-

cess, a specification will be changed, modified and improved many times. Such

modifications are quite valuable to increase the quality of software products since

they will include the customer’s detailed demands. In order to realize such modifi-

cations on a specification, our methodology provides a state-transition model as a

intuitive representation of a business process.

We assume our methodology will be employed in global software developments,

which utilize Agile style program development. For these reason, a web-based sys-

tem, which supports our methodology should be prepared. In Agile software devel-

opment process, developers and customers first try to make a overall plan. Then, they

will enter into a cycle of requirements specification, design, coding, and testing. In

the process of requirements specification, in our methodology, developers and cus-

tomers will share the business process, which will be implemented as a product.

Overall, the characteristics of our methodology are described as follows:

• It explicitly represents a business process as a state transition.

• It provides an easy method for changing, modifying, and improving the business

process.

• OWL representation provides semantics, which resolve a burden to share mean-

ing of words. This might resolve language barrier.

2.2 Business Process Representation

We propose an expressive model, which can represent a business process, which

is the target to be produced as a software. The model includes some important
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elements : transition, fit& share dependency, modality and rationale. These elements

are needed to represent business processes, which will be designed and implemented

as software.

Transition (Flow)

This element shows transitions or flows among processes.

Process and Resource Dependency

Tasks and Resources hare dependency, which have been inspired from the concept

of fit and share dependencies in the MIT Process handbook, can be captured in our

model1. In Figure1, we present 4 types of relations: (A) A process uses a resource,

(B) A process produce a resource, (C) processes share a resource, and (D) processes

produces a resource. For example, when several workers share one scissor, this is

the relation (C). When managers schedule a meeting, this relation is (D).

Process Resource

(A) Process uses Resource

(C) Processes share a Resource

Process

ResourceProcess

( )

Process

Process Resource

(B) Process produces Resource

Process

ResourceProcess

Process

R

(D) Processes fit into a Resource

Fig. 1 Process and Resource dependency

Modality

It must be very helpful to add ”modalities” to a business process representation, if

we are using it as a requirements specification language. A modality is a piece of

type information (”must”, ”can”, or ”must not”) that is added to relationships in

the process model. For example, in Figure 2, the above process must use papers as

resources. The middle process must-not output toxic waste. The bottom process can

output water.

Rationale

When we develop requirements collaboratively with a distributed team, it can be

very helpful to capture the rationale for the requirements in the same formalism that

we capture the requirements themselves[8]. In our system, the rationale is repre-

sented in argumentation-graph based language, which has been inspired from DRCS
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Process Papers

Process
Toxic 
waste

MUST

MUST-NOT

Process Water
CAN

Fig. 2 An Example of Modality

(the Design Rational Capturing System)[8]. DRCS captures the requirements, deci-

sion problems and options using a structured language with explicit semantics. We

provide a simple tool for capturing rationales for a part of process design.

Figure 3 shows an example of rationales for building a business process. The

customers and the developers cooperatively add the rationales, which support the

reason why the processes and the resources are required. These rationales are valu-

able for sharing and reusing the business process. In Figure 3, when the customer

noticed ”Estimation” is required before ”order”, then the customer put the ”Estima-

tion” process with the rationale of it. Then, the customer also noticed that ”Inquiry”

is also needed before ”Estimation”. The customer put ”Inquiry” process with the

rationale of it.

Inquiry Estimation Order

Estimation should be located in 

prior to “order”

To conduct Estimation, the system 

has to receive an inquiry before 

Estimation

to “o

ti ti

Fig. 3 An Example of Rationale

2.3 Graph-Based Mark-Up Language for Representing Business

Process

In order to share the business process among remotely distributed people, we provide

a mark-up language for make business processes be computationally readable. Based

on the business process represented in our mark-up language, users can have their

own user interface for showing them. Also, the mark-up language enables users to

compare the business process and search similar business processes automatically.
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Our mark-up language is based on a graph representation since any business

process in our model can be represented in a graph. Thus the mark-up language basi-

cally provides nodes and edges which has special labels. Actually, the current mark-

up language has been inspired from RuleML and a lot of XML-based graph markup

languages(for example, [5]). RuleML, the Rule Markup Language, is a markup lan-

guage for publishing and sharing rule bases on the World Wide Web[7]. The current

language example is intuitive.

Transition

We can represent a simple transition shown in (A) in Figure 1 in our graph-based

mark-up language.

<node>

<id>1</id>

<name>Process</name>

<type>process</type>

</node>

<node>

<id>2</id>

<name>Resource</name>

<type>resource</type>

</node>

<link>

<id>3</id>

<fromNode>2</fromNode>

<toNode>1</toNode>

<type>transition</type>

</link>

Fit and Share Dependency

We can represent a simple share relation shown in (C) in Figure 1 in our graph-based

mark-up language. We allow arguments-based expression of each tags.

<node id="1" name="Process" type="process"/>

<node id="2" name="Process" type="process"/>

<node id="3" name="Process" type="process"/>

<node id="4" name="Resource" type="resource"/>

<link id="5" fromNode="4" toNode="1" type="share"/>

<link id="6" fromNode="4" toNode="2" type="share"/>

<link id="7" fromNode="4" toNode="3" type="share"/>

Modality

Modalities are represented as a link with the label about modality. We can represent

a simple MUST relation shown in the top of Figure 2 in our graph-based mark-up

language.
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<node id="1" name="Process" type="process"/>

<node id="2" name="Papers" type="resource"/>

<link id="3" fromNode="2" toNode="1" type="modality" name="MUST"/>

Rationale

Rationales are all represented in a graph style in our model. Thus, We can represent

a simple rationales shown in Figure 3 in our graph-based mark-up language.

<node id="1" name="Inquiry" type="process"/>

<node id="2" name="Estimation" type="process"/>

<node id="3" name="Order" type="process"/>

<link id="4" fromNode="1" toNode="2" type="transition"/>

<link id="5" fromNode="2" toNode="3" type="transition"/>

<link id="6" fromNode="3" toNode="4" type="transition"/>

...

<node id="7" label="Estimation should be located in

prior to Order" type="rationale"/>

<node id="8" label="To conduct Estimation, the system

has to receive an inquiry before Estimation" type="rationale"/>

<link id="9" fromNode="7" toNode="2" type="rationale-link"/>

<link id="10" fromNode="8" toNode="7" type="rationale-link"/>

<link id="11" fromNode="8" toNode="1" type="rationale-link"/>

3 Example

This is an example to create a model of activities of a small company, which pro-

vides piecework at home, which make the software design be explicit. The following

are basic parts in their business process.

1. Inquiry from the customer: a customer makes an inquiry to the company on a

specific task (like creating 10,000 small calendars).

2. Estimation by the company: The company estimates the cost on the specific task.

(like one calendar is 20 cents).

3. Order from the customer: Based on the estimation, the customer places the order.

4. Materials from the customer: The customer gives materials for producing the

products (like papers, wood stands, etc.)

5. Assign tasks to workers (e.g., each worker will complete 100-300 calendars in a

week).

6. Check completed tasks (checking the completed products and the failed

products).

7. Check overall completed tasks (checking the number of all products).

8. Deliver to the customer

9. Payment by the customer

These processes are also divided into sub-processes (and also be decomposed into

sub-sub-processes). Also, they might be integrated to more abstract level processes.
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Modeling Transition

First we show ho these process can be represented in a transition diagram (Figure4).

In the real cases, it is not necessary to create a transition model first. For simplicity

of explanation in this paper, we show modeling a transition first.

Inquiry
Estimatio

n
Order Material

Task 

assignment

Checking 

completed 

tasks

Final 

check
Deliver

payment

taasks

Fig. 4 An Example of A Transition Model : The entire model

As an example, when starting making a requirement specification, participants

could have the simplest shared model (Figure 5). This is one of the top abstrac-

tion level models of production business. Many production businesses can be repre-

sented in this simple model and decomposed them into more specific processes. This

concept is very suitable for sharing business processes in a repository.

Order Produce Deliver

Fig. 5 An Example of A Transition Model : The first abstract model

Actually, Order includes Inquiry, Estimation, and Order. Produce includes Mate-

rial, Task assignment, Checking completed tasks, and Final check. Deliver includes

Deliver and Payment. As the first step, to view widely and share the entire process,

they should have the simplest entire process.

Then they will try to make more specific specifications based on the simplest

model. They need to communicate with different languages. For managing such

communications with different languages, using ontology like OWL[13] is one ap-

proach. In the ontology, the semantics of Order, Produce, and Deliver were defined

in each language by the experts on both of the language. This reduces work load and

real cost for translating each communication.

Order could be decomposed into Inquiry, Estimation, and Order (Figure 6). This

decomposition might be done with discussion among developers and customers.

The representations in RuleML or Prolog will be automatically re-written by the

software program based on what they changed in the web interface. While decom-

posing into sub processes, the ontology also should be re-written by an expert.
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Order Produce Deliver

Inquiry
Estimatio

n
Order

Fig. 6 An Example of A Transition Model : Decomposing Order to subprocesses

Also, Produce could be decomposed into Material, Task Assignment, and Check-

ing completed tasks (Figure 7). Because this is a transition model, there is a back-

ward transition between Task assignment and Checking completed tasks. Also, this

decomposition does not match the entire process we showed at first in this exam-

ple. But, in this story, after some agile processes happen, the customer will make a

change on their demand.

Order Produce Deliver

Material
Task 

assignment

Checking 

completed 

taskstask

Fig. 7 An Example of A Transition Model : Decomposing Produce to subprocesses

Further Deliver could be also decomposed into Deliver and Payment (Figure 8).

Order Produce Deliver

Deliver payment

Fig. 8 An Example of A Transition Model : Decomposing Deliver to subprocesses

Now, the entire process can be described in Figure 9.

This is a very basic process. Based on this basic process, developer could start

their design phase, or of course, it is also possible to have deeper discussion on

specialization.

Here, as an example, after moving to the design phase, the customer changes

Produce process like ”there need to be Final Checking process.” Then, they can

change the specification as like as Figure 10.
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Inquiry
Estimatio

n
Order Material

Task 

assignment

Checking 

completed 

tasks

Deliverpayment

asks

Fig. 9 An Example of A Transition Model : A Temporally Completed Business Process

Order Produce Deliver

Material
Task 

assignment

Checking 

completed 

tasks

Final 

check
kstask

Fig. 10 An Example of A Transition Model : Updating the Business Process

The change is very easy on the graph representation. However, the important

point is there might be a lot of sub effects when some small parts are changed in the

software process. When considering waterfall model, the specification is fixed when

the design phase started. Thus it is difficult to change the parts in the specification

even if it is a small change because it is also difficult to judge the change is really

small or not after completed the entire specifications. On the other hand, our pro-

posed method allows participants to return back to the previous process. In order to

realize such iterative and agile style in the global development, we believe we need

a methodology and software, which support modifying, changing, and improving

procedures on the business processes as we mentioned here.

Modeling Resource Relation

Figure 11 shows an example of modeling resource relations. For checking processes,

which include Checking completed tasks, and Final check, a courting tool, which is

for counting the number of completed products, is required. Thus these processes

need to share this resource. Also, for Delivery process, it is required to have cars

or motorbikes. These are required because people need to carry the products to the

customer.

Modeling Modality

Figure 12 shows an example of modeling modality. When modeling resource rela-

tion above, we assumed cars and motor bikes are required for delivery. By using

modality we can represent the customer’s ambiguous demands, like ”if a manage-

ment module for motor bikes can be included in the system, then add it. But cars
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Checking 

completed 

tasks

Final 

check
Deliver

payment

Counting tools

CheckingheckingCar

Motor 
bike 

Fig. 11 An Example of Modeling Resource Relation

Deliver

Car

Motor 
bike 

CAN

MUST

Fig. 12 An Example of Modeling Modality

must be managed in the system”. In this case, we can represent this demand in

Figure 12. Cars are linked as MUST. Motor bikes are linked as CAN.

Describing the Rationale

The rationales are added to the business process graph. In this example, as we ex-

plained in the previous section, the rationale for having Estimation and Inquiry has

been added. Also, the rationale for having the Final Check process is described as

”Final check was put by the customer’s demand”, and also ”The entire final check

Inquiry
Estimatio

n
Order Material

Task 

assignment

Checking 

completed 

tasks

Final 

check
Deliver

payment

Estimation should be located in 

prior to “order”

To conduct Estimation, the system 

has to receive an inquiry before 

Estimation

to “o

ti ti

Final check was put by the customer’s 

demand 

taskstaasks
chec

The entire final check was required because 

sometime inconsistency among completed 

tasks might happen.  

eman

k

Counting tools

Checking

quiry before 

n

heckingCar

Motor 
bike 

CAN

MUST

The num of bikes < 5 

bike

The num of cars < 10 

C

Motor bikes can be used but it is ok not to be 

included in the system 

The num. of counting 

tools < 200 

i

Fig. 13 An Example of the Entire Business Process
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was required because sometime inconsistency among completed tasks might hap-

pen.” These rationale information are important for developing software interface

and business logics, reusing this business process and update or modify it.

Figure 13 shows an example of the entire business process completed. Some more

rationales, which explain why cars are MUST and why motorbikes are CAN, have

been added. Rationales can be used like as the condition for design. One rationale

shows ”the num. of cars < 10,” means the number of cars is less than 10.

4 Example of Business Process Retrieval

Let us show an example of a business process retrieval in search and recommen-

dation. When there is a business process with rationales in the repository shown

in Figure 14 (This is the same as Figure 3). The followings are the XML-based

representation.

<node id="1" name="Inquiry" type="process"/>

<node id="2" name="Estimation" type="process"/>

<node id="3" name="Order" type="process"/>

<link id="4" fromNode="1" toNode="2" type="transition"/>

<link id="5" fromNode="2" toNode="3" type="transition"/>

<link id="6" fromNode="3" toNode="4" type="transition"/>

...

<node id="7" label="Estimation should be located in

prior to Order" type="rationale"/>

<node id="8" label="To conduct Estimation, the system

has to receive an inquiry before Estimation" type="rationale"/>

<link id="9" fromNode="7" toNode="2" type="rationale-link"/>

<link id="10" fromNode="8" toNode="7" type="rationale-link"/>

<link id="11" fromNode="8" toNode="1" type="rationale-link"/>

Inquiry Estimation Order

Estimation should be located in 

prior to “order”

To conduct Estimation, the system 

has to receive an inquiry before 

Estimation

to “o

ti ti

Fig. 14 An Example of Retrieval

Let assume that a user has a query shown in Figure 15. This query actually can

be written down as follows:
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<node id="1" name="Estimation" type="process"/>

<node id="2" name="Order" type="process"/>

<link id="3" fromNode="1" toNode="2" type="transition"/>

<link id="4" fromNode="2" toNode="3" type="transition"/>

...

<node id="5" label="Estimation is needed before Order" type="rationale"/>

<link id="6" fromNode="5" toNode="1" type="rationale-link"/>

Our system will measure the similarity between the business process in

Figure 14 and the query in Figure 15 by counting how many nodes, links, and

types are matched. In this case, two process nodes, one rationale node, two tran-

sition links, and one rational-link are matched. It can be said that all elements in the

query can be matched as a graph structure. Thus, in this case, the system can return

the business process in Figure 14 as a response of the query. This is a very simple

example, and we are able to introduce the threshold values, which define the degree

of similarity among the business processes. The details of the similarity measure is

out of the scope of this paper, and will be included in our future work.

Estimation Order

Estimation is needed before Order

Fig. 15 An Example of Retrieval : A Query

5 Discussion and Related Work

Goal oriented software design tools have been studied very successively. The

paper[12] has proposed the model so that people can manage frequent requirement

changes by using goal-oriented tree like model. They present two topics related to

change management of goal graphs; 1) version control of goal graphs and 2) impact

analysis on a goal graph when its modifications occur.

There have been several languages and frameworks for representing business pro-

cesses (for example, BPML (Business Process Modeling Language) and its model-

ing language BPMN( Business Process Modeling Notation)[6]). These languages

and frameworks have very generic purpose, and they might be utilized in software

developments, also. Our focus is to make a simple framework and methodology for

modeling business processes in iterative and agile-style software developments.

The goal oriented analysis methods[9] [11] have been employed for eliciting

requirements. In goal-oriented analysis, the users’ abstract goals to be achieved

are decomposed into more concrete sub-goals, and requirements analysts produce

a requirements specification documents based on this analysis. In particular, the

paper[11] proposed to define enactive rules, which form the basis of a software
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environment to guide the requirements elicitation process through interleaved goal

modeling and scenario authoring. The focus of the paper was on the discovery of

goals from scenarios.

6 Conclusion and Future Work

The globalization of information technology and the improvement of telecommu-

nication facilities have facilitated software development business processes world-

wide. Despite this increasingly popular trend, the initial expectations of the cost

reductions of offshore outsourcing have not been realized. Many software devel-

opment companies are facing difficulties caused by many hidden costs, including

translation efforts in language gap, transition risks, learning needs, communication

overheads, setup times, ramping up durations, scope creeps, etc.

In this paper, we proposed an approach to improving knowledge sharing in global

software development. In particular, we discussed on a new methodology for re-

quirement specification in agile software development processes.Our methodology

has been inspired by MIT Process Handbook, and utilizes its concept on well-

structured classification of business processes, which adopts the object-oriented

programming like model. In particular, the hierarchical concept of abstraction and

specialization of processes are adopted in our methodology.
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Modeling for Gesture Set Design toward 
Realizing Effective Human-Vehicle Interface* 

Cheoljong Yang, Jongsung Yoon, Jounghoon Beh, and Hanseok Ko 

Abstract. Intuitive driver-to-vehicle interface is highly desirable as we experience 
rapid increase of vehicle device complexity in modern day automobile. This paper 
addresses the gesture mode of interface and proposes an effective gesture lan-
guage set capable of providing automotive control via hand gesture as natural but 
safe human-vehicle interface. Gesture language set is designed based on practical 
motions of single hand gesture. Proposed language set is optimized for in-vehicle 
imaging environment. Feature mapping for recognition is achieved using hidden 
Markov model which effectively captures the hand motion descriptors.  Represen-
tative experimental results indicate that the recognition performance of proposed 
language set is over 99%, which makes it promising for real vehicle application. 

Keywords: language set, gesture recognition, driver-vehicle interface, HMM. 

1   Introduction  

In the last decade, research activity on vision-based driver assistance systems 

(VDAS) has been proliferating. Most VDAS efforts, however, are focused on ve-

hicle safety features such as automatic lane detection, pedestrian protection, etc 

[1-3]. These new attributes have gradually moved to include the features that pro-

vide driver’s convenience such as automatic parking, head-up display capable of 

overlaying the augment reality objects, etc [4-6]. A change of VDAS features is 

currently due as we experience further rise of in-vehicle device complexity prom-

ulgated by new devices such as navigation system connected with internet, and in-

tegrated vehicle control system, etc. Since the display of in-vehicle device is not 

all located with the driver’s line of sight, it is difficult to conveniently control the 

complex in-vehicle devices while driving. In this case, a gesture based control  

mechanism may provide as convenient interface to driver.  
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Many studies have been conducted on the subject of developing gesture recogni-

tion systems [7-12]. For example, sign language recognition is known as one of the 

most rewarding and successful applications of gesture recognition [8, 13].  Since 

driving requires driver’s constant attention to driving, it is desirable for the driver-to-

vehicle interface to be simple and easy to learn, while not imposing driver distraction. 

We also note that gestures in vehicle should be limited to just one hand motions be-

cause the other hand should be on the steering wheel. For this reason, the sign lan-

guage that includes both hand motion and pose is not considered and they are simply 

too excessive with respect to complexity for in-vehicle device control. On the other 

hand, hand static pose is not enough to express a sufficient number of interface com-

mands. In this paper, we propose a gesture language set for in-vehicle device. The 

complexity of hand gesture in the envisioned language set stands in the middle be-

tween sign language and static hand pose. Thus we choose hand gesture set that  

consists of 14 motions for meaningful motion. 

Many gesture recognition methods have been proposed in the past.  But most of 

all, Hidden Markov Model (HMM) is known advantageous to represent spatio-

temporal property [7-11]. As hand signal consists of continuous motion in sequen-

tial time, hand gesture motions can be effectively mapped by HMM.  In general, 

the issue of HMM-based recognizer is discernability, e.g. how to distinguish well 

between real gestures. To accurately distinguish gestures in continuous flow, there 

is a need to minimize meaningless motions between meaningful gestures. In es-

sence, the starting point and ending point of an intended gesture should be prede-

fined. We have devised a convenient way of achieving this by fixing a common 

point so that every hand gesture returns to its original position at the end of a  

gesture trajectory.  

This paper is organized as follows. In Section 2, an overall scenario of a gesture 

control system in-vehicle device is described. In Section 3, an efficient language 

set of gesture command suitable for human-vehicle interface is proposed. Next, 

dynamic model and observation model of gesture are described in Section 5. The 

experimental results are discussed in section 6. In 7, we provide our concluding 

remark of this paper. 

2   Gesture Control as Human-Vehicle Interface 

In order to develop a language set suitable for as an in-vehicle device, we con-

structed a camera arrangement in car as shown in Fig 1 (a). A camera is located 

next to room mirror where it can capture driver’s right hand well as depicted in 

Fig 1 (b). If the camera acquires image, the hand region is separated from back-

ground and the system is expected to transfer the trajectories of hand coordinates 

as motion descriptors. Then the recognition module performs classification of  

inputs in accordance to the gesture set constructed through HMM-based training. 

In the following section, language sets suitable for in-vehicle device are described. 
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Fig. 1 (a) Camera arrangement of hand gesture control system and (b) hand image from the 

camera 

3   Medium Level Complexity Gesture Set for Driver Safety  

If the gesture set is too complex for drivers to learn and perform during driving,  

drivers may have hard time learning the gestures and simultaneously become dis-

tracted from safe driving. To avoid too complex gesture sets for suitable human-to-

vehicle interface device, we propose a gesture set consisting of simple motions and 

yet enough to express all of the desirable commands in vehicle situations. We ana-

lyzed American Sign Language Data Base provided from Boston University as well 

as those hand signal set of official referee and crane operator [13-15].  It can be seen 

through the database that most gesture motions used by practical human actions are 

made of the cardinal direction strokes (e.g. 0°, 90°, 180°, 270°). Based on this infor-

mation on cardinal direction strokes, we design a unit gesture (UG) set for in-vehicle 

device as shown in Table 1. Note that diagonal direction and circular strokes are 

added in the Table for capturing the diversity of strokes. In addition, to minimize the 

trans-motions between valid hand gestures’ starting and ending point are fixed to 

identical position. 

To apply the gesture set to in-vehicle environment, each UGs described in  

Table 1 is mapped to a specific command as shown in Table 2. Each command is 

categorized as either “action” or “object”. 

A full gesture command can be constructed by a sequential arrangement of UG. 

The order of arrangement, for example, is determined depending on the category of  

 
Table 1 Unit Gesture (UG) set for in-vehicle device 
 

Idx Gesture Idx Gesture Idx Gesture Idx Gesture Idx Gesture

UG 

01 
 

UG 

04 

UG 

07

UG 

10 

UG 

13  

UG 

02  
UG 

05 

UG 

08

UG 

11 

UG 

14  

UG 

03 
 

UG 

06 

UG 

09
 

UG 

12 
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UG. We propose a language model based on a two step word network; {Object –

Action}. Then the number of possible commands is 48(6X8) for in vehicle interface. 

Fig 2 shows an example of “Volume + Up” that is consisted of ‘UG07’ and ‘UG01’.  

Table 2 Command list of each UG 

Index Meaning Category Index Meaning Category

UG01 Up/Enlarge Action UG08 Temperature Object 

UG02 Right/Next Action UG09
Right-side 

mirror 
Object 

UG03 
Down/ 

Reduce 
Action UG10

Left-side 

mirror 
Object 

UG04 
Left/ 

Previous 
Action UG11

Speech 

Recognition
Object 

UG05 Navigation Object UG12 Radio player Object 

UG06 Music Player Object UG13 On Action 

UG07 Volume Object UG14 Off Action 

 

Fig. 2 Two step gesture of “Volume up” command  

4   Dynamics of Hand Gesture Motion 

Hand gesture is considered as a physical system and thus can be modeled by 

physical dynamics [16]. According to the Newtonian physics, the equation of  

motion can be expressed in the following form, 

FMx ⋅= −1$$                                                             (1) 

where M is the mass matrix, x is position of the object and F is the vector of 

forces. Considering moving object is affected by two types of force; applied force 

and constrained force, the expression can be modified by the form as follows: 

))),(((1
ttxfFMx ca +⋅= −$$

                                    
 (2) 

where
aF is the vector of applied force and )),(( ttxf c

 is the vector of constrained 

force dependent on position x and time t.  Note that the constrained force does not 

add energy. So it can be shown that constrained forces should lie in the null space 

complement of the constraint Jacobian:    
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η)),((                                                            (3) 

Substituting Eqn(3) into Eqn(2), we have a system of linear equations with only 

the vector of unknown, η .   
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 (4) 

This is a system of linear equations with the constraint force vector with only un-

known, η .  In the hand gesture model, the freedom of hand motion is related with 

the position of elbow joint. Also, the constrained force )),(( ttxfc  is limited within 

the movable hand range dependent on the elbow joint position. 

5   Gesture Observation Model  

In this section, we describe our method of extracting the features from hand signal 

motions using vision sensing mechanism. To detect hand motions, the region-of-

interest (ROI) is bounded to hand region. We also present the relevant implemen-

tation of the HMM-based hand gesture. 

5.1   ROI Detection 

YCbCr color space is used for skin color segmentation. As input image is flexible 

for variation of illumination, the YCbCr color space has an advantage because il-

lumination component of color space is concentrated in a Y channel [17]. RGB 

color space image captured by camera translates to YCbCr color space. 

The following equations are segmentation of each color regions. Means and 

standard deviations are obtained by sampling manually of hand region pixels in 

image recording conditions.    

* *Y Range YY n Y Y nσ σ− < < +
                                             

 (5)   

* *Y Range YCb n Cb Cb nσ σ− < < +                                            (6)     

* *Y Range YCr n Cr Cr nσ σ− < < +                                            (7) 

We apply n flexibly based on the experimental conditions. The sequence of center 

of gravity is regarded as hand trajectory. 

5.2   Feature Extraction     

We choose a 2-dimensional feature vector ),( tt Vθ  as input for the recognition sys-

tem. This Feature vector is based on a hand signal trajectory: angle and length. In 
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Fig 3, ),( tt YX indicates the center of gravity of the hand at time t, 
tl  and 

tθ  are 

length and angle respectively obtained from consecutive images.    

1 1

1

tan ( )t t
t

t t

Y Y

X X
θ − −

−

−
=

−
                                                      (8)   

2 2

1 1
( ) ( )

t t t t t
l X X Y Y− −= − + −

                                       
 (9) 

Our aim is not to translate the hand pose but to examine the hand trajectory of 

hand signal consisting of line and curve strokes. So angle and length between con-

secutive the center of gravity can fully describe hand trajectory in 2D image.     

 

Fig. 3 Feature extraction of consecutive coordinates 

5.3   Recognition  

Through the feature extraction of sequential images, recognition part is the  

transmitted observation vector O.   

},...,,{
21 tooo=O

                                                    
 (10) 

Using the observation vector, the recognition of hand gesture is made via left-to-

right without skip topology HMM training and decoding, that is a stochastic  

process that includes three parameters π}B,{A,=λ  given N state vector [18, 21].   

},...,,{
21 NsssS =

                                                      
 (11) 

Note that the observation vector, }{ ija=A  is a set of state transition probabilities 

from i to j. )}({ tj ob=B  is a probability distribution in each of the states and  

}{ iπ=π
 

represents the initial state distribution. These parameters are estimated 

by Baum-Welch Algorithm [19]. When observation vector O entered, evaluation 

can be solved by using forward algorithms. State sequence S associated with the 

O is decoded by Viterbi algorithm [20].  
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By Bayes’ theorem, the recognition process of hand signal is concisely  

presented by:  

)}|({
*

iPi λOargmax=
                                             

 (12) 

where i denotes the index of the hand signal model.  Calculating )|( iP λO   

based on HMM is carried out with the transition probability }{ ija=A and the  

observation probability )}({ tj ob=B . 

 

Fig. 4 HMM-based hand –signal recognition process  

∑ sO,=O
Sall

i PP )|()|( λλ
                                                

 (13) 

A sample flow of HMM recognition process of UG09 is shown in Fig 4. 

6   Evaluations  

The goal of our experiments is to validate the effectiveness of the proposed lan-

guage set. To achieve this goal, we conducted relevant off line experiments and 

obtained recognition rate. We first obtained the recognition result of UG and then 

expanded it to the language set of command lists.  

We collected the hand gesture database from 24 people wherein each person 

tried 3 times, accumulating a total of 1008 UG gesture samples. First half of the 

database is used in training for the HMM parameter and the second half database 

is used for test database. 

The overall recognition rate is obtained by averaging the recognition rate for 

each gesture set (individual UG and connected UG). 
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6.1   UG Recognition 

First, we evaluated 14 UG’s from Table 1 on recognition performance. To assess the 
influence of HMM state size variation, we obtained the UG recognition rate at differ-
ent state number with the Gaussian mixture fixed at 2.  

The best recognition rate achieved was 99.21% and at state5 and 7 respectively as 

shown in Fig 5.  To assess for the sources of error among the UG set, the recognition 
result of each UG at state 7 was obtained and delineated in Table 3. Note that among 
the UG set tested, 10 UG’s represent 100% recognition rate while the remaining four 
UG’s mis-recognized at 2.8% error rate. 

From these two results, the proposed UG set is verified that it can provide rea-

sonably good discrimination. Based on this observation, we expanded the experi-

ment to include the command (connected UG) recognition performance.     

 
Fig. 5 Gesture recognition rate of UG  

Table 3 Confusion matrix of UG recognition 

 

 
UG 

01 

UG 

02 

UG 

03 

UG 

04 

UG 

05 

UG 

06 

UG 

07 

UG 

08 

UG 

09 

UG 

10 

UG 

11 

UG 

12 

UG 

13 

UG 

14 

UG01 97.2 0 0 0 0 2.8 0 0 0 0 0 0 0 0 

UG02 0 100 0 0 0 0 0 0 0 0 0 0 0 0 

UG03 0 0 97.2 0 0 0 0 0 0 0 0 0 2.8 0 

UG04 0 0 0 100 0 0 0 0 0 0 0 0 0 0 

UG05 0 0 0 0 97.2 2.8 0 0 0 0 0 0 0 0 

UG06 0 0 0 0 0 100 0 0 0 0 0 0 0 0 

UG07 0 0 0 0 0 0 100 0 0 0 0 0 0 0 

UG08 0 0 0 0 0 0 0 100 0 0 0 0 0 0 

UG09 0 0 0 0 0 0 0 0 100 0 0 0 0 0 

UG10 0 0 0 0 0 0 0 0 0 100 0 0 0 0 

UG11 0 0 0 0 0 0 0 0 0 0 100 0 0 0 

UG12 0 0 0 0 0 0 0 0 0 0 0 97.2 2.8 0 

UG13 0 0 0 0 0 0 0 0 0 0 0 0 100 0 

UG14 0 0 0 0 0 0 0 0 0 0 0 0 0 100 

Average Recognition Rate = 99.21% 
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Fig. 6 Command (connected UG) recognition rate     

6.2   Command Recognition     

Similar to the UG experiment, we tested 48 commands from the list in Table 2 for 

recognition performance.  Fig 6 shows the result of command recognition.  As 

shown by the figure, the recognition rate achieved consistently stands above 99%.  

Through these experiments, not only the single UG but also language set (combi-

nation of UG) shows excellent performance which confirms for its suitability as an 

in-vehicle human interface. 

7   Conclusions  

We proposed and evaluated a gesture language set in the form of gesture units and 

connected gesture units for suitability as in-vehicle human interface. Representa-

tive experiments have demonstrated its effectiveness in terms of recognition rate 

and consistency.  The proposed gesture based human-vehicle interface was shown 

promising for real world vehicle application.  

For future work, the environmental robustness of hand detection using infra-red 

camera needs be addressed. By combining gesture to speech recognition, more in-

tuitive human-vehicle interface is anticipated.     
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A Power Efficiency Based Delay Constraint 
Mechanism for Mobile WiMAX Systems

*
 

Nga T. Dinh 

Abstract. In Mobile WiMAX systems, a power saving mechanism, which oper-
ates using sleep- and wake- modes, extends the battery lifetime of a Mobile Sta-
tion (MS) but at the expense of the frame response delay. These two performance 
metrics, power consumption and delay, are reciprocally affected by sleep mode 
parameters such as initial sleep window Tmin, and final sleep window Tmax. This 
paper focuses on minimizing energy consumption under a guaranteed delay per-
formance using a Power Efficiency based Delay Constraint (PEDC) mechanism 
which finds jointly-optimal parameters Tmin and Tmax. Simulation results vali-
date that our proposed PEDC mechanism indeed minimizes consumed power for a 
specified frame response delay. In addition, in some cases, it can save up to 60% 
of consumed power compared to the original power saving mechanism in Mobile 
WiMAX. 

Keywords: Mobile WiMAX, sleep mode, power consumption, frame response delay. 

1   Introduction  

The explosive growth of the internet over recent decades has led to increasing de-

mands for high speed and ubiquitous internet access. To address these demands, 

broadband wireless access (BWA) is a potential technology supplies broad band-

width at a low cost for small business and residential users. World Interoperability 

for Microwave Access (WiMAX) or IEEE 802.16 [1] is a standard which enables 

fixed and mobile convergence through BWA technology and flexible network ar-

chitecture. The original IEEE 802.16 standard defines a common medium access 

control (MAC) to support only fixed BWA where the locations of subscriber sta-

tion are stationary. As an enhancement of this standard, IEEE 802.16e or Mobile 

WiMAX [2] targets service provisioning to Mobile Stations (MSs). It adds mobil-

ity components and defines physical and MAC layers for combining fixed and 

mobile operations in licensed bands. Due to mobility support, a power saving 

mechanism (PSM) is extremely important because an MS is generally powered by 

a limited battery. 

                                                           
Nga T. Dinh 

Bell Labs Seoul, Seoul, Korea 
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In a PSM, an MS repeatedly goes between sleep modes and wake modes in  

order to conserve power. Sleep mode is a state in which an MS conducts pre-

negotiated periods of absence from its serving Base Station (BS) air interface.  

The sleep mode is intended to minimize MS power usage and decrease usage of 

the BS air interface resource. Specifically, in sleep mode operation, an MS alter-

natively enters between a sleep state, where it does not communicate with its serv-

ing BS, and a listening state, where it checks whether or not there is a frame  

addressed to it during sleep time. During sleep states, the MS powers down and it 

only powers up during listening states [2]. Since power consumed in the sleep 

state is much smaller than that in the listening state, how to effectively reduce the 

duration of the listening state is the key in power saving. Previously, durations of 

sleep and listening states were determined by sleep mode parameters such as ini-

tial sleep state window Tmin and final sleep state window Tmax [3]- [6], and thus  

determining suitable values for Tmin and Tmax is essential.     

Much of research on Mobile WiMAX has mainly focused on improving power 

efficiency in the MAC layer. In reference 4, sleep mode operation is analyzed for 

uplink and downlink traffic. Reference 5 investigates the queuing behavior of 

sleep mode in terms of dropping probability and mean waiting time of packets in 

the BS queue. Also, PSM is numerically analyzed with a Markov chain pertaining 

to the power consumption and average frame response delay in consideration of 

sleep mode parameters [6]. In reference 7, the initial sleep window is changed dur-

ing low frame arrival rates to reduce energy consumption. Unfortunately, this  

approach results in a worse delay than the original PSM when traffic is high. Ref-

erence 3 evaluates the performance of the standard PSM in terms of energy con-

sumption in sleep mode and frame response delay. All these studies conclude that 

the network performance metrics are mainly affected by sleep mode parameters; 

hence, it is reasonable to consider them as key to performance enhancements in 

Mobile WiMAX systems. 

Although a PSM extends battery lifetimes of MSs by reducing their power con-

sumption, it simultaneously induces a frame response delay due to arrival of 

frames during the MSs sleep mode. Furthermore, due to the trade-off relationship 

between consumed power and frame response delay [3], they cannot be improved 

simultaneously. Interestingly, these metrics are mainly affected by sleep windows 

Tmin and Tmax. Long sleep windows lower the power consumption but increase the 

frame response delay [3]. In our previous study [10], the optimal Tmax is deter-

mined with the assumption that Tmin is already known. In this paper, we propose a 

Power Efficiency based Delay Constraint (PEDC) mechanism which minimizes 

MS’s power in its sleep mode while guaranteeing a specified delay by finding 

jointly suitable Tmin and Tmax. Based on the observation that consumed power is  

inversely proportional to Tmin and Tmax while delay is proportional and that Tmin is 

more important than Tmax in affecting consumed power and delay, the PEDC 

mechanism first finds the maximum Tmin that satisfies delay constraint. After that, 

the mechanism determines the optimal Tmax.  
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2   Power Saving Mechanism in Mobile WiMAX 

The IEEE 802.16e standard specifies a PSM in the MAC protocol by defining 

three Power Saving Classes (PSC). PSC of Type I is recommended for Best Effort 

(BE) and Non Real Time–Variable Rate (NRT-VR) while PSC of Type II is rec-

ommended for Unsolicited Grant Service (UGS) and Real Time-Variable Rate 

(RT-VR). Type III PSC is used for multicast connections as well as management 

operations [2]. In this paper, we consider operations of PSM in Type I PSC, which 

is also examined in [3]-[8]. 

To save power, an MS repeatedly goes into wake modes and sleep modes by 

communicating with its serving BS. In wake modes, the MS can receive all 

downlink (DL) transmission and send data to its BS. On the other hand, in sleep 

modes, the MS cannot send or receive any incoming frame or frame fragment to its 

BS during pre-negotiated intervals. Before switching from a wake mode to a sleep 

mode, the MS sends a sleep request message (MOB-SLP-REQ) which includes 

sleep mode parameters such as Tmin, Tmax, and listening window TL, to its serving 

BS. With a sleep response message (MOB_SLP-RES) from the BS, the MS enters 

sleep mode. In sleep modes, the MS first sleeps for the first sleep window T1, 

which equals Tmin. Then, it temporarily wakes up for duration of TL to listen indica-

tion message (MOB_TRF-IND) from its BS. If this message is negative meaning 

that there is no appearance of DL traffic during MS sleep states, the MS will sleep 

again. The second sleep window T2, doubles T1 and after T2, the MS moves to lis-

tening state. Generally, each sleep window is twice the size of the previous one, but 

not greater than Tmax [2]. Once the sleep window reaches the Tmax, the sleep window 

is kept constant. This procedure is repeated until the MOB_TRF-IND is positive 

indicating the presence of buffered traffic destined to the MS. Then, the MS moves 

to normal operation. Furthermore, the MS can transition to wake mode by sending 

a bandwidth request message to its BS whenever it has some packet data units 

(PDUs) for the BS, whether the MS is in sleep state or in listening state. 

 

Fig. 1 Sleep mode operation, showing sleep- and listening- states, and frame response delay 
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In the case where the BS terminates the MS sleep mode by sending a positive 

MOB_TRF-IND message, a frame response delay will occur since the BS has to 

wait until the listening state of MS, as shown in Fig.1. Since consumed power in 

sleep states is much smaller than that in listening states, longer sleep windows 

produce better power management performance but cause an increased frame  

response delay. Therefore, in order to achieve a targeted performance, we need to 

carefully consider the effects of sleep windows, especially Tmin and Tmax.  

3   Numerical Analysis  

In the sleep mode of Type I PSC, sleep-state windows are measured in number of 

frames and increase binary exponentially [2]. In the IEEE 802.16e standard, the 

kth sleep-state window is  

{ }1min 2 ;k

k min max
T T T

−=
                                                  (1) 

The initial sleep-state window Tmin and final sleep-state window Tmax have the  

following relationship 

12M

max min
T T

−=
                                                                    (2) 

where M is an integer.     

In PSC of Type I, the NRT-VR is suitable for Internet access with minimum 

guaranteed rate such as FTP. The BE is suitable for World Wide Web (WWW) 

traffic [11]. These two classes are proven to be self-similar where the connection 

arrival follows Poisson process [11]. We assume that frames arrive to an MS with 

a rate λ (the average number of frames per time unit) and consider sleep cycle k, 

which includes a variable sleep-state window Tk and a fixed listening-state win-

dow TL. Then, the duration of sleep cycle k is (Tk+ TL). Let Prk(i) be the probabil-

ity that there are i frames arriving in sleep cycle k. The probability that there is at 

least one frame arriving during (Tk+ TL) is 

( ) ( )
1

1 0
k k

i

Pr i Pr
∞

=

= −∑
                                                           (3) 
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( )( ) ( ) ( )
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0
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k L k L
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k

T T
Pr e e

λ λ
λ

− + − +
+

= =
                    (4a) 

Based on the operations of PSC of Type I, an MS transitions from sleep mode to 

wake mode after k sleep cycles if and only if there is at least one frame addressed 

to the MS during sleep cycle k and no frames addressed to the MS in previous  

cycles. Let Prk be the probability of this event, which is determined as follows 
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We next derive a numerical model for the frame response delay. We assume that 

an MS wakes up after k sleep cycles. This means that incoming frames arrive only 

in sleep cycle k. If we divide the kth sleep cycle into N small subintervals where N 

is sufficient large, the duration that a new frame arriving at the nth subinterval has 

to wait for an MS to transition to wake mode is calculated as follows  

( ) 1
n k L

n
T T

N
τ

⎛ ⎞
= + −⎜ ⎟⎝ ⎠                                                        (5) 

Since a Poisson process is memoryless, the probabilities of frames arriving in each 

subinterval are the same. Trivially then, the average time that each frame has to wait is  

( )
1

1
1

2
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k L

k L

n

T Tn
T T

N N=

+⎛ ⎞
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                                              (6) 

Let TD be the delay that a frame has to wait due to sleep mode operation. Because 

an MS transitions from sleep mode to wake mode after k sleep cycles with  

probability Prk, the expectation of TD is calculated as follows  

[ ]
1 2

k L

D k

k

T T
E T Pr

∞

=

+
=∑

                                                       (7) 

We let PS and PL denote the consumed power of an MS in sleep-state window and 

listening-state window, respectively. Then, the consumed power, which is defined 

as energy consumed per time unit, of an MS in its sleep mode is, 
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                                                (8) 

where the numerator is the energy that an MS consumes in its sleep mode and the 

denominator is the time that an MS spends in its sleep mode. 

From (8), E[TD] linearly increases with Tmin and Tmax and from (8) one can infer 

that the power consumption decreases with Tmin and Tmax [3-8].  
Looking at Prk calculated by (4b), we see that for a fixed Tmin, Prk diminishes 

exponentially as k increases. Therefore, the terms with smaller k are likely to be 
more dominant in determining E[TD]. First, E[TD] is proportional to Tmax. However, 
when Tmax reaches a certain value, E[TD] reaches constant. In other words, this 
Tmax makes E[TD]. stay constant, called E[TD]max [12]. The reason is that with suf-
ficiently large Tmax, Prk is almost zero or in physical meaning, there is no frame ar-
riving in sleep cycles whose sleep-state window is Tmax while no frame arrives in 
previous sleep cycles. 
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4   Proposed Power Efficiency Based Delay Constraint Mechanism 

This section presents a simple but effective mechanism, called Power Efficiency 

based Delay Constraint (PEDC) mechanism, to minimize the consumed power of 

an MS in its sleep mode while satisfying the constraint that E[TD] is no greater 

than a specified value, TDmax.  by finding jointly suitable Tmin and Tmax.  Moreover, 

the frame arrival rate λ depends on customer behavior and we assume for simplic-

ity that λ is already known. Therefore, we have the set of parameters (TDmax, λ, TL) 

from which we are able to find Tmin and Tmax that achieve the lowest power  

consumption. 

We infer from (7) that  

[ ]
2

min L

D

T T
E T

+
≥

                                                             (9) 

and   

[ ]
2

min L

D min

T T
E T

+
=

                                                      (10)  

In the analytical and simulation results, times are normalized to TL, which is of 

fixed duration, typically one frame. Tmin measured in the number of frames [2] is 

an integer [3-10], and satisfies the following inequality  

2
min Dmax L

T T T≤ −⎢ ⎥⎣ ⎦                                                       (11) 

where ⎣A⎦ is the largest integer not exceeding a real number A. Therefore, there 

will be no solution for Tmin and consequently for Tmax if  2 1
Dmax L

T T− < . Other-

wise, Tmin must belong to the set { }1,2,..., 2 .
Dmax L

X T T= −⎢ ⎥⎣ ⎦   In this paper we  

ignore the trivial case where 2 1
Dmax L

T T− < .  

With any given Tmin, there exists a corresponding E[TD]min calculated by (11) 

and a E[TD]max that saturates with Tmax[12]. The solution for Tmax that satisfies 

TDmax condition is as follows: (1) if [ ]
Dmax D min

T E T< , no Tmax exists; (2) if 

[ ] [ ]
D min Dmax D max

E T T E T< ≤ , there is an unique Tmax, and (3) if 

[ ] ,
D max Dmax

E T T≤ any Tmax will satisfy TDmax [12]. Moreover, as the expected frame 

response delay E[TD] is proportional to Tmin while the consumed power P is in-

versely proportional, the best way to minimize P under a given  TDmax is to find the 

maximum Tmin that satisfies TDmax. Next, as E[TD] and P are non-decreasing and 

non-increasing functions of Tmax, respectively, we will find the largest Tmax that 

satisfies TDmax or the Tmax at which E[TD]  saturates.  

Based on the above observations, the idea for our proposed PEDC mechanism 

is as follows.  The PEDC mechanism starts with the smallest Tmin in set X. Since 

Tmin is more important than Tmax in determining E[TD], this step finishes after sev-

eral iterations.  This process is described in lines 3~10 of the pseudo code below. 

After line 10, Tmin is known. When Tmin is determined, we will find the  
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corresponding E[TD]max by starting Tmax equals to 2Tmin and then increasing Tmax 

until E[TD]max does not change. In fact, this step will stop if the difference between 

current E[TD] and the previous E[TD]max is lower than a very small value ε. After 

that, we compare E[TD]max with TDmax. If TDmax > E[TD]max, the optimal Tmax will be 

the value that saturates E[TD]. Otherwise, starting with Tmax equal to 2Tmin and then 

increasing Tmax gradually, we continue to calculate the corresponding E[TD] by (7) 

as long as E[TD] is lower than TDmax. Then, we divide Tmax by 2 because this Tmax 

violates the frame delay constraint. From this, we get the Tmin and Tmax which 

achieve the lowest consumed power of an MS in its sleep mode. The following is 

the pseudo code of the PEDC mechanism. 

Mechanism 1 The operation of proposed PEDC mechanism 

 

Require: TDmax, λ, TL 

1:  ε = 10-6   

2:  Assign Tmin = 1  

3:  while 
min

T X∈   do 

4:         Calculate E[TD]min by Eqn (10) 

5:          while [ ]( )D Dmaxmin
E T T<   

6:                    Tmin = Tmin +1; 

7:                    Go back to 3: 

8:           end while 

9:  end while 

10:  Tmin = Tmin -1 

11:  Tmax = 2 Tmin 

12: Find E[TD]max by increasing Tmax in Eqn (7) until the  difference between cur-

rent  E[TD] with its previous value is lower than ε. Keep the Tmax that makes this 

condition happen as Tmax * 

13: if [ ]
D max Dmax

E T T≤ then 

14:       Tmax  = Tmax * 

15: else 

16:      Calculate E[TD] by Eqn (7) 

17:      while (E[TD] <  TDmax ) 

18:            Tmax = 2Tmax; 

19:            Go back to 17: 

20:       end while 

21:       Tmax = ½ Tmax;           

22: end if   

23: Calculate P by Eqn (8)  

The PEDC mechanism will converge after several iterations in each loop for 

determining Tmin and Tmax, thus making PEDC mechanism is simple. As explained 

in the following section, PEDC indeed minimizes the consumed power P. In 
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addition, while PEDC guarantees the expected delay, there will still be some 

instances where the delay may exceed TDmax. After Tmin and Tmax are obtained by 

our proposed PEDC mechanism, we let i be the index for the smallest sleep-state 

window where 
2

i L

Dmax

T T
T

+
> . Furthemore, let Prexcess be the probability that the 

instant frame response delay is equal to or greater than TDmax , then Prexcess is  

calculated as follows 

2

k L

excess k

k i

T T
Pr Pr

∞

=

+
=∑

                                                  (12) 

where Prk is determined by (4b). Prexcess converges as Prk diminishes rapidly with 

k. Furthermore, Prexcess is small because Prk decreases exponentially with k. 

5   Performance Evaluations 

In this section we show the effects of the sleep-state windows on consumed power 

and frame response delay of an MS in its sleep mode. In addition, we validate our 

proposed mechanism through computer simulations based on the following pa-

rameters: TL = 1 (frame), PS = 1; and PL = 30 (unit of power) as in Reference [13]. 

The incoming frame arrival rate, λ, is varied for different scenarios. The simula-

tion runs for 1,000,000 time units (frames) and the results are the mean values 

from 100 different runs with 100 different seed values. 

Let T be the mean inter-arrival time of incoming frames. Then, we will have λ 

= 1/T. Fig.2 shows the effects of Tmax on consumed power when λ is 0.0625, 

meaning that the average inter-arrival time is 16 (frames), with different Tmin. The 

effects can be divided into two regimes.  In the first regime, P is inversely propor-

tional with Tmax while in the second regime, P saturates at a minimum value for 

large Tmax. The minimum power results from the near-zero probability of frames 

not arriving in previous sleep windows for large Tmax. In addition, we can infer the 

effects of Tmin on consumed power from this figure. Similar to the effects of Tmax 

on P in the first regime, P is a strictly decreasing function of Tmin.  

The effects of Tmax on the expected frame response delay is illustrated in Fig. 3 

when λ is 0.0625 with different Tmin. Similar to how Tmax affects consumed 

power, the relationship between Tmax and P is divided into two regimes. First, 

E[TD] is proportional to Tmax. This is because when Tmax increases, the duration for 

a sleep cycle, which includes a sleep-state window and a listening-state window, 

will increase. This makes frames arriving during the sleep state wait longer 

thereby increasing E[TD]. In the second regime, E[TD] stops increasing for large 

Tmax for the same reason that P saturates with Tmax in figure 2. We can also see that 

E[TD] is a strictly increasing function of Tmin. Moreover, small changes of Tmin  

result in large changes of E[TD], as shown in figure 3. In other words, Tmin is more 

important than Tmax on affecting the frame response delay. Furthermore, as illus-

trated in these figures, the simulation results are very close to the analytical results. 

Figure 4 presents the performance comparison between PEDC mechanism with 

all cases of original PSM in Mobile WiMAX with respect to TDmax when the mean 
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inter-arrival time T is 20 (frames) and λ = 0.05. The figure shows that our pro-

posed PEDC mechanism achieves a better power performance compared to all 

cases of IEEE 802.16e standard. Under a given TDmax, there may exist several (Tmin 

; Tmax) pairs which result in an E[TD] that is equal to or less than TDmax. The PEDC 

mechanism always finds the maximum values of Tmin and suitable values of Tmax. 

Since P is a strictly decreasing function of Tmin and non-increasing function of 

Tmax, the (Tmin, Tmax) pair obtained by our proposed mechanism guarantees that P is 

the lowest. In addition, this also ensures that the PEDC converges. Furthermore, 

the difference between the consumed power obtained by our proposed algorithms 

and the one obtained by the IEEE 802.16e is large, especially when TDmax is large. 
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Fig. 2 Effects of sleep windows on consumed power, showing how Tmin and Tmax affect 

consumed power 

 

Fig. 3 Effect of sleep windows on frame response delay- showing how Tmin and Tmax affect 

expected frame response delay 
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Fig. 4 Consumed power comparisons- showing how the proposed PEDC mechanism  

improves power saving compared to the original PSM in IEEE 802.16e standard 

In some cases, for example when TDmax is greater than 4.5 (frames), the  

proposed PEDC can save up to 60% of MS’s consumed power in its sleep mode 

compared to the original PSM in IEEE 802.16e. Although the IEEE 802.16e stan-

dard can achieve the same energy consumption as our proposed mechanism, this 

probability is very low. 

6   Conclusion 

In Mobile WiMAX, power saving mechanisms can prolong battery lifetime in the 

mobile station by reducing the consumed power but may adversely affect the 

frame response delay. A Power Efficiency based Delay Constraint (PEDC) 

mechanism is proposed to minimize consumed power of an MS by calculating 

jointly the initial sleep-state window Tmin and the final sleep-state window Tmax, 

constrained by the maximum allowed frame response delay.  The PEDC algorithm 

first finds the maximum Tmin and then determines the suitable Tmax. Simulations re-

sults match well with analytical results and the proposed PEDC mechanism indeed 

minimizes consumed power. In some cases, the PEDC mechanism can save up to 

60% of consumed power of MS in its sleep mode compared to the original PSM of 

the IEEE standard. 
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An Adaptive Scheduling Algorithm for Scalable 
Peer-to-Peer Streaming* 

Longzhe Han and Hoh Peter In* 

Summary. Because of high scalability and low cost, Peer-to-Peer (P2P) video 
streaming has been the promising and interesting approach for delivering 
multimedia content over the Internet. However very different capabilities of end 
users’ systems, unpredictable network bandwidth and the rigorous nature of the 
video streaming impose design challenges on P2P streaming systems. In this 
paper, an adaptive scheduling algorithm has been proposed to overcome these 
limitations. This algorithm is based on H.264 Scalable Video Coding 
(H.264/SVC) and P2P paradigm to provide scalable video streaming services for 
heterogeneous users and self-adapt the dynamic network environment. 

1   Introduction 

As continuous improvement of computing power, memory capacity and network 

bandwidth, multimedia applications, such as video streaming, VoIP, and video 

conferencing, over the Internet has been hot research topic and industrial practice 

for last few years. Because of high scalability, self-management and low cost, 

Peer-to-Peer (P2P) video streaming becomes a promising and interesting approach 

for delivering multimedia content over the Internet [1, 2]. The key idea of P2P 

streaming is to utilize end-users’ resources, for example out-going bandwidth, 

memory and CPU, to construct an overlay on the application layer and forward 

data to connected users. Figure 1 demonstrates a P2P streaming system. 

In contrast to the client-server architecture, peers (end-users) self-organize and 

maintain an overlay topology on the application layer, and each peer has two 

roles: receiving data for playback and forwarding data to the required peers. 

Because of this unique characteristic, P2P streaming paradigm has superior 

scalability than the client-server architecture. Currently wide-used P2P streaming 

systems [3, 4, 5] deliver the same bitrate video stream to all users. As the advance 

in communication technology and embedded system, different network 
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connections (HSDPA, ADSL, LAN, WiBro and WiMax) and diverse end-users’ 

systems (Desk-top, Lap-top PC, Mobile Phone and PDA) have been used to access 

the Internet. Delivering the pre-fixed bitrate video stream in this heterogonous 

network makes the high and low capability users receive the same quality of 

service, which is usually adapted to low capability users. Also best-effort service 

of the Internet makes the available bandwidth of end-users fluctuation 

unexpectedly. To overcome these limitations, in this paper, we propose an 

Adaptive Scheduling Algorithm for scalable peer-to-peer Streaming (ASA). The 

ASA is based on H.264 Scalable Video Coding (H.264/SVC) [6] and P2P 

paradigm to provide adaptive video streaming service in the heterogeneous 

network environment. 

 

Fig. 1 The overlay structure for P2P streaming 

2   Background 

The proposed P2P streaming system adopts BitTorrent-like (BT) P2P paradigm 

and H.264/SVC. There are several considerations for choosing BT-like P2P 

overlay architecture. BT [7] is currently most popular and successful file sharing 

system in the Internet. Its tit-for-tat incentive strategy can effectively reduce free-

riding.  The copyright issue is the serious problem of the P2P Streaming 

applications, by using the centralized component, such as the tracker in BT; P2P 

Streaming systems can deploy user management, authentication and access 

monitoring to avoid copyright issues. Figure 2 depicts the architecture of BT. It 

consists of four main components: tracker, seed, leecher, and torrent file server. 

The tracker traces all peers (including seeds and leechers), and provides a list of 

random selected peers to the new peer. The seed is a peer that holds the entire  
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content for sharing, and a leecher is a peer that needs to download the content. The 

new peer first needs to download the metadata (torrent file) of the content which is 

stored on the torrent file server. 

Although BT works well for the file swapping purpose, it is not efficient for the 

video streaming in the dynamic and heterogeneous network environment. First, 

BT is not designed for video streaming applications; the piece selection algorithm 

cannot meet temporal requirements for the play back. Second, the different 

capability and available bandwidth fluctuation of each peer is not considered in 

the algorithm [8]. 

 

Fig. 2 The architecture of BitTorrent 
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Fig. 3 Dependent relationship of NALUs 

In our system, we preserve the spirit of BT and extensively redesign the 

architecture and algorithms to providing adaptive H.264/SVC P2P streaming 

service. H.264/SVC is the latest video encoding standard proposed for 

heterogeneous network environment. It uses layered coding scheme to generate 

multi-layer bit stream: One base layer (BL) and several enhancement layers (EL) 

are coded in a SVC bit stream. 
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Base layer provides a basic quality of video while the enhancement layers are 

mainly used to refine the video quality. In order to facilitate the network streaming 

applications, the video data is further encapsulated into Network Abstraction 

Layer Units (NALUs). The scalability of the NALU can be identified from the 

NALU header by three fields (DID, TID, QID): DID is for the spatial scalability, 

TID represents the temporal scalability, and QID stands for the quality scalability. 

Figure 3 shows the dependent relationship between the SVC NALUs. For 

decoding one NALU, the dependent units of that NALU have to be received 

successfully. 

3   Adaptive Scheduling Algorithm 

3.1   System Architecture 

As shown in Figure 4, the system consists of three main components: peer swarm, 

video source and system management server. Each SVC layer data is separately 

extracted and divided into a series of pieces. Each layer data will be transported by 

the different group. In Figure 4, the SVC video is encoded as one base layer and 

two enhancement layers. 

  

Fig. 4 System Architecture 

According to the number of layer in SVC stream, the same number of group 

will be constructed: Base Layer Group (BLG), Enhancement Layer 1 Group 

(ELG-1), …, Enhancement Layer N Group (ELG-N). One group only swaps one 

layer data based on SVC coding scheme. For example, In Base Layer Group 

(BLG), peers only transfer base layer data. For better video quality, peers can join 

multiple groups. However, if one peer takes part in ELG-N, this peer must also 

appear in the under-layer groups: ELG-(N-1), ELG-(N-2), …, BLG. By this  

 



An Adaptive Scheduling Algorithm for Scalable Peer-to-Peer Streaming 197

 

hierarchical grouping mechanism, each peer can optionally select the different 

quality of video streaming. The mesh-based connection overlay structure is 

constructed inside of each group. The System Management Server (SMS) trace the 

statues of all connected peers in the swarm: download/upload statics and group 

ID. When a peer first time joins the swarm, it will retrieve a peer list from the 

SMS. The list is made by randomly selected peers from request groups. Finally 

each peer will maintain a fix number of concurrent connections. 

3.2   Scheduling Algorithm 

The streaming buffer is divided into two parts: zone of urgency and zone of 

demand, as presented in figure 5. The SVC video is divided into chunks, currently 

one chunk is one NALU. The peer constantly measures its data download 

bandwidth. According to the bandwidth, the peer estimates the number of layers it 

can afford. The chunks in the urgent zone are requested by using strict layered 

selection algorithm. The selection order is based on the inter-dependent priority. 

All based layer chunks in the urgency zone are fetched first, then the chunks of 

enhancement layer 1 are fetched, the higher layer chunks will be requested if all 

lower layer chunks are downloaded. This process can ensure the continuous video 

playback, if the peer has not enough bandwidth to download the chunks of all 

SVC layers. The chunks in the demand zone are requested by using random 

layered selection algorithm. Each layer assigns a weight value for calculating the 

probability of the layer chunks to be selected. The lower layer chunks will get 

more chance be selected than higher layers. The reason is the dependent 

relationship of SVC layers. The higher layer is non-decodable if the lower layer is 

not existed. The detail algorithm is presented in figure 6. 

  

Fig. 5 Streaming Buffer 
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Initialization; 

//calculate bandwidth 

receive_datasize = receive_piece * piece_size; 

current_bandwidth = receive_datasize / time_interval; 

bandwidth = (1 – bweight) * current_bandwidth + bweight * bandwidth; 

 

//According to the bandwidth, decide how many layers can //afford. 

If (the urgency zone has missing chunks) { 

     For (i = 0; i < number_of_layers; i++) { 

         If (layer i has missing chunks) 

              Download(layer i chunks); 

     } 

} 

// each layer has a weight value 

// base Layer Weight (LW1) is 4, enhancement Layer 1  

// Weight (LW2) is 7, LW3 is 9, LW4 is 11, …, LWn is 15 

// LW0 is 0 

If (the demand zone has missing chunks) { 

     no = random(0, 15); 

     if (no >= LWi && no <= LWi+1) { 

          Download(layer i chunks); 

     } 

} 

Fig. 6 Pseudo code of scheduling algorithm 

 

  

Fig. 7 Simulation process 
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4   Simulation Results 

We use the SVC reference software (JSVM 9) [9] and the NS-2 simulator [10] to 

verify the proposed scheduling algorithm. The simulation process is shown in 

figure 7. The raw video sequence [11], SOCCER, in CIF format, is encoded by 

using JSVM. The frame rate of the video is 30 frames per second with two spatial 

enhancement layers and one MGS enhancement layer. There are 1060 NALUs in 

the encoded stream. The UDP packet size is 1000 bytes. Total number of source 

video packets is 1317. 
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Fig. 8 Simulation result 

As shown in Figure 8, the proposed algorithm achieves better performance than 

BT-rarest-first and decoding-order based scheduling algorithms. BT-rarest-first 

and decoding-order scheduling algorithms treat different priority NALUs as the 

same, more packets are not decodable than the proposed algorithm even though 

they are correctly arrived. This is caused by the dependent relationship between 

different SVC layers. 

5   Conclusion 

This paper proposed an adaptive scheduling algorithm for H.264/SVC based P2P 

streaming in the heterogeneous network environment. In proposed algorithm, the 

streaming buffer is divided into two parts: zone of urgency and zone of demand. 

According to the SVC layered characteristics, the adaptive scheduling algorithm 

dynamically selects SVC video data to meet various network conditions. The 

experiment results demonstrate that the proposed algorithm achieves better 

performance than the conventional methods. As a future work, we plan to conduct 



200 L. Han and H. Peter In

 

further experiments for SVC video quality evaluation, and develop a prototype 

system to validate the proposed algorithm in the real network environment. 
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Enterprise Data Loss Prevention System Having 
a Function of Coping with Civil Suits
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Summary. More and more enterprises and organizations are adopting Data Loss 
Prevention (DLP) systems to detect and prevent the unauthorized use and 
transmission of their confidential information. Usually, DLP systems identify, 
monitor, and protect data in use, data in motion, and data at rest through deep 
content inspection, contextual security analysis of transaction and with a 
centralized management framework. Electronic documents, e-mails or network logs 
that are produced within enterprise, can be included in enterprise’s confidential 
information. On the other hand, as ESI is included in extent of evidence that 
become discovery's target in FRCP taken effect on December 1, 2006, enterprises 
been always vexing in several litigations are hurrying to adopt systematic ESI 
administration and confrontation system to prevent a lawsuit from losing owing to 
failure in duty of presenting related evidences and to maintain their confidences. 
This paper is about enterprise DLP system having a function of coping with civil 
suits. We loaded various functions needed at discovery process of civil suit to 
conventional enterprise DLP system. The proposed system can reduce enterprise's 
damage by coping spontaneously about enterprise's litigation dispute. 

1   Introduction 

More and more enterprises and organizations are adopting Data Loss Prevention 
(DLP) systems to detect and prevent the unauthorized use and transmission of 
their confidential information. Usually, DLP systems identify, monitor, and 
protect data in use (e.g., endpoint actions), data in motion (e.g., network actions), 
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and data at rest (e.g., data storage) through deep content inspection, contextual 
security analysis of transaction and with a centralized management framework[1]. 
Electronic documents, e-mails or network logs that are produced within enterprise, 
can be included in enterprise’s confidential information. 

On the other hand, as ESI (Electronically Stored Information) is included in 

extent of evidence that become discovery's target in FRCP taken effect on 

December 1, 2006, enterprises been always vexing in several litigations are 

hurrying to adopt systematic ESI administration and confrontation system to 

prevent a lawsuit from losing owing to failure in duty of presenting related 

evidences and to maintain their confidences[2]. 
FRCP (Federal Rules of Civil Procedure) has a procedure of asking an 

opposing part to open related evidences and information through discovery[3]. A 
litigant opens and collects information and evidences to clarify a point at issue of 
litigation, by legal method out of court in order to prepare trial. By asking each 
other to open an opposing party’s evidences, documents, and witnesses, it can help 
litigants proceed this lawsuit under the same condition. 

Litigants should open all evidences they have by themselves prior to trial and 

can request the other party or the third party to make public theirs at the same 

time[4]. The purpose of this requesting procedure for opening evidences is to 

make clear a point at issue of suit and secure all evidences which might be hidden 

purposely on trial, and there are a lot of cases that compromise is achieved prior to 

trial because each party knows about the other party’s evidences in detail. 

Discovery is made in writing such as a written request, a written answer, or a 

written protest and all documents need a lawyer’s signature. This process is 

fulfilled between litigants without a court’s participation. However, if a dispute 

occurs which a litigant rejects requests of the other litigant, a court participates in 

it. If litigants make excessive or expensive discovery requests on purpose, a court 

can revoke them, conversely, they do not their duty of discovery in good faith, a 

court can imposes mandatory sanctions. 

As ESI is included in extent of evidence that become discovery's target in 

FRCP taken effect on December 1, 2006, terminology named e-Discovery was 

appeared[5]. Enterprises been always vexing in several litigations are hurrying to 

adopt systematic ESI administration and confrontation system to prevent a lawsuit 

from losing owing to failure in duty of presenting related evidences and to 

maintain their confidences[6]. 

To satisfy this enterprise's necessity, some tools and solutions that can shorten  

litigation costs and time radically having various automated functions that is 

necessary in e-Discovery process are released. However, it can be very inefficient 

that enterprises which already have their own e-mail and documents management 

system or information protection solution additionally adopt these tools and 

solutions, the price increases greatly according to enterprise’s scale. 

In this paper, we propose an efficient system having a function of integrated 

security and a function of coping with civil procedure simultaneously that loads 

new functions needed at discovery process of civil suit to conventional enterprise 

DLP system. 

It includes functions of information management, identification, preservation, 

collection, processing, analysis, review, production, and presentation of EDRM 
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(Electronic Discovery Reference Model) and integrated security function of 

existing enterprise DLP system, as well. For efficiency, we select some modules 

applicable to preparation of civil suit from conventional enterprise DLP system 

and use it as common modules of our system[7]. 

Enterprises which have existing enterprise DLP system can prepare civil 

lawsuits without adopting other automating tools for e-Discovery additionally[8]. 

On the other hand, enterprises which have a plan to purchase automating tools or 

solutions for e-Discovery can save costs using this proposed system having a 

function of preparing civil lawsuit and a function of integrated security as well. 

A general structure of conventional enterprise DLP system is described in 

chapter 2, and EDRM defining detailed procedures to provide a function of coping 

with civil suit is introduced in chapter 3. We propose enterprise DLP system 

having a function of preparing e-Discovery in chapter 4. It is described in separate 

ways, common modules and unique modules. In chapter 5, we conclude it and 

show some future plans. 

2   Conventional Enterprise DLP System 

Fig.1 depicts a structure of general enterprise DLP system. Enterprise’s notebooks 

or PCs at endpoints, storage servers, database servers, or file servers can be a target 

of this system. To identify, monitor, and protect enterprises’ confidential data from 

these devices, enterprise DLP modules are loaded. Electronic documents, e-mails 

or network logs that are produced within enterprise, can be included in enterprises; 

confidential information. Since these devices are linked with networks, and data 

leakage can happen on networks, DLP functions support networks, too. 

  

Fig. 1 A structure of enterprise DLP 
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3   EDRM Defining Detailed Procedures Providing a Function of 

Coping with Civil Suits 

E-Discovery related tools or solutions are designed and made referring EDRM of 

fig.2. This reference model standardizes proceedings and defines each step’s 

functional specification to effectively follow guidelines and recommendations 

described in FRCP[9]. 

  

Fig. 2 Electronic Discovery Reference Model 

EDRM offers general, scalable, and flexible frameworks to develop e-Discovery 

related products and services and evaluate them. This is used by general standard 

about e-Discovery that is authorized, because it was developed by co-works of 

various related organizations. Tab.1 shows simple descriptions of each function. 

Table 1 Functional Specification of EDRM 
 

Function Description 

Information 

Management 

It manages documents of enterprises or organizations with documents control and 

preservation policy 

Identification 
As step of deciding a scope of discovery-related documents, it prepares documents can 

be used in discovery potentially and decides documents should be collected and 

preserved. 

Preservation It secures that documents do not change or destroy. 

Collection It collects ESI from various media such as tapes, drives, portable storage, networks, etc. 

Processing 
It filters duplicated or unrelated documents and changes format of ESI to be able to 

review them more effectively. 

Analysis 
As step of making related summaries (Related subjects, persons, or documents) by 

analyzing ESI, it should be done to enhance productivity prior to detailed review step. 

Review 
As step of establishing strategy on court, it evaluates collected ESI via relations and 

privileges and selects sensitive documents. 

Production It stores ESI to various media and submits it to a court and opposing litigants. 

Presentation It considers methods that can be seen effectively in trial. 
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4   Enterprise DLP System Having a Function of Coping with 

Civil Suits 

Fig 3 shows functional modules of our enterprise DLP system. It can be divided into 

enterprise DLP functional module and e-Discovery supporting functional module. 

 

Fig. 3 A Structure of Functional Module 

First, enterprise DLP function consists of integrated PC security module, 

printer security module, network control module, and database security module. 

Integrated PC security module plays a role of protecting data included at 

employees’ personal computers or notebooks and comprises various functions 

such as device control, file search, detection of private firewall and hacking tools, 

file leakage prevention, storing original file, automatic file encryption, 

notebook/PC taking out management, secure USB management, PC diagnostics, 

service usage logging, and e-mail attachments control, etc. Printer security module 

which prevents information leakage from printers, representative output 

equipment, includes authority control function for printer usage, watermarking 

function and original copy storing function. Network control module which stops 

the outflow of information using networks comprises logging function storing 

contents of e-mails or messengers, usage control function based on services, and 

keyword-based monitoring and blocking function. Database security module 

which offers protecting function for enterprise information that is stored at 

databases includes functions of database access control, certification, audit, and 

database encryption/decryption, etc. 
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On the other hand, e-Discovery supporting function consists of information 

management module, identification module, preservation module, collection 

module, processing module, review module, analysis module, production module, 

and representation module. Information management module which makes 

relationship of each member’s roles and business in order to manage data 

efficiently and produce ESI rapidly and exactly, includes related policy 

establishment and management function, policy observance monitoring function, 

automatic ESI classification function, datamap creation and management function, 

ESI life cycle management function, etc. Identification module which decides a 

scope of targeting documents for e-Discovery plays a role of preparing potentially 

available documents and selecting some documents from them to collect and 

preserve. It consists of various search functions, ECA (Early Case Assessment) 

function for locations, scopes, and timelines, and reasonable accessibility 

discernment function, etc. 

Preservation module which protects, maintains, and secures documents that 

obtained from identification step not to be changed or destroyed until production 

step, includes litigation hold control and management function, preservation 

policy establishment and management function, and preservation log management 

function. Collection module directly extracts litigation-related documents 

identified and preserved from data backup system of enterprise or organization 

with magnetic tape, hard drive, movable type storage, to examine and analyze. 

Imaging can be the main function of this module. Processing module shortens size 

of stored information and changes formats of them properly for analysis and 

examination, includes ESI indexing function, word frequency list creation 

function, filtering function by condition, document de-duplication function, 

document near de-duplication function, metadata extraction function, e-mail 

thread extraction function, and review format export function, etc. 

Review module which examines relativity and privilege for ESI, includes 

search function and automatic Tagging function, and sampling function, etc. 

Analysis module which evaluates ESI and makes related summaries such as 

related subjects, persons, or documents is certainly necessary module for 

productivity elevation prior to detailed review. This module includes ESI relation 

analysis function and e-mails/attachments relation analysis function. Production 

module, that aims to reduce costs, risk, and error and observe specification and 

timeline, prepares to produce related ESI in available format. This module 

includes production history log creation and management function, access log 

creation and management function, specific file format production function, edit 

function, chain of custody log creation and management function, and load file 

creation function, etc. Representation module which aims to submit final version 

of processed ESI as evidence, includes report and diagram creation function. 

Fig.4 shows some detailed functions belonging to enterprise DLP system can 

be used for e-Discovery supporting function and we call them as common detailed 

functions. E-mail/messenger logging function of network control module logs 

contents of e-mail or messenger and can be used by information management 

module of e-Discovery supporting function. File search function on PC which 

searches files on PCs in various ways from fundamental keyword-based search to 
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contents-based search, can be applied to diverse e-Discovery modules such as 

identification module, review module, or analysis module, etc. E-mail attachments 

control function which examine contents of file that is attached in e-mail and 

classify and save them, can be used to e-mail thread extraction function of e-

Discovery’s process module or emails/  attachments relation analysis function of 

e-Discovery’s analysis module.  

 

 
 

Fig. 4 Common Detailed Functions 

Original file storing function which preserves and stores files that exist on 

various devices in enterprises safely, so that the original text may not be changed, 

can be used to information management module or preservation module of e-

Discovery supporting function. File access logging function which stores logs that 

authorized persons accessed and used specific files, can be used to information 

management module and production module of e-Discovery supporting function. 

ESI lifecycle management function which manages ESI’s lifecycle from creating 

to changing, storing and destroying, can be applicable to e-Discovery’s 

information management module. 
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5   Conclusion and Further Work 

In this paper, we propose an efficient system having a function of integrated 

security and a function of coping with civil procedure simultaneously that loads 

new functions needed at discovery process of civil suit to conventional enterprise 

DLP system. Enterprises which have existing enterprise DLP system can prepare 

civil lawsuits without adopting other automating tools for e-Discovery 

additionally. On the other hand, enterprises which have a plan to purchase 

automating tools or solutions for e-Discovery can save costs using this proposed 

system having a function of preparing civil lawsuit and a function of integrated 

security as well. 

To provide e-Discovery supporting function, we adopted all procedures of 

EDRM. We have a plan to reconstruct required modules in order to promote 

efficiency. We are analyzing various e-Discovery solutions/tools and e-Discovery 

related project like the Sedona Conference[10]. We expect our new analyzing 

result can be proposed to more highly sophisticated system. 
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Optimal Sizing of Hybrid Wind-PV-Tide 
System*

 

Kun Hyun Park, Chul Ung Kang, and Jong Hwan Lim 

Summary. Hybrid generation system is basically merging systems of two or more 

different types of generation systems. Hybrid Generation System is more effective 

than utilization of single renewable energy resource. This study presents a metho-

dology to perform the optimal sizing of a new and renewable hybrid generation 

system. The methodology aims at finding the configuration, among sets of system 

components, that meets the desired system requirements, with the lowest value of 

the energy cost. The availability of the methodology is demonstrated with the field 

data acquired from sets of experiments.  

1   Introduction 

Hybrid system consists of two or more different types of new and renewable energy 

generation systems. In recent years, the hybrid generation system has become  

significant because of the complementary characteristics among the new and re-

newable energy resources. To use the energy resources of hybrid system more effi-

ciently, the optimal sizing of the hybrid system including battery is very important. 

However, the sizing of the hybrid system is performed on the basis of experience 

and intuition, which is not attained the optimum efficiency.  

Since solar, wind and tide energy resources have stochastic behavior, the major 

aspects in the design of the hybrid system are the reliable power supply of the 

consumer under varying atmospheric conditions and the cost of energy. In order to 

use wind, solar, tide energy resources more efficiently and economically, the op-

timal sizing of hybrid system with battery plays an important role in this respect.  

Various optimization techniques of hybrid system sizing have been reported in 

the literature. Kellogg [1] and Chedid [2] reported the linear programming tech-

nique. On the other hand, Karaki [3] and Bagul [4] developed the probabilistic  

approach, and iterative technique was developed by Kellogg [1]. Musgrove [5] 

presented dynamic programming, and Yokoyama et al. [6] developed multi-

objective method. Yang et al. [7] and Beyer et al. [8] have obtained the set of  
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different configurations which meet the load using the autonomy level of the  

system. Protogeropoulos et al. [9] presented general methodology by considering 

design factor such as autonomy for sizing and optimization.  

Recently, Diaf at al. [10] suggest very accurate mathematical approach for  

characterizing PV module, wind generator and battery. 

This paper presents a methodology for the optimal sizing of hybrid Wind-PV-

Tide system with storage batteries. The methodology adopted LPSP concept 

which was presented by Diaf [10]. By modifying the LPSP, we present a metho-

dology to perform the optimal sizing of a new and renewable hybrid generation 

system. The methodology aims at finding the configuration, among sets of system 

components, that meets the desired system requirements, with the lowest value of 

the energy cost. The availability of the methodology is demonstrated with the field 

data acquired from sets of experiments.  

2   Mathematical Modeling of Hybrid System Components 

2.1   Modeling of Wind Generator System 

There are many types of wind generators that have different power output perfor-

mance curves, so that the model used to describe the performance of wind genera-

tors is expected to be different. Some authors assume that the turbine power curve 

has a linear, quadratic or cubic form. Other authors approximate the power curves 

with a piecewise linear function with a few nodes.  

In this study, we use the original mathematical model of output power for wind 

generation system. This may be somewhat different from the actual power curves. 

The model, however, can be applied any types of wind generation system. 

The mathematical model of wind turbine output can be defined as: 2歎 噺" 怠態 岫び#べ岻 糾 べ態 噺" 怠態 び#べ戴                                               (1) 

If the height of the wind turbine is different from that of the wind speed            

measurement, the adjustment of the wind profile for height can be taken into ac-

count by using a height adjustment equation. The following power law is applied 

for the adjustment of the wind profile. 8 噺 8待 岾 滝滝轍峇池                                                                    (2) 

5.<+<##"#7?#)7+#,<%?7@'C## 7?#,7)8<@<+#4=#+4@4+C#$ 7?#57%,#?><<,G##

5.<+<#%# 7?# @.<#57%,#?><<,#)@#.&K#.<71.@#&C#%0#7?# @.<#57%,#?><<,#8<)?&+<,#)@#
@.<#.<71.@#&0#C#)%,#6#7?#@.<#>45<+#/)5#<Q>4%<%@#5.7;.#B)+7<?#57@.#@.<#;/78)@<#)%,#
<%B7+4%8<%@)/# ;4%,7@74%?G# N.<# @'>7;)/# B)/&<# 4=# He]# ;4++<?>4%,7%1# @4# /45######
+4&1.%<??#?&+=);<?#)%,#5<//#<Q>4?<,#?7@<?C#7?#&?<,#7%#@.7?#?@&,'G#
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2.2   Modeling of PV System 

2.3   Modeling of Tide Generator System 

There are many types of tidal generation system. Among them the most popular 

one is a horizontal axis blade type of tidal generation system which is basically no 

different from the horizontal axis wind turbine system. In this study, the horizontal 

axis blade type of tidal generation system is assumed. It, therefore, has the same 

mathematical model as that of wind generation system stated in Eq.(1). That is, 2担 噺 怠態 び坦奪叩#べ戴達探嘆                                                              (5) 

where び坦奪叩 is sea water density, # is diameter of rotor, で達探嘆 is the speed of current. 

Since び坦奪叩  is about などのに┻にŁ̌【Œ戴  the tidal energy is much greater than wind  

energy when the current speed is equal to wind speed. 

2.4   Modeling of Battery System 

Since the state of battery is related to the previous state of charge and to the ener-

gy production and consumption situation of the system during the time from ß 伐 な 

to ß, it should be modeled differently according to the generation and load condi-

tions.  

When the total power from the hybrid generation system is greater than the load 

required, the battery is in charging state and modeled as follows; 

R=# @.<# ?4/)+# +),7)@74%# 4%# @.<# @7/@<,# ?&+=);<C# @.<# )8K7<%@# @<8><+)@&+<# )%,# @.<# #######
8)%&=);@&+<+?#,)@)# =4+# @.<#(S#84,&/<?#)+<#)B)7/)K/<C# @.<#>45<+#4&@>&@#4=# @.<#(S#
1<%<+)@4+C#789C#;)%#K<#;)/;&/)@<,#);;4+,7%1#@4#@.<#=4//457%1#<P&)@74%?G#
#
#######################################################"89 $%:;<*=>?##############################################cId#

#
5.<+<#:;%7?#@.<#7%?@)%@)%<4&?#(S#1<%<+)@4+#<==7;7<%;'C%<#7?#%&8K<+#4=#84,&/<?C#*=#7?#@.<#)+<)#4=#)#?7%1/<#84,&/<#&?<,#7%#)#?'?@<8#)%,#>?#7?#@.<#1/4K)/#7++),7)%;<#
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#
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 %岫ß岻 噺 %岫ß 伐 な岻岫な 伐 ぴ岻 髪 岾'鷹岫ß岻 伐 醍杜遅套投湯峇 と但叩担                                    (6) 

Where,"%岫ß岻 is battery bank capacity, '鷹岫ß岻 is total power of the hybrid system, '鷹岫ß岻 is the power needed by the load at time t, ぴ is self discharge rate of the bat-

tery, と但叩担 is the battery efficiency, and と辿樽旦 is the inverter efficiency. During dis-

charging process, the battery discharging efficiency was set equal to 1, and during 

charging, the efficiency is 0.65 to 0.85 depending on the charging current.  

On the other hand, when total power is less than the load demand, the battery is 

in discharging state and modeled as follow; %岫ß岻 噺 %岫ß 伐 な岻岫な 伐 ぴ岻 伐 醍杜岫担岻遅套投湯 '鷹岫ß岻                                       (7) 

3   Design Model of Optimal Sizing 

3.1   The RLP Model 

Several approaches are used to achieve the optimal configurations of hybrid sys-

tem in term of technical analysis. In this study, the RLP method is used that is 

modified from the method of LPSP, and can be summarized in the following steps.  

The total power, 2担誰担, generated by the wind turbine, PV generator and tide ge-

nerator at time t is calculated as follow: 2担誰担岫ß岻 噺 2丹旦岫ß岻 髪 2歎 髪 2担                                            (8) 

Then, the inverter input power, 2辿樽旦岫ß岻, is calculated using the corresponding load 

power requirements. 2辿樽旦岫ß岻 噺 沢嶋搭倒凍岫担岻遅套投湯                                                             (9) 

where 2狸誰叩辰岫ß岻 is the power required by the load at time t, と辿樽旦  is the inverter  

efficiency. 

The following two different situations may appear during the operation of the 

hybrid wind-PV-tide system. 

� The total power generated by the hybrid generators is greater than the power 

needed by the load 2辿樽旦 . In this case, the energy surplus is stored in the batteries 

and the new battery capacity is calculated using Eq.(5) until the full capacity is ob-

tained, the remainder of the available power is not used. 

� The total power generated by the hybrid generators is less than the power 

needed by the load, 2辿樽旦, the batteries supply the energy deficit, and a new battery 

capacity is calculated using Eq.(7). 

In case when the total power generated by the hybrid generators is equal to the 

power needed by the load 2辿樽旦, the batteries remains unchanged, and this case can 

be considered as special case of �. 
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If the power generated by the hybrid system is less than the load demand, the 

batteries should supply the energy deficit. However, if the battery capacity reaches 

to the minimum capacity stat, %鱈辿樽 , in which the batteries cannot discharge  

anymore, the hybrid system can no more supply energy deficit. In this case the 

power deficit must be supplied from the external energy system. The power deficit 

in this case is called as ' Lack of power', 2宅沢, and can be defined as:  2宅沢岫ß岻 噺 2狸誰叩辰岫ß岻つß 伐 岫2鷹岫ß岻つß 髪 %岫ß 伐 な岻 伐 %鱈辿樽岻と辿樽旦                      (10) 

Where, 2鷹岫ß岻and2狸誰叩辰岫ß岻 are total power and load power requirement. 2狸誰叩辰岫ß岻つß 
represents total load demand power, and the last term represents the power con-

sumed by the load. In Eq. (10), it is assumed that power generated by the hybrid 

system during つß is unchanged. The amount of power discharged until the battery 

capacity reaches %鱈辿樽, %誰探担, is written as, %誰探担 噺  2狸誰叩辰岫ß岻つß 伐 2鷹岫ß岻つßと辿樽旦                                          (11) 

The ratio of lack of power (RLP), 2宅沢, for a period む, can be defined as the ratio of 

total lack of power over the total load required during that period. 2宅沢 噺 デ 沢杜賭岫担岻砥盗転迭デ 沢嶋搭倒凍岫担岻砥盗転迭                                                       (12) 

Using Eq. (12), the optimal sizing of the hybrid system components is performed. 

3.2   Economical Model 

For hybrid generation systems the most important concern is to achieve the lowest 

energy cost, and the economical approach can be the best benchmark of cost anal-

ysis. Several methods are used to get different options for energy system; the leve-

lised cost of energy is often the preferred indicator [11]. However, the method is 

not easy to apply in a practical application because it is very complicated. 

6担誰担 噺 6歎'歎 髪 6担'担 髪 6丹旦'丹旦 髪 6但叩担%                                  (13) 

Where, '歎��'担  and  '丹旦 is Wind, tide and PV generation capacity respectively, 

and % is battery capacity.��

4   Simulation Results 

Fig.1 shows the optimal design algorithm. First, it assumes combination of the 

size of each component of the hybrid system. Using the given data, it calculates  
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the total power generated by the hybrid system. The power is then compared with 

the power required by the load. During the process 2宅沢 is calculated and summed 

for total period 6. Finally, 4宅沢 is calculated and if the resulting 4宅沢 satisfies the 

required 4宅沢, the assumed combination of the size is a candidate for optimal siz-

ing. Among the many candidates, it finds optimal combination of size by applying 

the economical model. 

 

Fig. 1 Optimal design algorithm 

Fig.2 through Fig. 4 show wind data, solar irradiance data, and tidal current da-

ta respectively. The data were acquired for 3 days at somewhere in Jeju island. 

Design condition is shown in table 1. The load is assumed as 20W and operates 

for 24 hours a day. The size of wind turbine is set to 3W because it is the smallest 

one among the commercialized wind system. The required 4宅沢 is 0, which meet 

the stand-alone system that need no external supply of energy.  
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Fig. 2 Wind speed data 

 

 

Fig. 3 Current data 
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Fig. 4 Irradiance data 
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Table 1 Design Conditions 

 

 

Fig. 5 Design results (PV 30W) 

 

Fig. 6  Design results (PV 60W) 
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Table 2 Result of optimal sizing 

 

5   Conclusions 

In this paper, method for optimal sizing of hybrid renewable generation system 

has been studied. A simple mathematical modeling for each component of hybrid 

wind-PV-tide generation system was developed. Using the models, the method of 

optimal sizing of the hybrid system components was developed. The method is 

based on RLP (Ratio of Lack of Power) and economical model.  

This aims at finding the configuration, among a set of system components, that 

meets the desired system requirements, with the lowest value of the energy cost. 

The method was applied to hybrid wind-PV-tide generation system. The availabil-

ity of the methodology was successfully demonstrated with the field data acquired 

from sets of experiments. �
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A Smart Web-Sensor Based on IEEE 1451 and 
Web-Service Using a Gas Sensor* 

Jeong-Do Kim, Jung-Ju Kim, Sung-Dae Park, Chul-Ho Hong, Hyung-Gi Byun, 

and Sang-Goog Lee 

Summary. The purpose of a web-sensor is to transmit recorded data and related 
information to a remote user. Since the user is at a remote location, the sensor 
information must be reliable and secure, and the diagnosis for sensors should be 
easy to handle. To ensure these outcomes, the IEEE 1451 has been used in the past 
for smart sensor. This paper proposes a new smart web sensor model. Since the 
proposed smart web sensor is based on IEEE 1451.0, most of the existing sensor 
interfaces may be used, and the smart web sensor can be achieved using TEDS  
information. In addition, as XML is used, the web service is user friendly and a 
remote user can easily handle all kinds of information related to the sensor. This 
research presents a reference model for a smart web sensor and, to prove how 
valuable it is, a web-service using a gas sensor is utilized.  

1   Introduction 

The usage of web-sensors that can obtain sensor information at remote locations 

through web technology has allowed geographical boundaries to be overcome in 

automation technology.  Existing web-sensors show the sensor information 

through a static HTML web-page by using TCP/IP and HTTP. Here a web-page is 

provided to the remote user by a web-server which is directly connected to the 

web-sensor. 
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In 2003, A. Flammini constructed a web-sensor using an inexpensive micro-

controller. Although this web-sensor utilized a cheap microcontroller, it perfectly 

supported the internet protocol of TCP/IP and HTTP, and provided the sensor in-

formation to the user through a HTML page[1]. In 2004, Castaldo wrote an article 

on a distributed measurement system based on a smart web-sensor, but he focused 

on aspects of intelligence with regard to the concept of the distributed network 

rather than the smart sensor itself[2]. Also, in 2005 G. Bucci proposed a  

web-service method and application component based on the user’s purposeful  

use of XML, and solved compatibility problems between different types of  

platforms [3]. 

In 2004, Janecek presented research on how to simplify communications by us-

ing SOAP with web-service technology [4]. As mentioned above, several methods 

have been proposed on how web-sensors should be used and how they should be 

actualized. But most research has focused on networking methods and how to  

implement the web- service. 

As well as efficiency, one of the most important aspects regarding the purpose of 

a web-sensor is measurement.  Being a sensor, accuracy and specifications are the 

most important factors, not the web-service. Many sensors have nonlinear elements 

and limitation factors and show characteristic changes due to factors like tempera-

ture. Therefore, the precise specification or information for calibrations should be 

provided. Recently, sensor standards with such the intelligent information have 

been established; namely IEEE 1451, a smart sensor standard. In many papers the 

term 'smart web-sensor' was used, yet no one has exactly defined the term. Many 

researchers simply used the term based on their research objective. 

First, we would like to newly define the term 'smart web-sensor.' The definition 

of a smart web-sensor is: a smart web sensor that must provide a remote user with 

sensor status and intelligent information that is guaranteed to be reliable, together 

with measured data.  This information is provided in a web-page format with ac-

tual data.  And, when received, the remote user can process it based on the user’s 

purposes. According to this definition, a web-sensor reference model based on 

IEEE 1451 will be presented first. Aside from this paper, few web-sensor re-

searchers have presented a IEEE 1451 based web-sensor, which is constructed in 

the same manner as the IEEE 1451.2, IEEE 1451.3, and IEEE 1451.4. In this  

research, the smart web-sensor is structured based on IEEE 1451.0 and can expro-

priate IEEE 1451.X; and therefore there is no restriction on the interface with sen-

sors. We also used a method to transmit TEDS information in a web-page format 

for web-service purposes, and all the information and data are transmitted by 

XML. 

In 2003, A. Flammini constructed a web-sensor using an inexpensive micro-

controller. Although this web-sensor utilized a cheap microcontroller, it perfectly 

supported the internet protocol of TCP/IP and HTTP, and provided the sensor in-

formation to the user through a HTML page[1]. To prove the efficiency of the 

proposed method, we implemented a smart web sensor system with a MOS type 

gas sensor, and designed a web-service with it. 
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2   Existing Web-Sensors and Web-Service 

2.1   Structure of Existing Web-Service 

A web-sensor transmits additional information, including notes and the user interface, 

as well as the measured data to a remote user through the web.  This improves con-

venience of use for the remote user and a web-page can be received by just launching 

a web-browser.  Fig. 1 shows the structure of a web-sensor and Fig. 2 shows an ex-

ample of a web-page transmitted to a remote place by a web-sensor. 

It seems convenient to send a web-page to a remote user, but sometimes the 

remote user has to process sensor data for his or her purposes. Therefore, XML is 

commonly used rather than HTML to increase user convenience. However, a  

web-service with text-based XML doesn't install components every time. 

A web service also has to work independently on hardware platforms and pro-

gram language [5].  XML web-service application software uses protocols like 

HTTP, XML, XSD (XML Schema Definition), SOAP(Simple Object Access Pro-

tocol), and WSDL(Web Services Description Language) to connect to a network 

[6]. The advantage of XML web-service is that the client does not need to learn 

the language the web-service is embodied in. The client just needs to know the 

XML web-service location and user method to obtain the service. 

 

Fig. 1 A block diagram of existing web-sensor 

SOAP is a network protocol for data transmission whatever the operating sys-

tem and programming environment is. SOAP uses XML to distribute data and 

provides a light protocol for transmission of structural type information between 

computers. In other words, SOAP encodes data by using HTTP and XML and 

sends data. SOAP type data is covered by HTTP, so web-servers can understand 

it, and because of this network application is made easier. 

WSD is a XML format which displays the network service. To obtain this ser-

vice the server should provide WSDL and then the web-service client can find out 

how to use the web-service based on this document. To use a specific type of ser-

vice, we must know which web-service is provided and from where it is provided. 

UDDI(Universal Description, Discovery, and Integration) could be called a search 

engine for web-services because the produced web-service can be registered on 

UDDI and the registered web-service can be searched. 
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Fig. 2 An example of web-page 

 

 

Fig. 3 The structure of web-service using XML 

 

Fig. 3 is the structure of an existing web-service based on XML. XML web-

server registers XML web-service to UDDI. When a client goes to UDDI and 

searches a XML web-service, UDDI returns URL for the XML web-service, then 

with the URL the client connects to the server, and through the SOAP processor 

asks for sensor module data as a XML document. The server returns the XML 

document with sensor data to the client. The client uses the information on the 

XML document to make an application.  
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2.2   Problems with Currently Existing Web-Sensors 

Aside from efficiency, the most important aspect of a web-sensor is measurement. 

Being a sensor, accuracy and specification are the most important factors, not the 

web-service. Many sensors have nonlinear factors and limitation factors and show 

characteristic changes due to factors like temperature. 

Therefore precise specification or information for diagnosis and calibrations 

should be provided. Recently a sensor standard with such intelligent information 

capacity has been created: IEEE 1451, which is a smart sensor standard. A  

detailed explanation concerning IEEE 1451 is given in chapter 3. 

3   IEEE 1451 Standard for Smart Sensor 

3.1   Introduction about IEEE 1451 

IEEE 1451 standards were first developed in 1993 by IEEE standards Association 

(IEEE-SA) Standards Board's Technical Committee on Sensor Technology (TC-9) 

and IEEE Instrumentation and Measurement Society. The standard title is “A 

Smart Transducer Interface for Sensors and Actuators." This provides a standard 

interface between a transducer interface module (TIM) and network capable appli-

cation processor (NCAP); it also provides intelligence and interoperability using 

common TEDS formats 

Providing a standard interface brings the following advantages. Sensor and ac-

tuator manufacturers only have to provide a standard interface no matter what the 

network type or connection structure is. And a network can obtain information 

through a common interface no matter what the transducer type is.  

TEDS information brings the following advantages. In the past, when a meas-

urement system was installed and organized, major sensor parameters like measur-

ing range, sensitivity, and magnifying factor had to be inserted so that software 

could analyze and convert sensor data. But using a sensor with built in TEDS data 

minimizes possible errors, and increases accuracy and credibility by using built in 

calibration data to calibrate sensor.  

3.2   Basic Structure and Composition of IEEE 1451 

IEEE 1451.1 to .4 were standardized by 2006, and in 2007 IEEE 1451.0 and IEEE 

1451.5 were standardized. Currently IEEE P1451.6 and .7 are in the works. IEEE 

1451.0 was approved as a standard after IEEE 1451.IEEE 1451.1, IEEE 1451.2, 

IEEE 1451.3, IEEE 1451.4 and IEEE 1451.5 had been approved. Therefore, the 

other standards have been improved upon. The basic purpose of IEEE 1451.0 is to 

provide a service based on API, which is the most important standard for a user. 

Fig. 4 shows a reference model of IEEE 1451. Through the figure we can learn 

that IEEE 1451.0 can accommodate the rest of the IEEE 1451.x series. However, 

IEEE 1451.4 is a standard for an individual sensor only. As it defines a separate  
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interface and uses its own TEDS, direct linkage is difficult. If a linkage is wanted, the 

user should convert IEEE 1451.4 TEDS to that of IEEE 1451.0 standard. Table 1 

gives a brief description about the IEEE 1451 family. 

 

Fig. 4 Reference model of IEEE 1451 

Table 1 Characteristics of IEEE 1451 family and standardization status 

standard Characteristic Status 

IEEE 1451.0 
Provides standard API for

NCAP 

Created in 

2007 

IEEE 1451.1  
Defines NCAP model for

smart sensor 

Created in 

1999 

Connects by TII (transducer

independent interface) 
IEEE 1451.2 

Converter information presen-

tation by TEDS 

Created in 

1997 

Connects by multidrop bus 

IEEE 1451.3 Supports TEDS format for

distributed multi system 

Created in 

2003 

Connects by MMI (mixed

mode interface) 
IEEE 1451.4 

Supports protected TEDS

format 

Created in 

2004 

IEEE 1451.5 
Sensor interface and protocol

by wireless 

Created in 

2007 

IEEE P1451.6 
Sensor interface and protocol

by controller area network : CAN

in the 

works <pend-

ing> 

IEEE P1451.7 
Sensor interface and protocol

by universal serial bus : USB 

in the 

works <pend-

ing> 
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4   IEEE 1451.0 Based Smart Web-Sensor Design 

4.1   Proposing a Smart Web-Sensor Reference Model 

The goal of a web-sensor is to provide sensor data and related information in a web-
page form to increase remote user convenience. A web-page is usually transmitted in 
XML format so that a remote user can process the sensor data based on the user’s 
purpose. However, as explained in clause 2.2, the diagnostic technique of sensors is 
very important in an actual sensor. Moreover, in the case of a remote place, a user 
cannot actually check the sensor and therefore it is very important to know the sensor 
condition and to be able to trust the sensor data. 

To solve these problems, we would like to newly define the term 'smart web-

sensor. A web-sensor is a device that grasps the sensor condition and provides accu-
rate and intelligent information for a remote user, and this information is provided in 
a web-page format with actual data. When received, the remote user can process it 
based on the user’s purpose. 

Based on this new definition, we present the IEEE 1451 based web-sensor ref-
erence model, which is shown in Fig. 5. This reference model is designed based 
on IEEE 1451 in order to provide related information about sensor conditions and 
calibration information in a standard method using TEDS to the remote user. Few 
web-sensor researchers have presented the IEEE 1451 based web-sensor, but most 
are designed in the same method as IEEE 1451.2, IEEE 1451.3, and IEEE 1451.4. 

 

Fig. 5 Proposed smart web-sensor reference model 
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In this article, a web-sensor is designed based on IEEE 1451.0 to support most 

communication interfaces, and therefore any form of interface is able to be sup-

ported between sensor and server, which means that most of the IEEE 1451.X 

family can be supported. But IEEE 1451.0 does not support IEEE 1451.4. If IEEE 

1451.4 TEDS is desired, a user needs to convert it separately or use a manufac-

turer-defined TEDS. Since TEDS in relation to an individual sensor is well de-

fined by IEEE 1451.4, it is better to convert IEEE 1451.4 TEDS by a manufac-

turer-defined TEDS of IEEE 1451.0 than using a transducer Channel TEDS of 

IEEE 1451.0. 

4.2   Presenting a Web-Service Method by Using a Smart  

Web-Sensor Reference Model  

When a remote user receives sensor information, usually the user interface and 

data are processed based depending on the user’s purpose. Then, why should a 

sensor related program be sent in a complex web-page format when it is going to 

be re-framed? Such concerns are unnecessary when TEDS information is transmit-

ted in a web-page format as displayed in Fig. 6. TEDS information rarely changes 

and as the user only refers to it indirectly, a web-page format transmission is de-

sirable, and the information is transmitted by XML. 

 

 

Fig. 6 Web-service sending TEDS information is in a web-page form 

Transmitting data by using XML is explained in chapter 2 and will not be re-

peated here. TEDS information that is implemented by web-page is based on 

IEEE 1451.0, and therefore TIM should include IEEE 1451.0 TEDS information 

in its memory. In this case, NCAP has to organize the information into a  

web-page, which is difficult. 

In the other method, TIM doesn't contain TEDS information but NCAP has vir-

tual TEDS in the form of a web-page. In this way it minimizes loads in the actual 

manufacturing because only this TEDS web-page and measured data is sent in 

XML form. 

The composition of IEEE 1451.0 TEDS information is shown in Fig. 7. In the 

figure, the User's Transducer Name - TEDS and PHY TEDS - are not the contents 

to be sent through the web-page and have no relation with the actual sensor, and 

therefore they will not be explained here. 
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(a) Not using IEEE 1451.4 TEDS            (b) When IEEE 1451.4 TEDS is com- 

posed of Manufacturer-defined TEDS  

Fig. 7 Structure of IEEE 1451.0 TEDS 

4.3   Design of META TEDS and TransducerChannel TEDS for 

Web-Service 

Table 2 shows contents of META TEDS that will be implemented as web-page. 

Table 2 The contents of META TEDS that will be designed as web-page 

Field Type Field Name Description  

    Length  

3 TEDSID TEDS Identification Header  

4 UUID Globally Unique Identifier  

Timing-Related information 

10 OHoldOff Operational Time-Out  

12 TestTime Self-Test Time  

Number of implemented TransducerChannels 

13 Maxchan 
Number of implemented Transducer-

Channels 
 

17 Proxies 
TransducerChannel Proxy Definition

sub-block 
 

Types 22,23 and 21 define one TransducerChannel Proxy 

22 ChanNum 
TransducerChannel number of the

TransducerChannel Proxy 
 

23 Organiz 
TransducerChannel Proxy data-set or-

ganization 
 

21 MemList TransducerChannel Proxy member list  

25-127 -  open to manufacturers  

 
Table 3 and 4 shows the contents of TEDS Identification Header and Globally 

Unique Identifier which is in META TEDS in Table 2. In particular, in the case of 

a web-sensor, it is necessary to locate the sensor because it is at a remote place. 



228 J.-D. Kim et al.

 

Table 3 Contents of TEDS Identification Header 

Field Function 

Family IEEE 1451.0 

Class TEDS Access Code   

Version TEDS Version  

Tuple Length Number of octets 

 

Table 4 Contents of Globally Unique Identifier 

Field Description Description Comment

1
Location

Field

MSB : North(1) or south latitude(0)

The next 20 MSBs : the magnitude of

the “latitude” as an integer number of arc

seconds

note : 1 arc second is about 30m

The next MSB : East(1) or West lon-

gitude(0)

The next 20 MSBs : the magnitude of

the “longitude” as an integer number of

arc seconds

2
Manufactur-

er’s Field
Reserved (sensor ID may be included)

3 Year Field The year 0 to 4095 AD manufac-

tured date4 Time Field in unit seconds

 

Table 5 shows TransducerChannel TEDS which will be included in the web-

page. This TEDS is the actual information about the sensor and can be used by us-

ers in many ways. For example, by using a lower range limit and upper range  

limit, an alarm can be sounded when the limit is in excess. 

Table 5 TransducerChannel TEDS contents will be presented in web-page form 

Field Field Name Description  

    TEDS Length  

3 TEDSID TEDS Identification  

TransducerChannel related information 

10 Calkey Calibration key      

11 ChanType TransducerChannel type key     

12 PhyUnits Physical Units  

50 UnitType Physical Units interpretation enumeration  
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Table 5 (continued) 

13 LowLimit Design operational lower range limit  

14 HiLimit Design operational upper range limit  

15 OError Worst-case uncertainty  

16 SelfTest Self-test key     

Data Converter related information 

18 Sample    

40 DatModel Data model     

41 ModelLenth Data model length     

42 SignBits Model significant bits  

Timing-Related Information 

20 UpdateT TransducerChannel update time (tu)   

21 WSetupT TransducerChannel write setup time (tws)   

22 RSetupT TransducerChannel read setup time (trs)   

23 Speriod TransducerChannel sampling period (tsp)   

24 WarmUpT TransducerChannel warm-up time   

25 RDelayT TransducerChannel read delay time (tch)   

26 TestTime TransducerChannel self-test time requirement  

Attributes 

31 Sampling Sampling attribute   

48 SampMode Sampling mode capability    

49 SDefault Default sampling mode    

Sensitivity (Optional) 

37 Direction Sensitivity direction  

38 Dangles Direction Angles  

 
TEDS from IEEE 1451.0 at each field has its own number and fixed data type. 

Details of the contents of TEDS must be referred from IEEE 1451.0 standard 

document. But when this is organized as a web-page, it is necessary for it to be 

shown with integers, real numbers, and text so users can understand it. Also, when 

presented on a web-page, the whole defined necessary field doesn't need to be dis-

played. Depending on the situation, it can be omitted when the user designs the 

web-page.  

4.4   Organization of a Manufacturer-Defined TEDS for Web-

Service 

It may be very difficult to make a smart sensor by using TransducerChannel 

TEDS in individual sensors. When data sheet information for each sensor is  

complex, transducerChannel TEDS of IEEE 1451.0 cannot contain them all. For 
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example, just in the case of MOS gas sensor, there are several specifications 

which IEEE 1451.0 transducerChannel TEDS couldn't express. To provide a sen-

sor's various electrical and physical characteristics to a user, using an IEEE 1451.4 

standard template TEDS is recommended. IEEE 1451.4 TEDS provides standard 

TEDS from ID=30 to 39 and applies to various sensors. 

The user can choose a TEDS that corresponds to the sensor. But when IEEE 

1451.0 is used, IEEE 1451.4 TEDS cannot be used directly. IEEE 1451.0 takes 

most of the other IEEE 1451.x but IEEE 1451.4 is out of its scope. 

A standard in order to apply IEEE 1451.4 TEDS to IEEE 1451.0 TEDS has not 

been presented yet, but it can easily be achieved by using an IEEE 1451.0 manu-

facturer-defined TEDS. Table 6 shows a standard template TEDS which is stan-

dardized in IEEE 1451.4. Table 7 shows an example of template ID at ID=39. A 

user can choose the desired sensor ID, and can use it by converting it into a manu-

facturer-defined TEDS. IEEE 1451.4's standard template ID uses fixed data type 

and bits to express each of their functions, but it doesn't have to be maintained - 

the manufacturer can decide which data is appropriate and use it accordingly.  

Only the function and the description must be included. 

Table 6 IEEE 1451.4 standard template TEDS 

Type Template ID Name of Template 

25 Accelerometer & Force 

26 Charge Amplifier (w/ attached accelerometer) 

27 
Charge Amplifier (w/ attached force trans-

ducer) 

28 Microphone with built-in preamplifier 

29 Microphones (capacitive) 

30 High-Level Voltage Output Sensors 

31 Current Loop Output Sensors 

32 Resistance Sensors 

33 Bridge Sensors 

34 
AC Linear/Rotary Variable Differential 

Transformer Sensors (LVDT/RVDT) 

35 Strain Gage 

36 Thermocouple 

37 Resistance Temperature Detectors (RTDs) 

38 Thermistor 

Transducer

Type 

Template 

39 Potentiometric Voltage Divider 
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Table 7 IEEE 1451.4 standard template of ID=39 

Function Select Description 

ID - Template ID 

Select Case—-Physical Measurand 

Minimum physical value Measurement Case 0-

45 Maximum physical value 

 Transducer Electrical Signal Type 

Select Case—-Electrical Value Precision 

Minimum electrical output 
Case 0 

Maximum electrical output 

Minimum electrical output 
Case 1 

Maximum electrical output 

- Mapping Method 

- Sensor input impedance 

Electrical signal out-

put 

- Sensor Response Time 

- Excitation level, nominal 

- Excitation level, min 

- Excitation level, max 

Excitation voltage

supply 

- Power-supply type 

- Calibration Date 

- Calibration initials 
Calibration informa-

tion 
- Calibration period 

Misc - Measurement location ID 

5   Smart Web-Service for Monitoring of Gas Sensor 

A smart web sensor must provide a remote user with sensor status and intelligent 

information to ensure reliability, together with measured data.  If we deliver TEDS 

information using IEEE 1451.0 to a remote user, a remote user can diagnose the 

sensors using this TEDS information, and calibration works are also possible. 

In this paper, we designed a smart a web-service using the Figaro gas sensor 

based on IEEE 1451.0.  A designed smart web-service for a gas sensor uses 

RS485 communications for interface with the web-server.  A web-server provides 

remote clients with the web-page. 

In our experiment, a web-server is connected with 1 gas sensor.  However, in 

actual application, a web-server is able to be connected with multiple-sensors and 

to provide remote clients with multiple web-pages.  Fig. 8 shows TEDS informa-

tion and monitoring display transmitted by a web-server.  This web-page can set a 

base line for an alarm and sampling time based on a transmitted TEDS informa-

tion.  TEDS information and measured data is transmitted by a web-sensor using 

XML. Setting parts such as sampling time and the alarm is programmed by a  

remote client, based on transmitted TEDS information. 
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The client’s web-page shown in fig.8 is drawn up based on WSDL documentation 

written in XML, which is connected with a web-sensor server. The web-server pro-

vides TEDS information and real data to the client’s web-page through a WSDL 

document. The web-page of client must indicate TEDS information. 

Using TEDS information and real data, various kinds of user-friendly informa-

tion which is convenient to the user could be shown in the web-page. Since  

delivered WSDL documents are based on XML, various types of web-page com-

position are possible according to the demands of the user. The web service and 

web browser were realized using asp.net in this paper. 

 

Fig. 8 Real web-page using web-service 

In the web-page of this paper, we provide a standard number, the location of 

manufacture, the manufactured date, META-TEDS information which includes in-

formation of sensor channel, and manufacturer-defined TEDS which provides a 

datasheet of the actual sensors. 

We were not able to provide a datasheet of an individual sensor which is based 

on the IEEE 1451.4, because this research is based on the IEEE 1451.0. In order to 

solve this problem, a datasheet of a gas sensor based on the IEEE 1451.4 is  

provided by using the manufacturer-defined TEDS. 

In the web-page of this paper, monitoring information is also provided in addi-

tion to TEDS information. It is possible to plan the monitoring of information ac-

cording to the goal of the user by referring to TEDS information, which is already 

delivered. In this paper, the sampling period of monitoring could be controlled, 

and it is possible to know the moment when the gas concentration is above the 

limited value.  The graph in fig. 8 shows the monitoring data that was sampled 

every 10 minutes on Normal Mode. When the web-page is created, information is 

requested from the server through a SOAP message in order for TEDS informa-

tion and measured data from a gas sensor to be received, and then the server  

answers through a SOAP message. 
Fig.9 is shows the request and the answer of the SOAP regarding the read Teds 

method which provides TEDS information to the server. The host control is  
hoseo.ac.kr, and the transmission protocol is binding with HTTP. 
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(a) SOAP message for request              (b) SOAP message for response 

from client                                             of web-server 

Fig. 9 SOAP message for request and response of readTeds method 

Fig.10 shows the request and the response of SOAP regarding the monitoring 

method which provides the monitoring data information of the server. Through the 

monitoring method, measured data is provided in a basic manner and various 

kinds of information can also be provided according to the needs of the user. 

 
(a) SOAP message for request          (b) SOAP message for response 

from client                                        of web-server 

Fig. 10 SOAP message for request and response of monitoring method 

6   Conclusion 

In this research we defined in a new way what a smart web-sensor is. A smart 

web-sensor must provide a remote user with the sensor status and the intelligent 

information to ensure reliability, together with measured data.  This information is 

provided in a web-page format with actual data.  And, when received, the remote 

user can process it based on the user’s needs. According to this definition, a web-

sensor reference model was proposed based on IEEE 1451.0.  It is possible to sup-

port most sensor interfaces based on IEEE 1451.X, because the proposed  

reference model is planned based on IEEE 1451.0. 

In order to achieve the intelligence aspect of the sensor, information regarding 

the measured data and also information regarding TEDS are provided to a user in 

a remote place. The information transmission is realized using WSDL and SOAP 

based on XML. The use of XML provides flexibility in choosing a platform for 

the client and also achieves benefits regarding security matters. The benefit of 

flexibility may be maximized with proper planning, especially in the case of the 

use of gas sensors, wind direction sensors, BOD(biological oxygen demand) and 

COD(chemical oxygen demand) sensors which are located in remote places.  
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For chemical sensors (e.g. gas sensor), TEDS information is necessary in order 

to provide the reliability and the proper diagnosis of sensors. In order to show the 

usability of the smart web-sensor proposed in this paper, we designed a gas smart 

web- sensor and it was applied successfully. In order to show the usability of the 

smart web-sensor proposed in this paper, we designed a gas smart web- sensor and 

it was applied successfully. 

The measurement of the sensor is more accurate and consequently it will be able 

to increase the reliability of the system, because we can transmit the difference be-

tween properties and manufacturer sensors by using TEDS. The most important thing 

is to augment the reliability of the sensors which are located in a remote place. 
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CC Based Analysis Scheme for Evaluation 
Scope Models* 

Sun-Myung Hwang and Young-Hwan Bang 

Abstract. In these days, many organizations try to manage their information sys-
tem in safe way due to more rapidly change in information security system. The 
CC (Common Criteria) is scheme to secure evaluation for information security 
product/system. And the CC was approved by ISO/IEC 15408 in June, 1999 as in-
ternational standard for information security system evaluation. The UK estab-
lished C-TAS (CESG Tailored Assurance Service) that evaluate to IT product and 
software, and operational system. The Japan developed ISO/IEC 19791 for infor-
mation security operating system security evaluation. Thus, we are preparing op-
erating system evaluation. This paper is to propose evaluation scope computation 
model related with operating system evaluation to be enforced in the future.  

1   Introduction 

In these days, CCRA (Common Criteria Recognition Arrangement) is system to 

evaluation secure and reliable for information security product. And, that estab-

lished in many of countries, such as America, UK, and France, etc. CCRA does 

CC and CEM base. Recognize evaluation result for information security product 

mutually. The CC was approved by ISO/IEC 15408 June, 1999 as international 

standard for information security system evaluation [5]. CC developed current 

v3.1 and is evaluated from September, 2009 to CC 3.1. 

The UK established C-TAS (CESG Tailored Assurance Service) that evaluate 

to IT product and software and operational system. The Japan developed ISO/IEC 

19791 for information security operating system security evaluation.  

Each advanced countries are evaluation scope guide about target of evaluation 

(TOE). However, evaluation scope for composed model (i.e., operational system 

model) is complicated and was dispersed. Thus, that is hard to decide evaluation 

scope for composed model (i.e., operational system model). 

According to, this problem, we establish to 3-dimensional evaluation scope 

model by related in security function of operational system. 
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Therefore, we need study on evaluation scope computation model for opera-

tional system. This paper analyzed evaluation scope of schemes (i.e., ISO/IEC 

19791, ISO/IEC 15408 and C-TAS). And we proposed by methods of 3-dimension 

evaluation scope model for operational system. 

In this paper, explain about analysis each current scheme for evaluation scope 

model in chapter 2. And we describe definition of evaluation scope for composed 

model (i.e., operational system model) in chapter 3. Finally, chapter 4 has conclusion.  

2   Current Guides and Schemes for Evaluation Scope Model 

2.1   ISO/IEC TR 19791 

ISO/IEC 19791 approved by DTR in Vienna meeting in last 2005, and was con-

firmed finally by technology document on July, 2005 [1].  

ISO/IEC 19791 is document that emphasizes in product evaluation criteria for 

security evaluation of operational system. And, that referenced by ISO/IEC 17799 

and CC. 

ISO/IEC 19791 is simple, but there is evaluation scope guideline for opera-

tional system. According to this guideline, composes to security domain more than 

1 to 'Security Domain' concept and need PP and ST in each security domain and 

should evaluate separately. Each domain constructs through various common use 

or itself development component. Operational system specifies physical, logical 

scope and is evaluated including security function within operating system in 

equal domain located 

 

Fig. 1 Example of Domain 

2.2   CC/CEM (ISO/IEC 15408) 

CC is international standard for information security system evaluation. And, that 

was approved on June, 1999. Recently, that was revised by 3.1 in v2.3. The  
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fundamental of CC is categorizing universal set of security function requirement 

doing requisitely in all information security systems hierarchically. Also, is cate-

gorizing universal set of assurance requirement hierarchically for accuracy of em-

bodiment about security function. Addition to contents of composed component 

evaluation by CC v3.1 revision. So, what is composed component? That is com-

bined to this use complete to evaluate product IT substance more than two. Figure 

2 is example of composed TOE, that consists of basis component provide service 

and dependant component that offer service [6]. 

Dependent Component

Dependent component

TSF

Product boundary

Composed TOE Boundary

Base Component

Base component

TSF

Composed TSF

 

Fig. 2 Composed TOE abstractions 

CEM is security evaluation and guidance about CC. And, include contents on 

minimum evaluation action item that when evaluate using standard and estimation 

proof that is defined in CC, evaluator should accompanies [2].  

2.3   C-TAS 

UK-IT security evaluation and certification system (UK-ITSEC) established C-

TAS (CESG Tailored Assurance Service) to evaluate and warrants confidence for 

security property of Information Technology product and system. Following a 

fundamental reassessment of CESG Assurance Services influenced by current 

threats to HMG IT systems and valuable feedback from customers, the CESG Tai-

lored Assurance Service was introduced in June 2007. This new flexible service 

takes the best from and replaces the existing Fast Track and System Evaluation 

(SYSn) services. It is designed to meet the needs of HMG Infosec Standard No.1 

Residual Risk Assessment Method (IS1) [3, 4]. 

The service is intended for a wide range of IT products and systems ranging 

from simple software components to national infrastructure networks. Therefore, a 

toolbox of activities is provided that enables each evaluation to be tailored as ap-

propriate. A summary of these components is provided in the table 1 below [3, 4].  
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Table 1 Assurance activities for C-TA 

NO Assurance Activities

1 Development Procedures Review

2 Product Functionality & Design Assessment

3 System Architecture and Design Review

4 Security Functional Testing

5 Installation & Operational Procedures

6 Vulnerability Analysis & Testing

7 Source Code Analysis

8 Assurance Maintenance Review
 

Under Figure 3 shows background of TOE security requirement. Outside of dot 

boxes are outside scope of TOE. Showing product include of interaction to TOE. 

And, each service systems have self-function and well-define interface. Between 

subsystems interaction is accomplished by interface. 

 

Fig. 3 Example of Background for security requirement by TOE 

3   Definition of Evaluation Scope 

Operation system have gotten put together complex hardware and software. Also, 

servers and various devices were scattered. And Operation system difficult evalua-

tion scope selection because of many domains was contained hierarchically is not 

too easy. Therefore, should decide by TOE is involved with security function of 

operation system in principle. Suggests and defines three-dimensional evaluation 

scope model method with Figure 4. Table 2 gives three-dimensional evaluation 
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scope model's example. When saw as temporal scope, TOE 1 is two current points 

of time and TOE 2 is model including operation duration to TOE 1. 

 

Fig. 4 Three-dimensional evaluation scope model 

Table 2 Evaluation scope's example by three-dimensional evaluation scope model 

Dimen-

sional TOE
Temporal Spatial Functional

TOE 1
Current

time point

HW that is

scattered on

the Internet

Security function in personage and

FM

TOE 2

Inclusion

operation du-

ration

Web serv-

er in comput-

er center

Security function in personage

TOE 3

Inclusion

development

duration

Inside

smart card

chip

Security function in card OS

 

3.1   Temporal Scope 

Temporal scope life cycle (Analysis-Design-Implement-Test-Operation) duration 

of operation system or it means time point. 

• Duration scope: Development duration, testing duration and operation duration. 

• Evaluation time point: Evaluate Snapshot at evaluation time point of TOE. 

Evaluate development, test and information assurance level of applied current 

time point of information system. 

3.2   Spatial Scope 

Spatial scope is hardware that composed operation system. For example, spatial 

scope is the Internet because information system is operated to Internet base. Be-

low, Figure 5 shows form of appropriate domain within physical scope. Figurer of 

spatial scope is same with Figure 1.  
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3.3   Functional Scope 

Functional scope is deciding scope of TOE in functional side. TOE has various struc-

tures according to viewpoint in functional side. One TOE decides evaluation scope 

according to structure viewpoint, component viewpoint and function viewpoint. 

3.3.1   Structure Viewpoint 

Structure viewpoint include security function offer part in information system 

property. Security function operates because is scattered to hardware, system 

software, application software, and directory. Figure 5 shows structure viewpoint.  

 

Fig. 5 Structure viewpoint 

3.3.2   Component Viewpoint 

Component viewpoint include security function and security-related function. And 

when decide TOE viewpoint apply to component viewpoint. Figure 6 shows  

component viewpoint. 

 

Fig. 6 Component viewpoint 
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3.3.3   Function Viewpoint 

Function viewpoint includes all technology function and operation function. Spe-

cially, security function is function that is been common in all application  

functions. Figure 7 shows functional viewpoint. 

 

Fig. 7 Function viewpoint 

3.3.4   Logical Domain Viewpoint 

TOE is consisted of 'Logical domain' more than 1 and 'Connotation style domain' 

is included on domain inside. Figure 8 shows logical domain viewpoint 

F  

Fig. 8 Logical domain viewpoint 

4   Conclusions 

In this paper, we propose to computation model for evaluation scope of operation 

system. Thus, we selected ISO/IEC TR 19791, CC/CEM, and C-TAS by guideline 

for evaluation scope computation model proposal.  

But, that is difficult to definition for scope TOE of operation system. Therefore, 

we must apply operation system evaluation scope computation model through 

over proposed evaluation scope model.  
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We suggest this study finding so that can be used in operation system security 

evaluation. And, that be carried out standardize operation system evaluation scope 

to base in the future. Also, this study should be proceeded so that can prove  

evaluation method relate with evaluation scope and level. 

References 

1. ISO/IEC TR 19791: 2006, Information technology – Security techniques – Security as-

sessment of operational systems (May 15, 2006)  

2. ISO/IEC 15408, Common Criteria for Information Technology Security Evaluation, 

Part 1, 2, 3, Version 3.1 (September 2006) 

3. CESG, http://www.cesg.gov.uk 

4. IACS (Information Assurance & Consultancy Services) , 

http://www.cesg.gov.uk/products_services/iacs/ctas/ 

index.shtml 

5. C.C., http://www.commoncriteriaportal.org 

6. KISA (Korean Information Security Agency), Guide of Information Security System 

evaluation and certification (2006) 



R. Lee (Ed.): Computers, Networks, Systems, & Industrial Eng. 2011, SCI 365, pp. 245–255. 

springerlink.com                                                      © Springer-Verlag Berlin Heidelberg 2011 

Integrating User-Generated Content and Spatial 
Data into Web GIS for Disaster History

*
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*
 

Abstract. Information on the damage area is critical in prompt disaster response. 
This information is supposed to be produced by organizations involved in disaster 
management. In reality, due to limited resources, comprehensive and updated data 
are not easily obtainable. Therefore, an alternative way to collect data is urgently 
needed. General public can play an important role in producing these types of 
data, but there are some drawbacks to resolve in this approach including validity 
and integration with existing spatial data. This paper presents a framework in per-
forming geoprocessing to validate geographic references submitted by users and 
integrate them with the existing spatial database, i.e., parcel, hydrology, facility. 
The proposed framework will surely lead us to create a more complete spatial data 
of the damage that are to be utilized in a web based GIS application for effective 
disaster management. 

Keywords: User generated content, Spatial Data, Disaster Management, Web GIS. 

1   Introduction  

More reliable and up-to-date spatial data are required for proper disaster responses 

by citizens and civil worker. Road networks, buildings, hospitals, fire stations, 

medical emergency stations, damaged areas and their associated attribute data are 
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some examples of required datasets for disaster management system [1]. Some of 

these datasets are static while others are dynamic and need continuous updates. 

Damaged areas need to be regularly observed and updated after the occurrence of 

a disaster. To achieve this, communities play an integral role in complementing 

the existing database from local government. Government can use contents 

submitted by publics and combine them with the existing spatial database to 

generate up-to-date information on past or ongoing disasters.  

With the increasing use of smartphones equipped with GPS and wireless 

connectivity, we envision that disaster management systems would gain enormous 

benefits from this new trend. In addition, Geotagging, that is an advanced 

technique used for geographic references associated to various media types (texts, 

photos, sounds), has recently gained its popularity [2]. Geotagging disaster related 

content can be easily collected by providing users with mobile GIS applications on 

smartphones. Through this approach, a community can be empowered to act as 

one of the actors in sharing and reporting disasters happening in their areas. User 

reports should be integrated with existing spatial data. However, integration of 

spatial data is not a trivial task. In integrating spatial data with user submitted data, 

numerous important issues must be taken into account, such as different 

projection, different scales, or different topographic sources. 

 

Fig. 1 Overview of the system 

In this paper, we propose a system to combine disaster related contents, such as 

photos, locations, and descriptions that are produced by users with a spatial 

database provided by local government to accumulate  better information on 

damaged areas, including the affected parcel, proximity with hydrology and public 

facilities, and traffic. As results, advanced searching can be provided for the 

analysis of potential risks associated with disasters such as dangerously flooded 

areas with regards to their proximity to rivers. Fig.1 depicts the system overview. 
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Community post the content using a web service hosted on the GIS server that is 

also a web server. Geo-processing will verify data to check validity as well as to 

integrate the content with the existing spatial database. The generated spatial data 

of damage is accessible to citizens through web services on GIS server.  

The rest of the paper is organized as follows. Section 2 will describe the 

technical background of the proposed framework. In section 3, the details of 

system development will be described. This paper concludes with a conclusion 

and future research in Section 4. 

2   Related Work  

In this section, the related work will be presented. Furthermore, how these 

technologies support the proposed system will be described. 

2.1   Disaster Management 

Disaster management is defined as a cycle of activities including mitigation, 

preparedness, response and recovery [1]. All data are integral for whole phases in 

disaster management. These data can be defined in two categories and they are: 

• Pre-disaster baseline data about the disaster history and risks of disaster 

• Post-disaster real-time data about the impact of a disaster and the resources 

available to manage it 

The ability to make a right decision on disaster management can be greatly 

enhanced by completeness of the information. However, information management 

and processing in disaster management are challenging due to the unique 

combination of characteristics of the data in this domain, which include [3]: 

1. A large number of producers and consumers of information 

2. Time sensitivity of the exchanged information 

3. Various levels of trustworthiness of the information sources 

4. Lack of common terminology 

5. Combination of static (e.g., maps) and dynamic (e.g., damage history) datasets 

6. Heterogeneous formats, ranging from free text, XML and multimedia data 

Pre-disaster baseline data, such as damage history, are important in performing 

comprehensive spatial analysis for disaster management. It is noted that disaster or 

damage history needs a considerable amount of resources to produce and 

disseminate (1), to keep updated (2), to validate (3) and to integrate (4,5,6). 

2.2   User-Generated Disaster History 

The main idea of user-generated content is the paradigm that considers the user as 

not only the consumer but also the producer of the content. Social applications, 
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such as Gowalla
1
 or Foursquare

2
, enable users to add geographic coordinates for 

identification of their current location. This approach (Geotagging) can support 

disaster management by allowing the user to report past or ongoing disasters using 

a smartphone application. 

Considering the random nature of disasters, mobility is an important asset for 

producing and reporting disaster data. As the usage of smartphones becomes 

ubiquitous to society, disaster data collection can be feasible through the 

smartphones, which have the following capabilities: 

• Position system: Smartphones should be able to determine the location of users 

in real time. This capability can be achieved by using a Global Positioning 

System (GPS) or by performing Geocoding on a submitted address. 

• Camera: To provide more information on disasters, a disaster photo would be 

submitted.  A smartphone is equipped with a camera to produce the photo. 

• Wireless network: The network should be able to support transfer of 

information including multimedia data such as disaster photos. 

• Internet connectivity: By using a wireless network, Internet connects a 

smartphone with the Web Service hosted in the server. 

2.3   Spatial Data Infrastructure 

Lemmens described five unique features that distinguish spatial data from other 

types of scientific data [4]. Those features include: 

• Multiple versions - Versions of the same entities of the earth’s surface  may 

differ in terms of data models, scales  that are mostly collected by different 

agencies 

• Implicit linking - In general data, explicit references must be presented to 

combine information from multiple sources in a meaningful manner. Spatial 

data enable linking without explicit references, i.e., via a coordinate reference 

system. 

• Massive datasets - Compared to general (administrative) information, spatial 

data would be massive. In case of satellite imagery, for instance, raster data 

volumes would be huge. 

• Maps as implicit interfaces - Everyone is familiar with reading maps, so they 

are a natural manmade interface for representing spatial data. 

• Spatial data is geometry based - It is possible to apply many mathematical tools 

in Geo-services (such as to compute the distance between two objects or 

compute the buffer around an object) whereas other data types use only limited 

operations such as string manipulation or statistical operation. 

Before mass use of the Internet and its technologies, spatial data for a particular 

location had been stored in different physical locations and often used based on 

different standards or formats. This made it difficult for a potential user to access 

                                                           
1 Gowalla.com (accessible on Feb.24, 2011). 
2 Foursquare.com (accessible on Feb. 24 2011).  



Integrating User-Generated Content and Spatial Data  249

 

and utilizes the data. Potential users of this disordered data might be an 

organization that could not afford to acquire data on their own, or access needed 

data from outside their organization.  

Steigner and Hunter described Spatial Data Infrastructure (SDI) as a coordinate 

series of agreements on technology standards, institutional arrangements, and 

policies that enable discover and use of geospatial information by users [5]. An 

SDI can be used as an appropriate framework to facilitate disaster management 

and meet the need for collaboration in spatial data production and sharing for 

disaster management. It creates an environment in which agents can access, 

retrieve, and disseminate disaster data. 

2.4   Web-Based GIS Application 

To serve a broader audience for disaster history, a Web based application is 

preferable over its desktop counterpart. The data can be displayed in the form of a 

map so that users may have a better understanding of the data. Web GIS clients 

would be used to display and query spatial data stored at the remote locations that 

are accessible via the Internet or Intranet. 

Web GIS can serve spatial data using two OGC (Open Geospatial Consortium) 

standards such as: WMS (Web Map Services) for the display of maps as images 

and WFS for featured data. In order for users to be able to access the data, GIS 

server is needed to process the request. Fig.2 shows the Web GIS Architecture that 

elaborates the collaborations of a GIS server, OGC standards, and Web browser in 

a full functioning GIS application. Each component in this architecture is designed 

as a Web Service. 

Muehlen, et al. compared two types of Web Service protocol platforms, REST 

and SOAP [6]. REST is an architectural style described by Fielding [7]. In REST 

architecture, objects are identified by a URI and specific message protocols such 

as PUT, POST, GET, and DELETE are used to process the data objects. A request 

message sent to an object results in the processing for accessing or manipulating 

the objects, typically in the form of an XML document. This document provides 

the client with the ability to change the state of the data objects. 

While SOAP based architecture is applicable in certain frameworks, it is 

inferior to REST based Web Service architecture in terms of both network 

bandwidth utilized when transmitting service requests over the Internet and the 

round trip latency incurred [8]. Therefore, for maximizing bandwidth for disaster 

reports, we develop our system based on the REST architecture. 

 

Fig. 2 Web GIS Architecture 
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3   System Development 

3.1   Data Collection 

User interface for our proposed smartphone application is depicted by Fig.3. It is 

capable of getting user coordinates from GPS as well as providing options to 

capture pictures of the disaster [9]. User can provide their own description and 

send the data to the server. In case of limited GPS capability, such as inside a 

building, the application provides a Google map based interface to select the 

location and will perform Geocoding to convert the address to the correct 

coordinate. 

After the user fill in the form and send the information, application will call 

REST Web service as shown in Table 1. 

The application will use a POST method and supply all the required parameters 

for the Web Service. We use a separate Web Service for disaster data and its 

photos because of the one-to-many relationship that disaster data had with its 

photos.  

In case of more than one photos, service described in Table 2 will be used as 

many times as the number of photos. We utilized the method that can be used for 

transferring the information to a Web server for further processing in the database. 

Table 1 Web service parameter for disaster information 

Parameter Value Description

userId string Username of disaster reporter

discode string Disaster type (e.g. flood, tsunami, etc)

lat double Latitude

lng double Longitude

disdate timestamp Disaster occurrence time

description string Disaster description
 

Table 2 Web Service parameter for photo information 

Parameter Value Description

phtId string Photo Id number

photo input stream Disaster photo in byte stream

phtDesc double Photo description

phtDate double Photo date

phtFname timestamp Photo file name

colId string Disaster Id number
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Fig. 3 Smartphone application for disaster report 

3.2   Spatial Data Integration 

Integrating spatial data with normal data is complex because spatial data have 

specific properties. In the case of ordinary data, extracting relation from one data 

with the other can simply be performed with a string manipulation or statistical 

operation. However, for spatial data, to obtain a relation from one data to another, 

e.g., compute the distance between two objects or compute the buffer around an 

object, a geometry operation is needed. Often a geographic feature is represented 

using different geometric features (for instance, roads can be represented using 

polygons or lines, disaster data can represented by points), which adds to the com-

plexity of the operation. Moreover, geo-datasets are retrieved from different 

sources in different formats (e.g., ESRI shaped files, Mapinfo files, PostGIS 

geoDB files). Therefore, to link disaster data submitted by users with the existing 

data, special approaches is needed.  

In this paper, the spatial data that are used contain a topographic map of Busan 

Metropolitan City in South Korea as well as several other spatial data such as 

CCTV, rivers, parcel unit, and road networks will be saved in an ESRI ArcGIS 

domain. Hwang describe the preliminary analysis on framework for automatic 

generation of spatial area of damage which will be used in this paper[10].  

In summary, to integrate disaster reports and existing spatial data, we will  

re-trieve location information from the disaster reports. Then, we will change data 

to the ESRI domain as geometry in form of point. Lastly, by performing geo-

processing on existing spatial data with the newly created point, we can extract the 

topographic relation of the reported disasters and existing data. 
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3.3   Process Flow 

The flow of activities from community, system, administrators, and citizens are 

displayed in a swimlane diagram in Fig. 4. The process begins when the 

community which is smartphone users creates a new disaster record activity. The 

record, along with all the information, such as coordinates and photos, is saved in 

the database. Next, the coordinate is transformed according to existing projections. 

GPS coordinate uses WGS84 while the existing spatial data uses ITRF 2001. The 

point later will be created as geometry to enable spatial analysis with existing 

spatial data that are also in the form of geometry. 

After the administrator chooses to generate a new area of damage based on the 

point, the system will analyze the area by intersecting the point data with the 

parcel data. If disaster points fall within a parcel, the parcel area becomes the new 

damage area and its attributes, such as disaster description and photos, become the 

damage area attributes.  

Moreover, the system will also determine whether or not the area is in 

proximity with rivers or mountains that will provide more information on the 

back-grounds of any flood or landslide. The administrator then verifies the area of 

dam-age for validation. The administrator can edit the location or geometry and 

disaster attributes, such as photos and descriptions, to provide better information. 

This area can later be viewed by all citizens including community and 

administrators using Web GIS clients. 

 

Fig. 4 Swimlane Diagram of the process 
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3.4   System Architecture 

The following are software used to develop the system:  

• Desktop GIS: used for data creation, editing, analysis and map generation. We 

use ArcGIS suite from ESRI because the software suite arguably offers the 

most complete solution on GIS application development. ArcMap is used to 

create a map from several layers of spatial data features. 

• Spatial Database Management Systems (Spatial DBMS):  used for the storage 

of data. ArcSDE Spatial Database Server is used in this system. 

• GIS Server: used to remotely process and analyze spatial data. For this 

capability, the ArcGIS server also provides WFS service for manipulating 

spatial data. 

• Web clients: to display and query spatial data stored at remote locations that are 

only accessible via Internet or intranet. We develop the GIS clients using an 

ArcGIS server and a Microsoft .NET framework 

• Web Server (IIS): to serve requests from the Web client. IIS is chosen because 

it is a platform in developing Web application on an ArcGIS server domain. 

• Web Server (Tomcat): to host REST Web Service for smartphone applications to 

consume. We separate the Web server to make a distinction on the Web server for 

smartphone applications and the Web server for Web GIS application. 

• Smartphone Application: This application is used by the community to report 

disasters in their area. In our paper, we decided to use an Android based 

application because of the open source nature of the development. 

 

Fig. 5 System Architecture 

Fig.5 shows the interrelation of those GIS software in the proposed system 

architecture. Administrators can use desktop GIS equipped with administrator 

tool-boxes including Geoprocessing tools for performing: coordinate 

transformation; damage area creation; damage area verification and damage area 
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edit. All of the data obtained from the process will be saved in Spatial DBMS 

including disaster reports from community. 

Map document is the interface between the administrator and spatial DBMS. By 

using the administrator toolbox developed based on an ArcMap platform, the 

administrator can manipulate the data on the spatial DBMS from the desktop GIS 

application. 

3.5   Web GIS Prototype 

Fig 6 depicts the prototype of a Web based GIS application for the proposed 

system. There are several layers displayed in the application, namely disaster 

report, mountain, road, disaster history, river, and parcel.  

The Disaster Report layer refers to a reported point of the disaster site 

submitted by users. Mountain, road, and river are self explanatory. These layers 

are part of the spatial data owned by governments and integrated with disaster 

information into the Web GIS application. After the reported data are processed 

and validated, additional information, such as description, disaster cause, losses, 

etc. will be sup-plied. The complete information on the disaster is displayed on the 

disaster history layer, which will be the final result of the system.  

 

Fig. 6 Web GIS prototype 

4   Conclusion 

This paper proposes a system for elucidation of disaster damage history by 

integrating user-generated content, spatial data and Web GIS. The system utilizes 
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user submitted data and performs spatial analysis on the data to create more 

complete information on disaster damaged areas. To integrate the data with 

existing data, we addressed several issues, such as the nature of the spatial data. 

Through the proposed system, we were able to connect three stakeholders 

involved in the disaster management process:  community, administrators, and 

citizens. Community is the one that provides past and ongoing disaster content. 

This information is edited and integrated with the existing spatial data by the 

administrator. The final generated damage area can be disseminated to citizens 

using the Web GIS. 

Future direction of this research should include the improvement of existing 

Web GIS applications as well as provide information on smartphones by creating 

a mobile disaster management application. 
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Frameworks for u-Health Bio Signal
Controller
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Summary. Contr o l t e chno l o g i e s ba s ed on bio s i gna l manipula t e dev i c e s
such as compute r and whee l cha i r . E l e c t r oMyoGram(EMG), ElectroOculo-
Gram(EOG), ElectroEncephaloGram(EEG) are typical important bio-signals
for u-health care. In this paper, we approach the EMG signals from electrodes
placed on the forearm and recognizes the four kinds of motion. We also de-
velops the prototype of a u-health device controller that controls hardware
devices using EMG signal. To analyze EMG with properties of non-stationary
signal, time-frequency features are extracted by wavelet packet transform. For
dimensionality reduction and nonlinear mapping of the features. We proposes
a feature projection method composed of PCA and SVM. The dimensional-
ity reduction simplifies the structure of the classifier, and reduces processing
time for the pattern recognition. The nonlinear mapping using SVM trans-
forms the PCA-reduced features to a new feature space with a highly class
separatability. SVM is a pattern classifier to recognize various motions. We fi-
nally show the experimental results using the proposed method enhances the
accuracy of pattern recognition. As a results, The proposed systems make
the possible to control movements of u-healthcare signal device based on
classified patterns.
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1 Introduction

Th e c o m p u t e r - b a s e d p o r t a b l e d e v i c e s l e a d o u r s o c i e t i e s t o t h e w o r l d o f
u - h e a l t h c a r e , s o t h a t p e o p l e m a y m o n i t o r t h e i r h e a r t r a t e o u t s i d e h o s p i -
t a l s . T h e p a p e r p r o p o s e s a n u l t r a - w e a r a b l e s m a r t s e n s o r s y s t e m c o m b i n e s
e l e c t r o c a r d i o g r a m (ear-lead ECG), tri-axial accelerometer, and GPS sensors
to measure normal or elderly personals daily activities. The other hand, the
fields of virtual reality have studied the visual and hearing technologies in
these days. It also is expected to be important areas of the study for the ef-
fective interface technology with computers by the medium of bio-signal and
tactile sense. The study of developments interface using bio-signal has been
actively progressing to carry out effective interactions between human and
computer. Control technologies based on bio-signal manipulate devices such
as computer and wheelchair. Electromyo-gram(EMG), electrooculogram
(EOG), electroencephalo-gram(EEG) are typical bio-signals. It is true that
the weak, the elderly and the handicapped persons have been excluded from
the information society. But they can access and use the information if they
use these technologies, and it will be helpful to alleviate the social gap. EMG
signal is an electrical signal that is generated on the surface of the muscle
according to physical movements, and its strength is below 10mV and its fre-
quency range is less than 500Hz. EMG signal can be used as an input method
for HCI(Human Computer interaction) because it can be simply measured
and measured signal is a reflection of the users intention. Recently, HCI tech-
nologies that control devices such as wheelchair and information technology
equipments are continuously being developed using EMG signals[1,2,3]. In
this paper, we approach the EMG signals from electrodes placed on the fore-
arm and recognizes the four kinds of motion. We also develops the prototype
of a u-health device controller that controls hardware devices using EMG sig-
nal. To analyze EMG with properties of non-stationary signal, time-frequency
features are extracted by wavelet packet transform. For dimensionality reduc-
tion and nonlinear mapping of the features. We proposes a feature projection
method composed of PCA and SVM. The dimensionality reduction simpli-
fies the structure of the classifier, and reduces processing time for the pattern
recognition. The nonlinear mapping using SVM transforms the PCA-reduced
features to a new feature space with a highly class separatability. SVM is a
pattern classifier to recognize various motions. We finally show the experi-
mental results using the proposed method enhances the accuracy of pattern
recognition. As a results, The proposed systems make the possible to control
movements of u-healthcare signal device based on classified patterns. In this
paper, we extracts feature vectors from measured EMG signals, and classifies
them into four kinds of motion(upward, downward, leftward, rightward) using
Support vector machine in real time. This paper also develops the prototype
of a device controller that can control application programs or hardware de-
vices based on classified patterns. The structure of this paper is as follows:
Section 2 presents the related works about signal processing and pattern
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recognition and SVM. In section 3 design issues of a device controller using
EMG signal are introduced. Section 4 describes the implementation details
of a device controller and experimental results. Finally Section 5 presents
conclusion and future work.

2 Related Works

2.1 Signal Processing and Pattern Recognition

Attachment points and sticking methods of electrodes, experimental condi-
tions, and movement of subjects tend to generate noises, when measuring bio-
signals. To build an efficient HCI system, we must go through preprocessing,
feature extraction, and pattern classification stage because bio-signal with
noises is inappropriate for HCI devices. Preprocessing stage removes noises
and strengthens of the components. The representative methods are Auto
correlation function, Independent component analysis, Band-pass filtering,
Notch filtering, Ensemble average. Feature extraction stage discovers the fea-
tures of input signal that have smaller dimensions than input data and can
classify data. This stage reduces the computation for classification and im-
proves the classification performance. The representative methods are Auto
regressive, Power spectrum, Hjorth parameter, Principal component analy-
sis, Linear discriminant analysis. After feature extraction stage, bio-signals
go through pattern recognition stage. With the results of processing and anal-
ysis of bio-signals, pattern recognition stage discriminates predefined feature
patterns. Pattern recognition falls into four categories such as character recog-
nition, speech recognition, facial recognition, biometrics. The representative
methods are Hidden Markov modes, Kalman filter model, multi-layer percep-
tion. Meanwhile, various pattern recognition methods have been suggested
to grasp the users intention from EMG signal. Ajiboye et al. classified five
kinds of patterns from four muscles of healthy people and assorted four kinds
of patterns from three muscles of single arm amputees using a heuristic fuzzy
system[4]. Englehart et al. analyzed patterns through wavelet analysis, and
improved the stability of pattern recognition using a major vote algorithm[5].
Jingdong et al. classified patterns using auto regressive model and wavelet
transform, and improved the learning speed using a neural network based on
variable learning rates, and controlled a robot having prosthetic hands[6].

2.2 SVM

The SVM algorithm was invented by Valdimir Vapnik, and the current stan-
dard incarnation was proposed by Corinna Cortes and Vladimir Vapnik[7].
SVM is a set of related supervised learning methods that analyze data and
recognize patterns. SVM constructs a hyperplane or set of hyperplanes in
a high or infinite dimensional space, which can be used for classification,
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regression analysis. A good separation is achieved by the hyperplane that
has the largest distance to the nearest training data points of any class.
SVM applies linear classification techniques to non-linear classification prob-
lems using kernel functions. SVM is one of the training models that provide
excellent recognition performance.

3 Design Issues of a Device Controller

This section describes design issues of a device controller such as the overall
system architecture and the functional designs of its components.

3.1 System Architecture

Figure 1 gives the overall system architecture of a device controller using
EMG signal. It is composed of three modules such as sensor module, recog-
nition module, and controller module. Sensor module measures EMG signal
that is generated on the surface of muscles of arm according to motions of
wrist. Filtering is essential because noise has a harmful effect on EMG signal.
Amplifier is used to amplify and filter EMG signals. Amplified EMG signal is
sent to AVR. AVR transforms analog signal into digital signal. The digital sig-
nals are sent to PC by a bluetooth transmitter. Recognition module processes
signals, extracts feature vectors, and classifies four kinds of patterns using
SVM. The patterns are transmitted to the controller module through the RS-
232C port. Controller module controls the movement of LEGO Mindstorms
NXT 2.0 using classified patterns.

Fig. 1 The overall system architecture
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Fig. 2 The processing stages of EMG signal

Fig. 3 ep.(1)

Fig. 4 The process of pattern classification

3.2 Functional Design of Recognition Module

The classification of the movements of the muscles needs EMG signals and a
pattern classifier. Figure 2 shows the processing stages of EMG signal. The
first stage eliminates noises and strengthens the components. The second
stage extracts feature vectors of EMG signals. The third stage learns patterns
and builds a train model, and then classifies input data into four kinds of
patterns. paper uses Principal component analysis method to extract feature
vectors from EMG signals. PCA reduces the dimension of time-frequency
feature vectors extracted by wavelet packet transform. PCA outputs about 20
dimensions are necessary, although the dimension of reduced feature vectors
does not have a serious effect on the results of pattern recognition[8]. The
dimensionality reduction can simplify the structure of pattern classifier and
learning process, shorten the computation time for pattern recognition. The
output spaces of five dimensions are set for each channel.

This paper utilizes SVM that uses a kernel function of radial basis function
type such as eq.(1) to learn and classify the patterns.

Figure 3 show the process of pattern classification. Scale stage normalizes
preprocessed data. Train stage learns normalized data and builds a train
model. To classify patterns, Predict stage compares normalized data sent from
AVR with a train model. The classified patterns are sent to the controller
module.
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3.3 Functional Design of Controller Module

The motions of wrist control a LEGO Mindstorms NXT 2.0. That is, a move-
lessness of wrist comes to a standstill of Mindstorms. Four kinds of mo-
tions(Upward, downward, leftward, rightward) of wrist corresponds to four
kinds of movements(forward, backward, leftward, rightward) of Mindstorms.

4 Implementation of a Device Controller

4.1 Implementation Environment

To implement the device controller, C and C++ are used as programming
languages. Visual Studio 2008, CodeVision, LabVIEW 8.6 are used as devel-
opment tools. CodeVision is used to program AVR ATmega128. LabVIEW is
used to implement programs that extract feature vectors, recognize patterns,
and control LEGO Mindstorms NXT 2.0.

4.2 Implementation Details

(1) Sensor Module

Sensor module is composed of electrodes, preprocessor, A/D converter, Blue-
tooth transmitter. To minimize hassles of sticking and removing electrodes,
the dry type titanium sensors that need not gel or a tape are used. EMG
signal should be amplified to make it easier to classify patterns since EMG
signals are mostly weak below 10mV. EMG signals are preprocessed to re-
move noises of a power supply, and they become frequency domains with
characteristics of EMG signal using a band-pass filter in the frequency range
of 100 400 Hz as shown in Figure 4. The amplitude of preprocessed sig-
nals grows 7,000 times larger than measured signals through the Amplifier of
Figure 5. After amplified EMG signals are transformed into digital signals,

Fig. 5 The preprocessing process of EMG signal
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Fig. 6 The processing stage of Amplifier

Fig. 7 The positions of electrodes

they are transmitted to a recognition module through a bluetooth transmit-
ter. The muscles that take charge of motions of wrist are located in the fore-
arm. To measure EMG signal, electrodes are put on Brachioradialis, Extensor
carpi raialis longus, Palmaris longus, and Flexor carpi radialis as shown in
Figure 6. Disposable electrodes cannot be moved once you have attached it.
Titanium electrodes, however, can move its position to measure EMG signals.
The attachment of band type sensor module reduces noise remarkably.

(2) Recognition and Contoller Modules

Recognition module is composed of a feature extractor and a pattern classi-
fier. This paper implements recognition module and controller module with
LabVIEW 8.6. These modules show feature vectors and EMG signals as
shown in Figure 7. Feature vectors are sent to a pattern classifier that
recognizes patterns using C-SVC type of SVM.

4.3 Experimental Results

To implement the device controller, C and C++ are used as programming
languages. Visual Studio 2008, CodeVision, LabVIEW 8.6 are used as devel-
opment tools. CodeVision is used to program AVR ATmega128. LabVIEW is
used to implement programs that extract feature vectors, recognize patterns,
and control LEGO Mindstorms NXT 2.0.
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Fig. 8 Recognition and controller modules Controller module controls LEGO
Mindstorms NXT 2.0 based on four kinds of patterns classified.

Fig. 9 Data distribution of feature vectors

(1) Feature extraction

Feature vectors are reassigned through the transformation of the reference
axis of feature vectors based on non-correlative principal components. This
process reduces variance of feature vectors and decreases the possibility of
classification error. Figure 9 shows the result of the transformation of the ref-
erence axis based on principal components for feature vectors. In this figure,
we can make certain the distributions of data are different in the motions of
the wrist.
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(2) Pattern classification

Feature vectors of four kinds of motion are extracted using PCA method
and then a single point is divided into 13 dimensions based on feature val-
ues. A total of 40 data 10 data for each motion are prepared for machine
learning. Non-linear SVM classifies 4 patterns through comparison between
a train model and input data in real-time. Experimental results show that
the accuracy of classification is 94.2.

5 Conclusions

In this paper, we develops the prototype of a device controller that controls
a hardware devices using EMG signal. We also proposes a feature projection
method composed of PCA and SVM. SVM is a pattern classifier to recognize
various motions. Experimental results show that the proposed method im-
proves the recognition accuracy, and makes it possible to control movements
of a target device or application programs in real-time. In the future, We are
going to use the controller as an input method of HCI or wearable computers
and to improve its functionality and performance continuously.

References

1. Gianni, A., Caro, D., Ducatelle, F., Gambardella, L.M.: BISON: Biology-
Inspired techniques for Self-Organization in dynamic Networks,
http://www.idsia.ch/~frederick/bison.pdf

2. WirelessSensorNetworks Wiki
3. Heinzelman, W.R., Kulik, J., Balakrishnan, H.: Adaptive Protocols for Infor-

mation Dissemination in Wireless Sensor Networks. In: Proc. ACM MobiCom
1999, Seattle, WA (1999)

4. Hedetniemi, S.M., Hedetniemi, S.H., Liestman, A.: A Survey of Gossiping and
Broadcasting in Communication Networks. Networks 18 (1988)

5. Kulik, J., Heinzelman, W.R., Balakrishnan, H.: Negotiation base protocols for
Disseminating Information in Wireless Sensor Networks. Wireless Networks 8,
169–185 (2002)

6. Intanagonwiwat, C., Govindan, R., Estrin, D., Heidemann, J., Silva, F.:
Directed Diffusion for Wireless Sensor Networking. IEEE/ACM Transactions
on Networking 11, 2–16 (2003)

7. Han, J.-S., Zenn Bien, Z., Kim, D.-J., Lee, H.-E., Jong-Sung: Kim Human-
Machine interface for wheelchair control with EMG and its evaluation. In: Proc.
of the Int’l Conf. of Engineering in Medicine and Biology Society, Jong-Sung,
pp. 1602–1605 (2003)

8. Rosenberg, R.: The Biofeedback Pointer: EMG Control of a Two Dimensional
Pointer. In: The 2nd Int’l Symposium on Werable Computers, pp. 162–163
(1998)

9. Tsuji, T., Fukuda, O., Murakami, M., Kaneko, M.: An EMG Controlled Point-
ing Device using a Neural Network. Trans. of the Society of Instrument and
Control Engineers 37(5), 425–431 (2001)

http://www.idsia.ch/~frederick/bison.pdf


266 H.-K. Kim and R.Y. Lee

10. Ajiboye, A.B., Weir, R.F.: A Heuristic fuzzy logic approach to EMG pattern
recognition for multifunctional prosthesis control. IEEE Trans. on Neural Sys-
tems and Rehabilitation Engineering 13, 280–291 (2005)

11. Englehart, K., Hudgins, B., Parker, P.A.: A wavelet-based continuous classifica-
tion scheme for multifunction myoelectric control. IEEE Trans. on Biomedical
Engineering 48, 302–311 (2001)



Author Index

Bang, Young-Hwan 237
Bathini, Eswar 1
Beh, Jounghoon 171
Byun, Hyung-Gi 219
Byun, Yung-Cheol 79

Cheon, Eunyoung 89

Dinh, Nga T. 181

Fukuta, Naoki 143, 155

Han, Longzhe 193
Hashiura, Yuji 49
Hong, Chul-Ho 219
Hong, Dowon 201
Hwang, Hyunsuk 245
Hwang, Sun-Myung 237

In, Hoh Peter 193
Ito, Takayuki 155

Johal, Hartinder Singh 11

Kang, Chul Ung 209
Kang, Soon Ju 113
Kim, Changsoo 245
Kim, Dong-Gil 131
Kim, Haeng-Kon 257
Kim, Hyeon Soo 89
Kim, Jeong-Do 219
Kim, Jung-Ju 219
Kim, Mikyoung 89
Kim, Myoung Jin 99
Kim, Younglok 25
Kim, Youngsoo 201
Klein, Mark 155
Ko, Hanseok 171

Ko, Seok-Jun 37, 79
Krishan, Kewal 11
Kuk, Seunghak 89
Kumaravelu, Nandeeshkumar 79

Lee, Dongik 131
Lee, Dong Kyu 113
Lee, Han Ku 99
Lee, Hyeoncheol 63
Lee, Jong-Hun 37, 79
Lee, Roger 1
Lee, Roger Y. 257
Lee, Sang-Goog 219
Lee, Yugyung 245
Lim, Jong Hwan 209

Matuo, Tokuro 49

Nagpal, Amandeep 11
Niko, Daniel Leonardo 245

Park, Kun Hyun 209
Park, Namje 201
Park, Soojin 25
Park, Sooyong 25
Park, Sung-Dae 219
Park, Sung Ho 113

Singh, Balraj 11
Song, Sookyeong 25
Song, Yeong-tae 63
Surendran, Purushothaman 37

Yang, Cheoljong 171
Yoon, Hyo Gun 99
Yoon, Jongsung 171


	Using Dominating Sets with 2-Hop Neighborhood Information to Improve the Ad-Hoc On-Demand Distance Vector Routing*
	Introduction
	Related Work
	Dominating Sets
	Identifying a Dominating Set from a Set Covering

	Dominant Pruning Method with 2-Hop Neighborhood Information
	Total Dominant Pruning Algorithm

	Route Request Forwarding Algorithm Using Dominating Sets with Two-Hop Information
	Simulation Results and Parameters
	Simulations of Aodv at Range (1500, 2000) with 60 to 120 Nodes in Network with an Increment of 10 Nodes at Each Point
	Simulation of Dominating Sets with Two-Hop Neighbor’s Information in Aodv at Range (1500, 2000) with 60 to 120 Nodes in the Network with an Increment of 10 Nodes at Each Point

	Conclusions and Future Work
	References

	Dynamically Controlling Retransmission Mechanism for Analysing QoS Parameters of IEEE 802.11 Networks*
	Introduction
	Proposed Scheme
	Feedback Force Effect
	Driving Force Effect

	Conclusion
	References

	A Non-functional Requirements Traceability Management Method Based on Architectural Patterns
	Introduction
	Current Practices
	Non-functional Requirements Trace Model
	Automatic Trace Link Generation between Analysis and Design Artifacts
	Evaluation
	Conclusion
	References

	Performance of Non-coherent Detectors for Ultra Wide Band Short Range Radar in Automobile Applications
	Introduction
	System Description
	Non-coherent Detectors
	Detection and False Alarm Probability for Square Law Detector
	Computer Simulation Results
	Conclusion
	References

	Flexible Modeling Language in Qualitative Simulation
	Introduction
	Qualitative Simulation
	Definitions on Node
	Definitions on Arcs

	Strength of Cause and Effect
	Change State of Strength of Cause and Effect
	Combining of Strength of Cause and Effect

	Partial Graph Functions
	Integration and Division of Nodes
	Conditional Nodes
	Cycles of Transmission of Effects

	Discussion
	Conclusion
	References

	Bridging Enterprise Architecture Requirements to ArchiMate
	Introduction
	Background
	Business and IT Alignment
	Enterprise Architecture
	ArchiMate
	Requirements and Goal Oriented Apporach

	Guidelines of Bridging for EA Requirements to ArchiMate
	Identify a Top Goal, Sub Goals, and Business Service Based on a Goal Oriented Approach
	Elicit Required Elements for ArchiMate and Model EA Using ArchiMate
	Contribution of Bridging EA Requirements to ArchiMate

	Case Study
	Specification of Interoperability for Healthcare
	Identify a Top Goal, Sub Goals, and Business Service Based on Goal Oriented Approach
	Elicit Required Elements for ArchiMate and Model EA Using ArchiMate

	Future Study
	Conslusion
	References

	Non-coherent Logarithmic Detector Performance in Log-Normal and Weibull Clutter Environment (UWB Automotive Application)
	Introduction
	UWB Radar System
	Clutter Characteristics
	Non-coherent Logarithmic Detector
	Computer Simulation Result
	Conclusion
	References

	A Regional Matchmaking Technique for Improving Efficiency in Volunteer Computing Environment
	Introduction
	Background
	Volunteer Computing Environments
	Matchmaking

	Regional Matchmaking Techniques
	Matchmaking Technique
	Components of the Proposed Matchmaking Technique
	Suggested Matchmaking Scenario

	Conclusion
	References

	An Intelligent Multi-Agent Model for Resource Virtualization: Supporting Social Media Service in Cloud Computing
	Introduction
	Related Works
	Virtualization of Cloud Computing
	Multi-Agent for Context-Aware

	The Proposed IMAV Model
	Structure of IMAV
	User Agent
	Distributed Agent
	Gathering Agent
	Agent Manager
	Virtualization Register
	System Resource Manager

	Performance Evaluations
	Conclusion and Future Works
	References

	Compiler-Assisted Maximum Stack Usage Measurement Technique for Efficient Multi-threading in Memory-Limited Embedded Systems
	Introduction
	Related Research
	Stack Analysis Techniques
	Stack Pollution Check Techniques
	Dynamic Stack Resizing Techniques
	Event-Driven Architecture

	Compiler-Assisted Maximum Stack Usage Measurement Technique
	Run-Time Stack Usage Maximum Record Measurement Algorithm
	Run-Time Stack Overflow Prediction Algorithm

	Evaluation
	Problems and Solutions
	Conclusion
	References

	Fault-Tolerant Clock Synchronization for Time-Triggered Wireless Sensor Network*
	Introduction
	Time-Triggered Wireless Sensor Network
	Needs for Time-Triggered Wireless Network
	Time-Triggered Network Based on IEEE802.15.4
	Clock Synchronization

	Fault-Tolerant Clock Synchronization for Time-Triggered Wireless Sensor Network
	Overview
	Broadcasting Synchronization Messages by Multi-master Nodes
	Fault-Tolerance with Multi-master
	Synchronization Precision

	Experimental Results
	Results for Clock Synchronization
	Results for Feedback Control of DC Motor

	Concluding Remarks
	References

	A Preliminary Empirical Analysis of Mobile Agent-Based P2P File Retrieval
	Introduction
	Ontology-Based Data Retrieval
	Search Approaches with Semantic Metadata
	Ontology
	Personalized Ontologies: Their Use and Issues

	A Prototype System
	Overview
	Privatized Ontology
	File Retrieval and Transmission
	Implementation

	Evaluation
	Conclusion
	References

	An Approach to Sharing Business Process Models in Agile-Style Global Software Engineering
	Introduction
	A New Methodology for Sharing Business Processes for Agile Software Development
	The Outline of the Methodology
	Business Process Representation
	Graph-Based Mark-Up Language for Representing Business Process

	Example
	Example of Business Process Retrieval
	Discussion and Related Work
	Conclusion and Future Work
	References

	Modeling for Gesture Set Design toward Realizing Effective Human-Vehicle Interface
	Introduction
	Gesture Control as Human-Vehicle Interface
	Medium Level Complexity Gesture Set for Driver Safety
	Dynamics of Hand Gesture Motion
	Gesture Observation Model
	ROI Detection
	Feature Extraction
	Recognition

	Evaluations
	UG Recognition
	Command Recognition

	Conclusions
	References

	A Power Efficiency Based Delay Constraint Mechanism for Mobile WiMAX Systems
	Introduction
	Power Saving Mechanism in Mobile WiMAX
	Numerical Analysis
	Proposed Power Efficiency Based Delay Constraint Mechanism
	Performance Evaluations
	Conclusion
	References

	An Adaptive Scheduling Algorithm for Scalable Peer-to-Peer Streaming
	Introduction
	Background
	Adaptive Scheduling Algorithm
	System Architecture
	Scheduling Algorithm

	Simulation Results
	Conclusion
	References

	Enterprise Data Loss Prevention System Having a Function of Coping with Civil Suits
	Introduction
	Conventional Enterprise DLP System
	EDRM Defining Detailed Procedures Providing a Function of Coping with Civil Suits
	Enterprise DLP System Having a Function of Coping with Civil Suits
	Conclusion and Further Work
	References

	Optimal Sizing of Hybrid Wind-PV-Tide System
	Introduction
	Mathematical Modeling of Hybrid System Components
	Modeling of Wind Generator System
	Modeling of PV System
	Modeling of Tide Generator System
	Modeling of Battery System

	Design Model of Optimal Sizing
	The RLP Model
	Economical Model

	Simulation Results
	Conclusions
	References

	A Smart Web-Sensor Based on IEEE 1451 and Web-Service Using a Gas Sensor
	Introduction
	Existing Web-Sensors and Web-Service
	Structure of Existing Web-Service
	Problems with Currently Existing Web-Sensors

	IEEE 1451 Standard for Smart Sensor
	Introduction about IEEE 1451
	Basic Structure and Composition of IEEE 1451

	IEEE 1451.0 Based Smart Web-Sensor Design
	Proposing a Smart Web-Sensor Reference Model
	Presenting a Web-Service Method by Using a Smart Web-Sensor Reference Model
	Design of META TEDS and TransducerChannel TEDS for Web-Service
	Organization of a Manufacturer-Defined TEDS for Web-Service

	Smart Web-Service for Monitoring of Gas Sensor
	Conclusion
	References

	CC Based Analysis Scheme for Evaluation Scope Models
	Introduction
	Current Guides and Schemes for Evaluation Scope Model
	ISO/IEC TR 19791
	CC/CEM (ISO/IEC 15408)
	C-TAS

	Definition of Evaluation Scope
	Temporal Scope
	Spatial Scope
	Functional Scope

	Conclusions
	References

	Integrating User-Generated Content and Spatial Data into Web GIS for Disaster History
	Introduction
	Related Work
	Disaster Management
	User-Generated Disaster History
	Spatial Data Infrastructure
	Web-Based GIS Application

	System Development
	Data Collection
	Spatial Data Integration
	Process Flow
	System Architecture
	Web GIS Prototype

	Conclusion
	References

	Frameworks for u-Health Bio Signal Controller
	Introduction
	Related Works
	Signal Processing and Pattern Recognition
	SVM

	Design Issues of a Device Controller
	System Architecture
	Functional Design of Recognition Module
	Functional Design of Controller Module

	Implementation of a Device Controller
	Implementation Environment
	Implementation Details
	Experimental Results

	Conclusions
	References

	Cover
	Front Matter
	Using Dominating Sets with 2-Hop Neighborhood Information to Improve the Ad-Hoc On-Demand Distance Vector Routing*
	Introduction
	Related Work
	Dominating Sets
	Identifying a Dominating Set from a Set Covering

	Dominant Pruning Method with 2-Hop Neighborhood Information
	Total Dominant Pruning Algorithm

	Route Request Forwarding Algorithm Using Dominating Sets with Two-Hop Information
	Simulation Results and Parameters
	Simulations of Aodv at Range (1500, 2000) with 60 to 120 Nodes in Network with an Increment of 10 Nodes at Each Point
	Simulation of Dominating Sets with Two-Hop Neighbor’s Information in Aodv at Range (1500, 2000) with 60 to 120 Nodes in the Network with an Increment of 10 Nodes at Each Point

	References
	Conclusions and Future Work

	Dynamically Controlling Retransmission Mechanism for Analysing QoS Parameters of IEEE 802.11 Networks*
	Introduction
	Proposed Scheme
	Feedback Force Effect
	Driving Force Effect

	Conclusion
	References

	A Non-functional Requirements Traceability Management Method Based on Architectural Patterns
	Introduction
	Current Practices
	Non-functional Requirements Trace Model
	Automatic Trace Link Generation between Analysis and Design Artifacts
	Evaluation
	Conclusion
	References

	Performance of Non-coherent Detectors for Ultra Wide Band Short Range Radar in Automobile Applications
	Introduction
	System Description
	Non-coherent Detectors
	Detection and False Alarm Probability for Square Law Detector
	Computer Simulation Results
	Conclusion
	References

	Flexible Modeling Language in Qualitative Simulation
	Introduction
	Qualitative Simulation
	Definitions on Node
	Definitions on Arcs

	Strength of Cause and Effect
	Change State of Strength of Cause and Effect

	Partial Graph Functions
	Combining of Strength of Cause and Effect
	Integration and Division of Nodes
	Conditional Nodes
	Cycles of Transmission of Effects

	Discussion
	References
	Conclusion

	Bridging Enterprise Architecture Requirements to ArchiMate
	Introduction
	Background
	Business and IT Alignment
	Enterprise Architecture
	ArchiMate
	Requirements and Goal Oriented Apporach

	Guidelines of Bridging for EA Requirements to ArchiMate
	Identify a Top Goal, Sub Goals, and Business Service Based on a Goal Oriented Approach
	Elicit Required Elements for ArchiMate and Model EA Using ArchiMate
	Contribution of Bridging EA Requirements to ArchiMate

	Case Study
	Specification of Interoperability for Healthcare
	Identify a Top Goal, Sub Goals, and Business Service Based on Goal Oriented Approach
	Elicit Required Elements for ArchiMate and Model EA Using ArchiMate

	Future Study
	References
	Conslusion

	Non-coherent Logarithmic Detector Performance in Log-Normal and Weibull Clutter Environment (UWB Automotive Application)
	Introduction
	UWB Radar System
	Clutter Characteristics
	Non-coherent Logarithmic Detector
	Computer Simulation Result
	Conclusion
	References

	A Regional Matchmaking Technique for Improving Efficiency in Volunteer Computing Environment
	Introduction
	Background
	Matchmaking
	Volunteer Computing Environments

	Regional Matchmaking Techniques
	Matchmaking Technique
	Components of the Proposed Matchmaking Technique
	Suggested Matchmaking Scenario

	Conclusion
	References

	An Intelligent Multi-Agent Model for Resource Virtualization: Supporting Social Media Service in Cloud Computing
	Introduction
	Related Works
	Virtualization of Cloud Computing
	Multi-Agent for Context-Aware

	The Proposed IMAV Model
	Structure of IMAV
	User Agent
	Distributed Agent
	Gathering Agent
	Agent Manager
	Virtualization Register
	System Resource Manager

	Performance Evaluations
	Conclusion and Future Works
	References

	Compiler-Assisted Maximum Stack Usage Measurement Technique for Efficient Multi-threading in Memory-Limited Embedded Systems
	Introduction
	Related Research
	Stack Pollution Check Techniques
	Stack Analysis Techniques

	Compiler-Assisted Maximum Stack Usage Measurement Technique
	Event-Driven Architecture
	Dynamic Stack Resizing Techniques
	Run-Time Stack Usage Maximum Record Measurement Algorithm
	Run-Time Stack Overflow Prediction Algorithm

	Evaluation
	Problems and Solutions
	Conclusion
	References

	Fault-Tolerant Clock Synchronization for Time-Triggered Wireless Sensor Network*
	Introduction
	Time-Triggered Wireless Sensor Network
	Needs for Time-Triggered Wireless Network
	Time-Triggered Network Based on IEEE802.15.4
	Clock Synchronization

	Fault-Tolerant Clock Synchronization for Time-Triggered Wireless Sensor Network
	Overview
	Fault-Tolerance with Multi-master
	Broadcasting Synchronization Messages by Multi-master Nodes

	Experimental Results
	Synchronization Precision
	Results for Clock Synchronization
	Results for Feedback Control of DC Motor

	References
	Concluding Remarks

	A Preliminary Empirical Analysis of Mobile Agent-Based P2P File Retrieval
	Introduction
	Ontology-Based Data Retrieval
	Ontology
	Search Approaches with Semantic Metadata
	Personalized Ontologies: Their Use and Issues

	A Prototype System
	File Retrieval and Transmission
	Privatized Ontology
	Overview
	Implementation

	Evaluation
	Conclusion
	References

	An Approach to Sharing Business Process Models in Agile-Style Global Software Engineering
	Introduction
	A New Methodology for Sharing Business Processes for Agile Software Development
	The Outline of the Methodology
	Business Process Representation
	Graph-Based Mark-Up Language for Representing Business Process

	Example
	Example of Business Process Retrieval
	Discussion and Related Work
	References
	Conclusion and Future Work

	Modeling for Gesture Set Design toward Realizing Effective Human-Vehicle Interface
	Introduction
	Gesture Control as Human-Vehicle Interface
	Medium Level Complexity Gesture Set for Driver Safety
	Dynamics of Hand Gesture Motion
	Gesture Observation Model
	Feature Extraction
	ROI Detection
	Recognition

	Evaluations
	UG Recognition

	Conclusions
	References
	Command Recognition


	A Power Efficiency Based Delay Constraint Mechanism for Mobile WiMAX Systems
	Introduction
	Power Saving Mechanism in Mobile WiMAX
	Numerical Analysis
	Proposed Power Efficiency Based Delay Constraint Mechanism
	Performance Evaluations
	Conclusion
	References

	An Adaptive Scheduling Algorithm for Scalable Peer-to-Peer Streaming
	Introduction
	Background
	Adaptive Scheduling Algorithm
	System Architecture
	Scheduling Algorithm

	Conclusion
	Simulation Results
	References

	Enterprise Data Loss Prevention System Having a Function of Coping with Civil Suits
	Introduction
	Conventional Enterprise DLP System
	EDRM Defining Detailed Procedures Providing a Function of Coping with Civil Suits
	Enterprise DLP System Having a Function of Coping with Civil Suits
	References
	Conclusion and Further Work

	Optimal Sizing of Hybrid Wind-PV-Tide System
	Introduction
	Mathematical Modeling of Hybrid System Components
	Modeling of Wind Generator System
	Modeling of PV System
	Modeling of Tide Generator System
	Modeling of Battery System

	Design Model of Optimal Sizing
	The RLP Model

	Simulation Results
	Economical Model

	References
	Conclusions

	A Smart Web-Sensor Based on IEEE 1451 and Web-Service Using a Gas Sensor
	Introduction
	Existing Web-Sensors and Web-Service
	Structure of Existing Web-Service

	IEEE 1451 Standard for Smart Sensor
	Introduction about IEEE 1451
	Problems with Currently Existing Web-Sensors
	Basic Structure and Composition of IEEE 1451

	IEEE 1451.0 Based Smart Web-Sensor Design
	Proposing a Smart Web-Sensor Reference Model
	Presenting a Web-Service Method by Using a Smart Web-Sensor Reference Model
	Design of META TEDS and TransducerChannel TEDS for Web-Service
	Organization of a Manufacturer-Defined TEDS for Web-Service

	Smart Web-Service for Monitoring of Gas Sensor
	Conclusion
	References

	CC Based Analysis Scheme for Evaluation Scope Models
	Introduction
	Current Guides and Schemes for Evaluation Scope Model
	ISO/IEC TR 19791
	CC/CEM (ISO/IEC 15408)
	C-TAS

	Definition of Evaluation Scope
	Spatial Scope
	Temporal Scope
	Functional Scope

	Conclusions
	References

	Integrating User-Generated Content and Spatial Data into Web GIS for Disaster History
	Introduction
	Related Work
	User-Generated Disaster History
	Disaster Management
	Spatial Data Infrastructure
	Web-Based GIS Application

	System Development
	Data Collection
	Spatial Data Integration
	Process Flow
	System Architecture

	Conclusion
	Web GIS Prototype

	References

	Frameworks for u-Health Bio Signal Controller
	Introduction
	Related Works
	Signal Processing and Pattern Recognition
	SVM

	Design Issues of a Device Controller
	System Architecture
	Functional Design of Recognition Module

	Implementation of a Device Controller
	Functional Design of Controller Module
	Implementation Details
	Implementation Environment
	Experimental Results

	References
	Conclusions

	Back Matter

