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Preface 

As we enter the second decade of the 21st century, we are witnessing a radical 

transformation in medical care. Healthcare is becoming increasingly digital and 

globalized. Huge stockpiles of disparate medical information are being collected. 

Technologies, such as cell phones, are making unexpected headway into disease 

control and prevention in third world countries. Telemedicine is increasingly be-

coming a reality, and it is the norm now for medical diagnosis and healthcare to 

depend on the coordinated efforts of multiple units and teams of experts. As a 

result, Artificial Intelligence in Medicine (AIM) has branched out. No longer 

solely concerned with medical diagnosis and symbolic models of disease, or clini-

cal encounters [1], it now embraces medical education, telemedicine, data mining, 

and intelligent system design.  

The chapters in this volume provide the reader a glimpse of the current state of 

the art in intelligent support system design in the field of healthcare. We are be-

ginning to see an outcome in the use of these systems that was once thought 

unlikely [2]: intelligent systems are in fact reshaping medicine and medical prac-

tice. Computer systems are doing more than simply storing, retrieving, organizing, 

and analyzing information [2]. As shown in the chapters in this book, these sys-

tems are changing the form as well as the substance of healthcare. They are pro-

ducing new knowledge, choreographing players in complicated medical proce-

dures, bringing top notch medical care into regions formerly lacking any care, and 

enabling medical practitioners to visualize, invent, and perform new procedures. 

These systems are also navigating the environmental challenges in healthcare as it 

continues to face more oversight from governmental agencies and more pressure 

to curtail costs.   

We wish to express our gratitude to the authors and reviewers for their vision 

and innovative contributions. It is our privilege to introduce their work to a 

broader audience. 

 

 

Sheryl Brahnam, USA 

Lakhmi C. Jain, Australia 
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Chapter 1 

Intelligent Decision Support Systems in Healthcare 

Sheryl Brahnam
1
 and Lakhmi C. Jain

2
 

1 Associate Professor  

Missouri State University 

Computer Information Systems 

901 South National Avenue, 

Springfield, MO 65804, USA 

sbrahnam@missouristate.edu 
2 Professor of Knowledge-based Engineering 

University of South Australia 

Mawson Lakes Campus,  

South Australia, Australia 

Lakhmi.jain@unisa.edu.au 

Abstract. This chapter presents an overview of some of the most recent  

advances in the application of decision support systems in healthcare. A 

summary of the chapters on clinical decision support systems, rehabilitation 

decision support systems, and some current factors involving technology 

acceptance is presented.  

1   Introduction  

The field of intelligent support systems in healthcare is expanding at a rapid pace. 

This pace is driven by an information avalanche in health data that is unprece-

dented. Healthcare is incomprehensively more complex than it was at the begin-

ning of the last century. There is no reason to believe that this complexity and the 

amount of new information entering the medical field will do anything more than 

continue to snowball. More players inside and outside of healthcare are involved 

in every aspect of medical care. Decision supports systems are needed if the 

healthcare system is successfully to navigate this turbulent environment. 

The chapters presented in this volume serve as an excellent introduction to 

some of the opportunities being offered by the current climate. General purpose 

data mining techniques are being developed that can handle massive stockpiles of 

disparate data, and the application of decision support systems is moving into new 

areas, such as rehabilitation. Each of these is explored in this volume.  

The chapters in this book also look hard at some of the problems being faced by 

the medical field. Of primary importance is the development of innovative intelli-

gent support systems that work well with others and that can handle multiple sources 

of information. Medical units no longer work in isolation. They must now work 

together while simultaneously maintaining the autonomy needed to incorporate new 
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information and the latest technologies. Systems must be developed that can orches-

trate the complex work flow. Robust systems that can handle uncertainty also need 

to be developed. 

Finally, the chapters in this book draw attention to the human element. There is 

the public concern for maintaining privacy while nonetheless providing informa-

tion to those who need it. Governmental restrictions and policies are constantly 

balancing the rights and needs of its citizens when it comes to healthcare. This 

political element must be addressed. Decision support systems must now be flexi-

ble enough to handle changes in policy. Clinical decision support systems of the 

future will need to consider the constraints and uncertain relationship that will 

exist between technology and the regulations that govern medical data. The chap-

ters also stress that even the best systems can fail if they do not address the needs 

of the medical practitioners and patients using these systems.   

2   Decision Support in Healthcare 

The chapters included in this book are divided into the following three parts: 

Part I:   Clinical Decision Support Systems 

Part II:  Rehabilitation Decision Support Systems 

Part III: Technology Acceptance in Medical Decision Support Systems 

The chapters in Part I provide an interesting selection of problems that range from 

decision support systems that assist health professionals in coordinating proce-

dures across domains to a detailed description of two diagnostic support system 

approaches: a general-purpose diagnostic decision support system using classifier 

ensembles and a medical diagnostic support system that combines multiagent 

system theory, the holoic paradigm, swarm intelligence, and decision theory. We 

introduce Part I with a chapter that discusses an important desideratum for CDSS, 

namely, the electronic medical record (EMR). These records are at the heart of 

many clinical decision support systems and provide an invaluable treasure trove of 

information that could result in many new advances if properly mined.  

In Part II, we focus on new developments in building decision support systems 

for rehabilitation. The three chapters in this section cover data mining approaches 

for predicting pregnancy rate successes, gaming for rehabilitation, and intelligent 

decision-support in virtual reality rehabilitation. 

In Part III, we look at often neglected aspects in system design that impact the 

acceptance and success of decision support systems.  

Below we provide a synopses of each of the ten chapters following this chapter 

in this book. 

Part I: Clinical Decision Support Systems (CDSS) 

In chapter 2, Virtualizing Health Records in the Context of Government Regula-

tions, Michael Meehan focuses on the constraints that privacy standards, such as 

HIPAA (Health Insurance Portability and Accountability Act) enacted by the U.S. 
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Congress in 1996, impose on the utilization of these records. Such constraints will 

continue to operate as more governments exercise tighter controls over healthcare. 

Meehan is particularly interested in addressing how privacy standards affect the design 

of underlying systems that use health records. He warns that future systems will need 

to be designed to withstand the ever-fluctuating context of governmental regulations. 

To drive this point home, he describes his earlier work in virtualizing the FDA ap-

proval process in the United States so that it conformed to HIPAA standards.  

In this chapter, the author also takes a brief look at the uncertain future by dis-

cussing Google Health, i.e., Google's recent development of methods for sending 

medical records to unrelated health care providers. Currently, Google Health is not 

required to conform to HIPAA since Google is not a healthcare provider. It is 

unknown whether HIPAA regulations will soon apply to Google Health and simi-

lar companies, such as Microsoft, or whether standards will diverge for companies 

that are not healthcare providers. Whichever way the wind blows, Meehan pro-

vides convincing arguments that systems need to be built that are flexible enough 

to handle ever changing privacy regulations. 

In chapter 3, Towards Decentralised Clinical Decision Support Systems, Paolo 

Besana and Adam Barker discuss the pros and cons of using centralized versus 

decentralized clinical support systems. The authors argue that centralization of 

knowledge will increasingly become less practical as clinical information grows in 

size and in complexity. The authors advocate decentralizing decision support 

systems because this would increase system flexibility, which is critical given the 

rapid changes taking place in medical care. Furthermore, decentralization would 

enable domain experts to maintain control over their protocols and datasets. This 

chapter illustrates the benefits of a decentralized system using as a case study the 

guidelines for assessing breast cancer. Also included in this chapter is a good 

overview of current state of the art centralized and decentralized models, with an 

emphasis on the OpenKnowledge project, a highly scalable choreography-based 

framework that provides middleware that various services can use to interact with 

each other. 

In chapter 4, Data Mining Based on Intelligent Systems for Decision Support 

Systems in Healthcare, Loris Nanni, Sheryl Brahnam, Alessandra Lumini, and 

Tonya Barrier report work on creating a general purpose diagnostic decision sup-

port system that works well on a wide variety of medical problems using multiple 

sources of data, including patient demographics, laboratory measurements, and 

features extracted from signals and images. To create such a system, the authors 

propose using variants of ensemble methods based on perturbing features. In-

cluded in this chapter is an overview of general methods for constructing ensem-

bles and a more detailed tutorial on the ensemble methods, classifiers, and feature 

transforms and extraction methods used in the experimental section. The ensemble 

methods and a set of comparison stand-alone classifiers are tested using a number 

of benchmark medical datasets: two breast cancer datasets, a heart disease dataset, 

the Pima Indians dataset, a microarray dataset, and a erythemato-sequamous dis-

ease classification dataset. 

In chapter 5, Medical Diagnosis Decision Support HMAS under Uncertainty 

HMDSuU, Alkaysi Esra, Rainer Unland, Weihs Claus, and Branki Cherif report 
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their work on developing a medical diagnostic support system using multiagent 

system theory, the holoic paradigm, swarm intelligence, and decision theory. The 

focus of the chapter is on the decision process using decision theory under uncer-

tainty, especially Baysian probability. The authors explain in detail how the 

HMDSuU diagnostic system is capable of finding the best diagnosis even when 

given scant information. The description of the HMDSuU diagnostic system is 

backed up by the presentation of considerable background material in decision 

theory, especially decision making under uncertainty. Also included in this chapter 

is a short description of multiagent systems, swarm intelligence, and other diag-

nostic and expert systems currently in use or in development. 

Part II: Rehabilitation Decision Support Systems 

In chapter 6, A Data Mining Approach for Predicting the Pregnancy Rate in Hu-

man Assisted Reproduction, Loris Nanni, Alessandra Lumini, and Claudio Manna 

present a clinical decision support system for deciding when the endometrium is 

receptive for embryo implantation. Successful pregnancy in in vitro fertilization 

(IVF)/intracytoplasmic injection (ICSI) depends on several factors: the number 

and quality of oocytes/embryos, uterine receptivity, and the age of the woman. 

Unfortunately, IVF fails in most patients. A major problem in timing ICSI is the 

lack of a good set of predictors related to an IVF-ICSI cycle (age of patient, en-

dometrial and subendometrial vascularization indexes, etc.) for predicting preg-

nancy outcomes using IVF. The authors evaluate different feature sets in combina-

tion with various classifier ensembles with the aim of optimizing prediction accu-

racy and report good success using a random subspace of decision trees. This 

chapter provides a review of the literature on machine learning as applied to this 

problem. It also describes the predictors of IVF success.  

In chapter 7, Agent-Based Monitoring of Functional Rehabilitation Using Video 

Games, Stuart T. Smith, Amir Talaei-Khoei, Mililani Ray, and Pradeep Ray discuss 

the issues involved in designing agent-based systems for rehabilitation treatments 

that use video games.  Video games offer the advantage of allowing patients to 

continue working on rehabilitation tasks in a fun environment away from rehabili-

tation centers. The authors note that gaming for rehabilitation is more complex than 

what is offered by off the shelf games, which are typically too physically and cog-

nitively challenging for rehabilitation patients. Rehabilitation games need to collect 

information about patient compliance and progress that could be analyzed by 

healthcare specialists. These games also need to incorporate the expertise and mo-

tivational capacities of rehabilitation practitioners.  These as well as other possibili-

ties offered by gaming and mobile technology are explored by the authors in a way 

that will encourage communication between technology and rehabilitation special-

ists. Included in the chapter is background information on the rehabilitation of 

stroke patients and those suffering spinal cord injuries, an overview of virtual real-

ity and video gaming in healthcare practice, and a section that discusses agent-

based mobile health monitoring. One contribution of the chapter is the presentation 

of a usability evaluation framework for evaluating mobile health monitoring in 

rehabilitation games played at home. 
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In chapter 8, Intelligent Decision-Support in Virtual Reality Healthcare and 

Rehabilitation, A. L. Brooks, who has a background both in rehabilitation and in 

performance art, presents a model for optimizing motivation in rehabilitation 

training using virtual reality. This model was developed out of the rehabilitation 

system known as SoundScapes that works within a Virtual Interactive Space 

(VIS). In VIS, profoundly disabled patients use physical movements to control 

game playing, painting, and music making in virtual reality environments. The 

open-ended system collects body function signal data as unobtrusively as possible, 

and the feedback mirrors user actions within virtual space using Aesthetic Reso-

nance, which is the recognition of associations between physical action and ab-

stract feedback.  The model, called the Zone Of Optimized Motivation (ZOOM), 

shows how facilitator intervention optimizes motivation and how session material 

can be iteratively analyzed to optimize knowledge about the patient to facilitate 

system adaptation to the user. As with Smith et. al., in chapter 7, Brooks sees a 

need for developing more intelligent rehabilitation systems.  ZOOM is one step in 

the direction of building nontrivial decision support rehabilitation systems that are 

capable of empowering disabled people both by expanding their perceptions of 

what is possible and by employing feedback that does not necessarily engage them 

at the conscious level. Included in this chapter is background material on the 

SoundScapes system, rehabilitation motivation, and facilitator intervention. The 

main contribution of the chapter, is the intervention model for decision making 

that optimizes participant mirroring using the concept of ZOOM. 

Part III: Technology Acceptance in Medical Decision Support 

Systems 

In chapter 9, Image-Guided Surgery and Its Adoption, Michael Meehan discusses 

some of the issues related to the adoption of image-assisted surgery. While image-

assisted surgery has experienced tremendous growth since the 1990s and has pro-

duced a number of benefits, including improved patient outcomes and reduced 

surgical time, adoption of this technology has lagged behind. In this chapter Mee-

han addresses some of these issues using as case studies a couple of systems he 

developed that were not accepted. These systems assisted surgeons in performing 

mandibular distraction, a procedure where bones are severed and pulled apart to 

facilitate growth in the bone, and craniosynostosis, where separate pieces of skull 

bone are reshaped on the child’s head to correct for prematurely formed sutures. 

Both systems allowed surgeons to plan, practice, and model results on a virtual 

model of the patient generated from CT data. The systems also estimated how the 

patient would look after the procedures. The software ran on ordinary PCs with a 

few specific memory and graphic card requirements. The benefits offered by these 

systems were considerable and included reduced morbidity and mortality, reduced 

cost, and better outcomes. Yet they were not accepted. In contrast to these sys-

tems, the chapter discusses medical technology that has been successfully adopted, 

for example, MRIs and Laparoscopy (which took over 200 years to be adopted). 

The chapter concludes by discussing problems with the adoption of new  
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technologies in surgery, including economics, the learning curve, and the addition 

of stages to the procedure. He found that the introduction of new preoperative 

planning steps that take place outside the operating room was especially  

prohibitive. 

In chapter 10, The Role of Presence in Healthcare Technology Applications, 

Paul Skalski addresses the role of presence, defined as “the perceptual illusion of 

nonmediation,” as it pertains to intelligent decision support systems in healthcare. 

The author argues that understanding presence can help us understand why certain 

systems are more successful than others. This in turn can enable us to build better 

theories and models.  Included in this chapter is a rather complete discussion of 

the importance of the notion of presence in virtual reality and how it can be ap-

plied more widely. This discussion also provides a quick overview of virtual real-

ity technologies in medicine. 

In chapter 11, Witnessed Presence in Merging Realities in Healthcare Environ-

ments, Caroline Nevejan and Frances Brazier present their framework YUTPA 

(being with You in Unity of Time, Place, and Action) for the design of technology 

environments that explicitly orchestrate and account for how individuals perceive 

and witness each other. In any social interaction, how individuals witness each 

other has social and psychological consequences. In medical systems, where pa-

tients are required to interact with a plethora of systems, rounds robots, and virtual 

therapeutic environments, this element cannot be avoided and thus needs address-

ing if trust is to be established and if the psychological wellbeing of patients is to be 

nurtured in their interaction with these systems. Included in this chapter is back-

ground information on the concept of witnessing, especially the philosopher 

Oliver’s characterization of how people witness to each other in terms of response-

ability, address-ability, and the performance of testimony and transparency. Also 

included in this chapter is a detailed discussion of the four dimensions of the 

YUTPA model: space, time, action and relation.  The chapter concludes by present-

ing some ideas on how this model can be applied in the design of medical systems. 

3   Conclusion 

This book is a continuation of the previous volumes [1-4] of our series on Ad-

vanced Computational Intelligence Paradigms in Healthcare. The recent advances 

in computational intelligence paradigms have highlighted the need of intelligent 

systems in healthcare. The primary aim of this series is to report the emerging 

paradigms of computation intelligence and applications in healthcare. 
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Abstract. During recent years, an increasing number of health records have 
become virtual or electronic.  This chapter discusses some of my early work 
in virtualization of health records in the context of the FDA drug approval 
process.  The chapter also outlines the lesser-known area of government 
regulation of virtualized or electronic health records governed by HIPAA 
and related standards.  The constraints imposed by these regulations do not 
impose impossible obstacles, but they do provide constraints that are as real 
as any other underlying system or design constraint.  This chapter then con-
tinues to discuss other current systems, such as the Kaiser and veterans 
health association virtual health records systems, and forward-looking sys-
tems, such as Google Health, and how these systems may relate to and be 
constrained by the current government data standards. 

Keywords: electronic health records, personal health records, health pri-
vacy, data security, HIPAA, health information privacy. 

1   Overview and History of Health Records 

Around 2000, in the early days of the Internet, I designed systems and architec-

tures for virtualizing the FDA approval process, which had operated primarily in a 

paper-based fashion up until that point. Since that time, the government has en-

gaged far more in the promotion and regulation of virtual health records. As for 

my early work, many of the technologies used at that time are now more com-

monly-known and understood. What is less well known and well understood, even 

today, is how technology and architecture choices must be made in the context of 

the regulations, and how those regulations provide important and real constraints 

on the technologies and architectures used. This paper starts with a brief overview 

of the long history of health records, continues with a discussion of my early work 

in the virtualization of health records, and then continues with a look into the 

future of electronic health records and the uncertain relationship between current 

systems and the regulations that govern the data. 
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1.1   Medical Records over Time 

Medical records may be as old as the pyramids.  The ancient Egyptians may have 
been the first to use medical records. Medical records were recorded on a papyrus, 
which is often called the Edward Smith Surgical Papyrus after the gentleman who 
purchased the papyrus in 1862, are believed to have been contributed to by three 
doctors in the period from 3000 to 2200 BC. It is probably more accurately de-
scribed as a text book, or perhaps what doctors term today as a collection of ‘case 
studies,’ because it appears to have been written for instructional purposes. It 
relates the conditions of particular patients in detailed text and illustrates that doc-
tors were thinking about and adept at recording medical records for longitudinal 
purposes thousands of years ago.[1] 

 

 
Fig. 1. The ancient Egyptian surgical papyrus known as the Edwin Smith Surgical Papyrus, 
evidence of medical records as long ago as 3000 BC 

Over the centuries and millennia since the ancient Egyptians engaged in their 
pioneering medical efforts, medicine has developed, and along with it, the medical 
record. Certain forms of medical advances can be appreciated for both of Hippo-
crates’ dual goals for medical records: diagnosis and record keeping.[2] In 1895, 
X-ray imaging was invented.[3] It allowed doctors to non-invasively silhouette 
bony structures inside the body. X-ray imaging resulted in great, and now ubiqui-
tous, diagnostic advances in orthopedics and other fields relating to broken bones, 
structural anomalies, and joint function. The x-ray is also a medical record. X-ray 
film can be used to study a patient’s recovery and provide a medical history for 
the patient. Magnetic resonance imaging (MRI), approved by the U.S. Food and 
Drug Administration in 1984, also serves the dual purpose of being a diagnostic 
device and a medical record.[4] 
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Not all medical records are also diagnostic. Many are written or typed notes 
and recollections of symptom and physiological states.  Heart rate, blood pressure, 
and white blood cell count are often measured over time as they provide a glimpse 
into the state and recovery of a patient.  These have traditionally been recorded on 
paper, and often started on the chart at the end of a patient’s bed or slipped into a 
folder on the examination room door. Once the examination or hospital stay has 
been completed, the paper records are stored in a cabinet, room, or warehouse for 
later retrieval.   

The vast number of medical records stored for possible later retrieval is daunt-
ing.  Hospitals and medical providers will often have storage rooms or warehouses 
filled with medical records. The longitudinal nature of storing medical records can 
provide baselines that allow a doctor to make a diagnosis based on the individual 
patient’s physiological changes over time. Therefore, storing medical records is 
critical to the medical profession. 

1.2   Virtual vs. Physical Medical Records 

As noted above, society is progressing in the adoption and acceptance of virtual 
health records. Virtualizing and electronic storage of medical records provide 
numerous benefits over paper records, but also raise several issues. A handful of 
hard drives can replace a room full of physical records. But the electronic storage 
of medical records brings up many specters of privacy concerns. Privacy risks are 
not, however, unique to electronic health records. Most of the risks that exist for 
medical records existed long before the virtualization of the medical records.  It is 
in the nature of data that it is discoverable, whether that data is electronic or 
physical.  And it is in the nature of important data that its appropriation can be an 
issue for those to whom the data relates, for those who are required or positioned 
to protect it, and for those whose industry relies on the protection of the data.   

Although society is more acutely aware of the security risks of electronic medi-
cal records, physical medical records have the same inherent problems. As re-
cently as 2008, paper medical records, instead of being destroyed, were shipped to 
a surplus store and sold as scrap paper. These medical records contained the social 
security numbers, identities, and medical history of numerous patients.[5] As 
another example, CVS pharmacy recently settled a suit with the government re-
lated to data privacy in which CVS had improperly discarded pill bottles and other 
patient information into open dumpsters.[6] As a correlate on the virtual health 
record side, there have been numerous reports of sensitive data being found on lost 
or stolen computers. For example, in 2005, a computer containing and estimated 
185,000 electronic medical records was stolen.[7]  In reaction to such electronic 
failings, the Federal Trade Commission (FTC) has issued a rule requiring compa-
nies that control electronic health records to notify customers if those electronic 
records have been breached or disseminated.[8] 

People fear the widespread dissemination of their private information, and for 
good reason. The private information about illness, conditions, and well being are 
supremely intimate and are not the kinds of things that one would want anyone to 
know about without informed consent. Additionally, there is a great risk of iden-
tity theft when medical records are stolen. Medical records will typically include 
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names, addresses, social security numbers, and financial information. Little else 
would be needed for a diligent thief to use existing credit or open and abuse new 
credit. And the identity theft may not happen immediately. The FTC’s guidelines 
recommend, that once your identity has been stolen, to continue to monitor your 
credit quarterly for the first year and yearly thereafter.[9] 

Although many of the risks associated with electronic health records have ex-
isted with the traditional paper and film records, it is fair to say that there are new 
and important risks with the virtualization of health records, and some of the exist-
ing risks have been exacerbated by the virtualization. In order to combat these 
risks, the U.S. government enacted the Health Insurance Portability and Account-
ability Act (HIPAA) and the related rules for Security and Electronic Signature 

Standards.[10,11] These two sets of rules and my early work in virtualizing  
clinical research are described below. 

2   Clinical Research Organizations 

One important arena for the virtualization of health records has been in the area of 
clinical research. As discussed above, this work was developed in the late 1990s 
and early 2000s. At the time, the technologies underlying this work were known, 
but not as widely used and understood as they are today.  The more daunting as-
pect of this work was understanding and conforming with the regulatory standards 
that were overlaid on the technical and product requirements. This section pro-
gresses by outlining the progression of the FDA drug approval process and then 
discussing the architecture I developed for data protection within the context of 
the government regulations. 

2.1   The FDA Approval and Drug-Comparison Processes 

Clinical research is the process of verifying drugs for the FDA.  The FDA requires 
a four-stage approval process for the approval of drugs.  The approval process 
proceeds in three stages. The first phase, “Phase I” involves the side effects of a 
drug. These studies are usually performed on a small number of healthy volun-
teers, usually twenty to eighty. Based on the results and revealed toxicity and risks 
of the side effects identified in Phase I, Phase II will be performed. Phase II is 
usually an effectiveness study.   

Phase II looks at those who have a certain medical condition and the effect of 
the drug on that condition. The tests are usually performed with at least two 
groups: one receiving the drug and one receiving an inactive substance or placebo. 
Safety and side effects continue to be monitored in this phase. The studies will 
typically involve three hundred or so subjects.   

If there is sufficient evidence of efficacy in Phase II, then a Phase III study will 
be performed, usually with hundreds to thousands of patients varied over popula-
tions and ages. More information about safety and efficacy are collected, dosage is 
determined and drug-interactions are monitored. If the drug appears safe and 
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effective, it gets approved by the FDA.  After the drug is on the market, the phar-
maceutical company must still monitored for adverse effects, safety, and  
effectiveness.   

It is important to note that the drug approval process is handled at the individ-
ual patient level.  In each phase, the drugs must be administered to an individual 
and the reactions of the individual must be monitored.  The data from these hun-
dreds or thousands of individuals must be collected and analyzed in order to by-
pass each “stage” of the FDA approval process.  Traditionally, this information 
was collected on paper, often communicated via fax or regular mail, and the data 
was entered into databases in order to analyze the data mathematically to deter-
mine various aspects of the system, including the estimated sample size needed for 
the approval.  Similar systems are used in order to show the efficacy of drugs.  For 
example, if a company desires to run an advertisement stating that “Our drug is as 
effective as any other on the market,” then the company would have to show that 
no other drug was statistically more effective than theirs is.  If a company desires 
the ability to say that “Our drug is more effective than any comparable drug in the 
market,” then a different level of statistical power would be needed.  Specifically, 
the company would have to show that the drug was significantly more effective, 
statistically speaking.  This requires both that the drug is more effective, and that 
enough data is collected to provide statistical significance.   

In both the drug approval and drug comparison situations, collecting patient 
and efficacy data on paper and transmitting it via mail and fax is simultaneously 
inefficient and error prone. Although it may be efficient for practitioners to enter 
the data onto paper forms, assuming the forms are clear, well-designed, and avail-
able, the collection, retention, and data entry phases may be inefficient in numer-
ous ways. For example, organizing thousands of individual pieces of paper 
containing the required data for numerous studies at a single hospital could be a 
very difficult task. Further, collecting and coordinating those pieces of paper over 
multiple hospitals is also a difficult task. Beyond that, there are inefficiencies in 
the transportation and storage at the collection or consolidation site. 

The codification of these paper records at the collection site is potentially error 
prone and expensive. The person codifying the paper records may misread or 
misunderstand the paper records, providing one type of error. The coder may un-
derstand the record, but make a clerical error in entering the data, causing another 
type of error. 

All of the real and possible errors and the inefficiencies have opened the way 
for alternatives to the paper-based approach to clinical research. In the next 
section, I discuss the work that I did in virtualizing the FDA approval process. 

2.2   Virtualizing the FDA Approval Process 

My work on the virtualization of health records in the context of government regu-
lation lead to a particular architecture suitable for the needs of clinical research 
organizations. The most difficult aspect of designing the multitiered architecture 
was ensuring conformance with the governing standard known as HIPAA. HIPAA 
was enacted in 1996. In 1998 the Department of Health and Human Services  
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proposed new rules for Security and Electronic Signature Standards, which apply 
to data stored or transmitted by healthcare providers and institutions. There is an 
argument that clinical research organizations are not covered under HIPAA.[12] 
Notwithstanding this, we decided to abide in every way possible to the HIPAA 
standard, and further to the data transmission and storage standards promulgated 
by the U.S. Department of Health and Human Services.  In addition to HIPAA 
conformance, developing the system for virtualizing clinical research, I had to 
consider technical constraints and process constraints. The resulting architecture 
and its relation to government regulations are detailed below. 

Data Collection 

In many cases, especially for Phase III trials, clinical data is collected by numer-
ous doctors and other practitioners in offices and hospitals across a wide geo-
graphic range.  Data collection at these sites can happen in a number of ways.  As 
will become apparent when looking at the system as a whole, one of the keys to 
data collection is collecting the data in a manner that will allow it to be electronic 
before the data is moved to the next state of processing or transportation.  One of 
the obvious ways to enable electronic data collection is to have the practitioners 
input the data into a computer.  This computer could be a desktop, laptop, or, 
perhaps a device that is more portable, like a personal data assistant, an ultraport-
able computer, etc.   

 

 

Fig. 2. Data collection of virtualized clinical trial records needs to be agnostic to data entry 
mechanism 

These days, the issue of electronic data collection seems simple enough on its 
face.  There are, of course, several complications. Entering patient data is only one 
aspect of a practitioner’s otherwise busy, complicated, and important job. In many 
cases, patients will be separated into multiple rooms in a hospital or office.  
 



Virtualizing Health Records in the Context of Government Regulations 17

 

Therefore, the data collection mechanism must be portable.  As such, a desktop is  
likely ruled out, except in instances where data will be collected in a single room 
for multiple patients.  A laptop would be more reasonable in most cases, but might 
still be awkward for transportation and data entry.  Tablets and PDAs are more 
portable and would more easily allow movement from room-to-room as data is 
being entered.  Another possible data entry system would be via voice.  There is 
surely not a single solution to the data entry issue.  It is clear, however, that the 
solution should be flexible enough to allow for multiple entry types.  This is de-
picted in Figure 2.  The data entry mechanism becomes more important as we look 
at other aspects of data entry, as discussed below. 

Table 1. Technical Security Mechanisms to Guard Against Unauthorized Access to Data 
That Is Transmitted over a Communications Network, from Security and Electronic Signa-

ture Standards; Proposed Rule, Federal Register, Vol. 63, No. 155, (August 12, 1998),  
43, 254-5 

Requirement Implementation 

Communications/network controls  

If communications or networking is em-
ployed, the following implementation features 
must be implemented: 

Integrity controls, Message authentication. 
In addition, one of the following implementation 
features must be implemented: Access controls, 
Encryption. In addition, if using a network, the 
following four implementation features must be 
implemented: Alarm, Audit trail, Entity authenti-
cation, Event reporting. 

Access controls. 

Alarm. 

Audit trail. 

Encryption. 

Entity authentication. 

Event reporting. 

Integrity controls. 

Message authentication. 

 
This structure, of course, causes issues of data privacy. The connection of these 

various data entry mechanisms to a centralized network or server that will collect 
and consolidate the data can be wired or wireless, over an inherently encrypted 
connection (e.g., HTTPS, SSL, etc.), or unencrypted (e.g., FTP). Therefore, in 
designing the systems and the data entry for these systems, one must decide the 
type of data connection to be used. The Department of Health and Human Ser-
vices’ Security and Electronic Signature Standards includes a section discussing 
to the technical security mechanisms necessary to guard against unauthorized 
access to data that is transmitted over a communications network.[13]  A copy of 
the table summarizing the technical security requirements for transmission of data 
is presented in Table 1. 
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Table 2. Technical Security Services to Guard Data Integrity, Confidentiality, and Avail-
ability, from Security and Electronic Signature Standards; Proposed Rule, Federal Register, 
Vol. 63, No. 155, (August 12, 1998), 43,254 

 
Requirement Implementation 

Access control  
The following implementation feature must be 
implemented: 
Procedure for emergency access. In addition, at 
least one of the following three implementation 
features must be implemented: Context-based 
access, Role-based access, User-based access. 
The use of Encryption is optional. 
 
Audit controls 
 
Authorization control (At least one of the listed 
implementation features must be implemented). 
 
Data Authentication 
 
Entity authentication (The following implemen-
tation features must be implemented: Automatic 
logoff, Unique user identification. In addition, at 
least one of the other listed implementation 
features must be implemented). 
 
 

Context-based access. 
Encryption. 
 
Procedure for emergency access. 
Role-based access. 
User-based access. 
 
 
 
 
 
Role-based access. 
User-based access. 
 
 
 
Automatic logoff. 
Biometric. 
Password. 
PIN. 
Telephone callback. 
Token. 
Unique user identification. 

 
It appears that the standards would require encryption from the point of sending 

data to the point of receipt. This can be handled in a number of ways. The example 
most commonly known to people these days would be public key encryption. 
With encryption, data is collected, usually in a readable form, by the encrypting 
entity. In this case the encrypting entity would be the PDA, computer, or other 
device used to collect patient data. Without going into great detail about encryp-
tion and the various methods of encryption, we can generally say that a cipher, 
which is a string of letters or numbers, is used to transform and recode the read-
able data into an unreadable string. Only those with the key, which corresponds to 
the cipher, will be able to decrypt the data that has been encrypted. As with any 
security measure, there are possibilities that the encrypted data can be decrypted 
using a brute force or other algorithm for guessing the key and decrypting the 
data. This possibility aside, end-to-end encryption will stop ‘snooping’ of the data 
between the point of encryption, where the patient’s data was first entered into the 
system, and the point of decryption, the central server. 

The Security and Electronic Signature Standards also governs data storage.[14]  
Therefore, one must also consider the potential for temporary or transient local 
storage of data, and security surrounding that.  The standards appear to be directed 
to regulating long-term storage. It is not clear, however, whether temporary or 
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transient storage is governed by the standards. Table 2 is a reproduction of the 
table summarizing the data storage regulations. 

It would not appear that the temporary storage of data would need access con-
trol, audit control, or any of the other aspects of the technical security defined in 
standards. It may suffice to ensure that the temporary data is not improperly acces-
sible and that it is deleted or expunged within some predetermined time limit. 

As a more concrete example from my work, consider a particular instance of 
the architecture in which a PC is running a standard Internet browser that is used 
to collect teaching data for clinical research. The system, as it was designed, and 
as used in conformance with standards, allows a doctor to input clinical data on a 
webpage and uploaded that data over the network to a central aggregator, as de-
picted in Figure 2. The connection between the personal computer, via the web-
page and the central aggregator might be over an HTTPS connection. Using this 
architecture, data is encrypted from the time it is entered at the webpage until it is 
received at the aggregator. This conforms to the data security standards. In order 
to ensure that it also conforms to storage standards, the system simply avoids 
storing the webpage or any of the data from the webpage beyond the time of  
transmission. 

 

Fig. 3. Data collected at multiple research sites will be aggregated and sent to the CRO or 
central repository 
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Once the data is at the aggregator, however, we must again think about con-
forming to the standards. If the data at the aggregator is merely received over 
HTTPS, then it will be decrypted by the Web server and will exist on the aggrega-
tor as unencrypted data. Therefore, care must be taken with the data at this inter-
mediate stage. One solution is for the system to store the data immediately into a 
database. Once the patient data is received as part of a web transaction over 
HTTPS, that data should not be stored in the web log or in any other manner. 
Storing the data received in a database will provide the necessary security for the 
data storage standard. Most modern databases will allow data to be encrypted 
within the database. Therefore, a malicious attacker would not be able to access 
the data and read it without deciphering the key to the encryption. Modern data-
bases will also provide access control to data, auditing of the access of data, and 
the other security functions required by the standards. 

Once data is sent from the aggregator to the central server or clinical research 
organization, as depicted in Figure 3, care must again be taken in the transmission 
and storage of the data. This is handled in a manner similar to that discussed for 
the transmission of data between the practitioner and the aggregator. In the 
system, data is extracted from the database and sent to the clinical research or-
ganization at regular intervals or as needed. For example, data will often be sent 
automatically in the middle of the night, when network traffic is low and data has 
been entered for the day.  

`

Governed by data 

transmission standard,

Encrypted transmission

Governed by data 

transmission standard,

Encrypted transmission

Governed by data storage standards  

Fig. 4. Depiction of patient data and the governing standards from entry to the central 
server   

In order to send the data, it is extracted from the database and temporarily,  
locally stored. This can be performed by a person or an automated process, each of 
which would be required to have proper access credentials, such as a username 
and password. Once the data is temporarily, and locally stored, it is ready to be 
sent to the central server. Sending the data to the central server requires the same 
kind of secure connection that was used in the previous transmission step. HTTPS 
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could again be used, but a more common way for two programs to communicate 
would be through an SSL connection. There are important differences between 
these two, but in the context of this discussion, it is important to note that they 
both encrypt data, and do not allow it to be viewed while the data is in  
transmission over a network.  

Given that the transmission over the network is secure, we must again turn to 
the storage and handling of the data. It is of course imperative that the decrypted, 
locally stored data at the aggregator is deleted after it has been sent. The data, 
upon arrival, will be decrypted and stored again in a database at the central server. 
As noted above, most modern databases will provide the security necessary for the 
government standards. A depiction of the data transfer from end-to-end is depicted 
in Figure 4. 

Another way to comply with the standards is to use end-to-end encryption. In 
the end-to-end encryption, patient data would be encrypted at the source, where it 
was first entered, and not be decrypted until it is received at the other end. Using 
the same architecture as described above, this would mean that the data at the 
personal computer would be encrypted upon receipt. Therefore, it would be best to 
use something other than a webpage to collect data. The data would be instead 
collected in a computer program which would immediately encrypt the patient 
data. Encrypted patient data would then be sent to the aggregator over the net-
work. Because the data has been encrypted, it would not necessarily have to be 
encrypted again over the data transmission. Further, the data would already be 
encrypted upon receipt of aggregator and the central server. As such, the database 
or other storage mechanism at the aggregator and central server would not neces-
sarily have to encrypt the locally stored data. Once encrypted patient data is re-
ceived at the central server, the central server could use the corresponding key in 
order to decrypt the data. This is depicted in Figure 5. 

 

Fig. 5. Depiction of an end-to-end system for use by clinical research organizations 

This architecture would provide a fairly secure transmission environment, but 
would have technical complications not associated with the architecture of Figure 
4. Each individual data entry point would have to be able to encrypt data in a way 
that could be decrypted by the central server. One option for this would be for 
each data entry point to have the same cipher to encrypt the data, and then the 
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central server would have a single key to decrypt all of the received data. This 
option would comply with the government standards, but if the single key known 
to the server were discovered, then all of the data associated with the patients 
could be decrypted. This may be too much of a security risk for some. Another 
downside of this architecture is that all of the data entry points would have to have 
the ability to encrypt the data. Most data entry devices, even PDAs, have comput-
ing capacity to encrypt data. It would require, however, that in addition to comput-
ing power, each data entry device would also have software that would encrypt the 
data. The problem with this is distribution – both of the original software and 
updates. Providing software that would run on all of the variety of data entry de-
vices and all of the possible operating systems would be a tremendous burden on 
the software designers and would be prone to failure on individual data entry de-
vices. It is this latter reason that provides the greatest deterrent to adopting this 
architecture. 

Looking more closely at what is required for compliance with the government 
standards for data storage, we see that many of the requirements must be met by 
the central server. Access control, which would be required of the central server 
due to its storage of the patient data, is a feature that is commonly provided by 
database systems. This makes databases an obvious choice for data storage in the 
central server.   

Looking at access control in more detail, the two most common types of access 
control are context-based access control and user-based access control. In context-
based access control, typically, different types of user profiles or contexts are 
established and users are associated with those contexts. For a clinical research 
organization, an example access control context might be a “data analyst.” A data 
analyst may be able to access data by patient identification number, access test 
results, and access dosage and treatment information. Data analysts may not be 
allowed to access patient identifying information, however. Another example 
access control context might be what is commonly called a “Superuser”. A supe-
ruser may be able to access all of the information associated with the patient, in-
cluding identifying information.  

One of the other requirements of a government standards is audit control. The 
requirements for audit controls are not discussed extensively in the government 
standards but the standards do state that audit data should be recorded in order to 
“identify suspect data access activities, assess its security program, and respond to 
potential weaknesses.” It also states that there should be “audit control mecha-
nisms to record and examine activity.”[15]  Therefore, the simplest way to abide 
by this requirement is to record the access and manipulation activities of each 
user. In the context of the role-based access control system, this means that each 
time a user logs in with a personally-identifying user name and password, the 
activities performed by the user, which will be within the role-based context, are 
recorded and stored to a log. Of course the data accessed in-and-of-itself is not 
recorded, but only the actions taken by the user, such as the data analyst. With 
this, it should be relatively easy to determine what actions were taken by which 
users, which is one of the fundamental principles of the access control required by 
the government standards. From this data, the organization would be able to  
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identify suspect data access activities and respond to potential weaknesses, as 
required by the standards. 

The government standards also require physical safeguards for the data. Nota-
bly, one of these safeguards is controlling physical access to locations that store 
patient data. Because the patient is not stored on the data entry devices discussed 
above, these standards are not applicable for those devices. Patient data is stored, 
however, at the aggregator and the central server. Therefore, the system must be 
set up physically to limit access to the aggregator and to the central server. Limit-
ing access typically will not be a problem for the central server because it will be 
housed either in a co-location facility that has physical security, or at the clinical 
research organization, which likewise has physical security. The point of greatest 
potential weakness is the aggregator. The aggregator will be, as discussed above, a 
physical computer that will typically be located geographically near or at a hospi-
tal or doctor’s office. In order to abide by these standards, access to the central 
server will have to be physically controlled. This will typically mean placing the 
aggregator computer in a room that is accessible only via key card access. Because 
this is a standard that applies to the storage of all patient data, it should not be a 
problem to find such a room in a doctor’s office or hospital. If this room is not 
available, however, a local co-location facility may be used to house the aggrega-
tor in order to protect the data stored at the aggregator. 

The effect of the regulations on the development of a clinical research data ag-
gregation system was considered above.  Virtualization of health records has ex-
panded, however, and will continue to expand.  Below is a discussion of some of 
the existing virtual health record systems as well as systems that are poised to be 
the future of virtual health records. 

2.3   The Current and Future Virtualization of Health Records 

It is not surprising, given the growth of the Internet and the increasing comfort of 
the population with performing vital actions online, such as banking and pur-
chases, that the virtualization of health records has also increased in acceptance 
and popularity. The veterans hospital administration (VHA) has been using elec-
tronic health records for more than a decade. Almost all of the records that they 
keep are electronic. A recent study has also found that approximately 1.5% of US 
hospitals, excluding the VHA hospitals, have a comprehensive electronic health 
record system.[16]  All of Kaiser Permanente’s (“Kaiser”) clinics and hospitals 
operate with electronic health records.[17]  These hospitals are governed by the 
same government data standards discussed above. That is, they are required to 
control access, both physically and electronically, to stored data. They are also 
required to audit access to the data. Any transmission of the data over a wired or 
wireless network must be encrypted.  

The virtualization of health records has gone beyond healthcare providers such 
as the VHA and Kaiser to technology companies. Both Google and Microsoft now 
provide technologies for storing electronic health records.  Here, I concentrate on 
the Google software, which is called Google Health. Google Health provides a 
central repository for electronic health records. Their basic model relies on some-
thing that does not exist, for example, for the VHA. That is, the Google Health 
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model relies on the necessity of transferring health records among unrelated health 
care providers. Imagine that you move from Irvine, California to Cleveland, Ohio. 
If you have been treated at Hoag Hospital in Irvine before you moved, then you 
would have to have all of your medical records transferred to a local health care 
provider, such as the Cleveland Clinic. With physical medical records, which is 
still by far the most common, this would mean taking all your original x-rays and 
paper medical records and having them copied or having the originals sent to the 
Cleveland Clinic. If both sides have electronic medical records, then you will be 
able to have the Hoag Hospital transmit the electronic medical records to the 
Cleveland Clinic. That sounds simple enough, and it would be, if the two hospitals 
have compatible electronic medical records systems. As is commonly the case for 
electronic systems, however, this is unlikely. Therefore, even if both of the hospi-
tals have electronic records systems, it is very likely that the two systems cannot 
“talk” to each other, in the electronic data sense. Therefore, the data from one 
hospital would have to be translated into a format that could be understood by the 
second hospital. This is where Google Health may help. In addition to the other 
services provided by Google Health, it provides interfaces to common electronic 
medical records systems. Google Health then stores the electronic medical records 
in canonical Google format.  When the patient wishes to have the data sent to 
another hospital, the data is exported from Google and translated into the format 
needed by the destination hospital. As such, the patient is able to affect the transfer 
of electronic medical records from one hospital to another. 

In addition to the translation and transmittal of electronic medical records, 
Google Health provides a number of other services. For example, the Cleveland 
Clinic operates with Google Health to provide “MyConsult,” which is an online 
service that allows “anyone, anywhere” to have access to Cleveland Clinic physi-
cians. The Cleveland Clinic will provide second opinions and pre-adoption and 
nutrition consultations via this portal.[18] There are also a number of other portals 
available for screening and locating sellers of prescription drugs.[19] 

Although Google must comply with government rules, such as the FTC breach-
reporting rule discussed above, Google Health is not covered by the government 
standards. The standards require only that healthcare providers and companies 
providing services for healthcare providers obey data standards.[20] It seems 
fairly well-established that Google is not covered by the standards as they are 
currently written. This may change over time as Google Health and Microsoft 
Health Vault become more widely used, and are used for a broader range of pa-
tient activity. For now, however, Google and Microsoft are not strictly required to 
obey the government’s standards. That is not to say that the will not make every 
effort to protect patient data, or that they are not required to maintain privacy of 
their users under some other contractor requirements, but they are not required to 
comply with the health care related data standards. Some of the main issues of 
concern for this are in the transmission, storage, and sharing of personal health 
information. When users first login to Google Health’s website they are required 
to click the Google Terms of Service and Sharing Authorization Agreement, 
which state that Google is not a covered entity under HIPAA. Google also has its 
own Sharing Policy and Privacy Policy, by which its users and Google are bound. 
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From these statements and policies, it does not appear that Google is attempting to 
do anything nefarious by adopting separate policies, but it is important to read 
them, as they differ from the government standards. Further, as Google’s policies 
and the parallel government regulations will change over time, the two may  
become more divergent. 

As an example of how the Google Sharing Authorization Agreement differs 
from how one might expect data to be shared, consider that Google Health only 
allows a user to share her entire profile with an provider, such as a doctor.[21] 
Therefore, the user will be sharing all of the data in the profile with a doctor.  If 
she is keeping other information in her Google Health profile, such as running 
logs, eating habits, etc., she may not want to share all the information with the 
doctor. It does appear that Google Health will allow you to create more than one 
profile, however. Therefore, a user can create one profile to share with her doctor, 
and another one in which more information is stored. Creating multiple profiles 
seems counterintuitive, and the purpose for it is only apparent if you read the 
Google Health Sharing Authorization Agreement. Further, directly contrary to 
government regulations for hospitals, Google will share a user’s health informa-
tion in limited instances. Google’s Privacy Policy states that Google will share 
information in order to avoid fraud to satisfy laws, or to “protect against harm to 
the rights, property or safety of Google, its users or the public as required or per-
mitted by law.”[22]  HIPAA would not appear to give organizations such broad 
leeway in disclosing electronic health records of the patient. Google may never act 
on this provision in its Privacy Policy with respect to health records, but it is im-
portant for users to know that this disclosure provision exists in Google’s Privacy 
Policy, in contrast to standards in parallel government regulations. 

3   Conclusion 

The way we handle, think, about, and regulate health records has gone through 
transitions over time, and will continue to change. Those who design systems for 
handling virtual health records must be aware of not only the technical and design 
requirements, but also the regulations that govern those systems. Currently, the 
entities covered under HIPAA are limited, but as more and more technology com-
panies get involved in virtualizing health records, the regulations may change and 
may be expanded to cover a broader range of entities in the virtual health record 
sphere. 
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Abstract. The sheer quantity and complexity of medical information, even

within a single speciality, is beyond the power of one person to comprehend.

Clinical decision support (CDS) systems have been clearly demonstrated to

improve practice by removing complexity and aiding the decision making

process for clinicians. However, the specific pieces of information most rel-

evant to a particular clinical decision are typically scattered over a wide

range of databases, applications, journals and written notes. Centralisation

of knowledge is becoming less practical as the volume and complexity of

data increases. Through a motivating scenario taken from the field of cancer

research, we argue against complete centralisation and towards an open, de-

centralised architecture, allowing domain experts to curate and maintain their

own processes and data sets. We introduce the UK-based Safe and Sound

project and propose an architecture based on PROforma, a formal language

for describing CDS systems and OpenKnowledge, an enabling technology for

decentralised agent-based systems. We demonstrate that although more com-

plex to initially model, our architecture scales with increasing complexity, is

more flexible and reliable than architectures which rely on centralisation.

Keywords: Clinical decision support systems, medical guidelines, workflow,

service choreography.

1 Introduction

Many science-based fields are facing a knowledge crisis, in that knowledge is

expanding while economic resources and the human capacity to apply it remain

finite. Medicine is perhaps the most prominent example; the field is the focus of a

vast and productive research effort, but new tools and techniques are not always ei-

ther quickly disseminated or effectively used. In the last thirty years, clinicians and

computer scientists have developed technologies that could hold the key to manag-

ing that ever-growing complexity. Research on computerised Clinical Decision Sup-

port (CDS), Workflow and Knowledge Management systems has blossomed into a

global movement, with applications in most areas of medicine.

Although healthcare brings enormous benefits to us all, there is compelling evi-

dence that avoidable errors are common and patients are frequently harmed. Medi-

cal guidelines synthesise the latest evidence and best practice for a particular clinical
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condition or intervention. They are produced and used in many countries and have

been shown to significantly improve healthcare outcomes [16]. CDS systems apply

formalised (computer-interpretable) medical knowledge to patient data in order to

arrive at patient-specific treatment recommendations and guidelines in a way that

ensures best practice.

The evidence [18] that these technologies can have the desired effects (improv-

ing clinician performance, patient outcomes, and the cost-effectiveness of health

centres, among others) is substantial, but at present no one knows how to deploy

these systems in a safe, sound, and scalable way. A major challenge is how to in-

tegrate and deliver support for a variety of such services at the point of care, in the

complex, unpredictable and ever-changing context of healthcare delivery, and how

to do this in a flexible yet scalable and safe way.

In order to integrate software and data, academia and industry have gravitated to-

wards service-oriented architectures. Service-oriented architectures are an architec-

tural paradigm for building software applications from a number of loosely coupled

distributed services.

Service oriented architectures are part of a wide family of middleware systems:

every component exposes services accessible through the network. Complex sys-

tems can be pulled together, invoking services belonging to different and possibly

external systems using workflow languages [4] like the Business Process Execution

Language (BPEL) [2] or Yet Another Workflow Language (YAWL) [35]. These

frameworks are based on a centralised, imperative paradigm: a central process con-

trols everything, the other services are passive, unaware of being part of a larger,

more complex workflow. In this approach, called orchestration, services are usu-

ally wired together into an application at design time, leaving little margin if, for

example, one of the services is unavailable at run-time.

We claim that this approach does not scale well with the growing complexity of

systems. This is the case, as we will see in the next sections, for medical proce-

dures, where complex workflows, developed by committees, involve the interaction

of many different actors such as desktop applications, web services, databases, di-

agnostic devices and monitoring tools and have to be adapted to the contingent and

varying realities of hospitals and clinics. We advocate a different paradigm, based on

sharing choreographies among actors. We believe that both design and execution of

complex systems can benefit from this approach. At design-time, the choreography

paradigm forces the developers to think in terms of the actors, their roles and their

interactions, making them explicit and abstracting away from the details of their spe-

cific activities. While the general approach is to share description of services, and

pull them together at design-time into a specific application, our approach takes the

opposite direction and shares the choreographies. At execution-time, shared chore-

ographies are the contracts that actors can search, verify and agree to follow: the

binding with actors takes place at run-time, not at design-time.

The OpenKnowledge1 project has allowed us to develop a distributed, open,

peer-to-peer framework, focussed on shared interaction models that are executed by

peers. In this paper we focus on the application of this framework to the

1 http://www.openk.org/

http://www.openk.org/


Towards Decentralised Clinical Decision Support Systems 29

coordination of medical guidelines, using as a case study the assessment procedure

(called triple assessment) followed by a patient suspected of breast cancer.

This Chapter discusses the work of the UK-based Safe and Sound project2 for

eliciting grand challenges in ICT-driven healthcare and is structured as follows. In

Section 2 we introduce the problem requirements of formalising and enacting med-

ical guidelines, exemplified by the breast cancer assessment case study in Section

3. Then in Section 4 we discuss the advantages of a choreography-based approach

to the problem, against an orchestration-based one. In Section 5.2 we cover Open-

Knowledge, as a flexible, choreography-based framework that can address some of

the requirements of medical guidelines. Related work is discussed in Section 6 and

conclusions are presented in Section 7.

2 Medical Guidelines

Gaps between medical theory and clinical practice are consistently found in health

service research. Care procedures can differ significantly between different health

centres, with varying outcomes for patients, and medical errors could be avoided if

standard procedures were followed consistently. One of the causes of discrepancies

in care is the difficulty in distributing and sharing efficiently the large volume of

information continuously produced by medical research. These issues have pushed

the development of clinical practice guidelines: several studies [21] have shown that

published guidelines can improve the quality of care.

Guidelines are usually defined by a committee of experts and are provided as

booklets, often hundreds of pages long, covering relatively narrow fields or specific

pathologies. Hundreds of guidelines are available, and generalist doctors are ex-

pected to be aware of, and follow, the guidelines relevant to each patient. The result

is that guidelines are rarely followed, and inconsistencies in medical treatments are

not reduced as much as hoped.

Information technology can improve the situation. Many clinical guidelines pro-

vide informal descriptions of workflows and rules that can be translated into formal,

machine-executable, representations. Research has suggested that computerised

clinical supports can improve practitioner compliance with guidelines [19].

Guidelines encode at least two separate types of knowledge: they specify the

overall coordination between actors, both clinical and non-clinical (for example, the

results of all the exams are sent to a multidisciplinary team for discussion and to

the Electronic Health Record of the patient) and specific medical knowledge re-

quired in taking decisions (for example, dosing drugs or classifying a melanoma).

Guidelines are developed for general adoption: the coordination specifications need

to be adapted to the contingent realities of different institutions and clinics, and the

medical knowledge need to be kept updated.

Finally, different guidelines specify medical procedures at different level of

abstraction, from the general framework defining the milestones of screening, inter-

vention and follow-up within the national health system, to the detail of the dosing

of a specific drug. Depending on the condition and on the abstraction level, there can

2 http://www.clinicalfutures.org.uk/

http://www.clinicalfutures.org.uk/
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be varying degrees of freedom in the selection of the guideline, or in the selection

of participating clinicians. For example, a woman can choose among several paths

of care for her pregnancy, while the (more critical) procedure for a heart attack is

more stringent. In order to enact the full pathway a patient has to go through the

various specifications that should be integrated, selecting at each step the best one,

and adapting them to the contingencies.

In the work described in this Chapter we use OpenKnowledge, a technology

developed for distributed peer-to-peer systems, to represent, integrate and enact the

coordination aspect of guidelines offering a level of flexibility that improves porta-

bility between different institutions.

Before the details of OpenKnowledge are discussed, we first introduce our case

study and discuss the differences between the centralised and the distributed

approaches.

3 Case Study: Assessment for Breast Cancer

We present as our case study the medical guideline for assessing the presence of

breast cancer, because, as we will describe in more detail in the next section, a

computer-based, centralised workflow has already been developed, making the com-

parison easier. This guideline is part of a larger more complex workflow, that in-

cludes periodical screening, surgical intervention and follow-up.

Breast cancer is the most commonly diagnosed cancer in women, accounting for

about 30% of all such cancers. One in nine women will develop breast cancer at

some point in their lives. In the UK, women with symptoms that raise suspicion of

breast cancer are referred by their GP to designated breast clinics. To increase the

accuracy of diagnosis, a combination of clinical examination, imaging and biopsy -

known together as triple assessment - is recommended.

The first element of triple assessment consists of gathering the patient details

and clinical examinations, and it is completed by a breast surgeon. If the clinical

examination reveals an abnormality then the patient is referred to a radiologist for

imaging (either ultrasound, mammography or both). If either the examination or

imaging findings warrant it, then a biopsy is performed, either by a radiologist or a

surgeon, and the tissue is sent to a pathologist for examination. The collective results

from all three tests influence the final management of the patient. Depending on the

resources available, different imaging and pathology laboratories might be selected

every time the guideline is executed, possibly from different institutions.

A small number of ‘worried well’ patients may not qualify for either imaging or

biopsy and could be discharged straight away. As the entire clinical process is dis-

tributed among three different disciplines and involves a number of different clini-

cians, a very close co-ordination and good communication between those involved

is essential for the smooth running of the clinic.

4 Centralised and Distributed Models

The triple assessment model presented in [26] is designed according to a centralised

principle, and the abstract workflow is shown in Figure 1. The centralised model
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Fig. 1. Centralised representation of the triple assessment

has been implemented3 in PROforma [31], a process modelling language developed

within Cancer Research UK. Together with the possibility of representing plans,

sub-plans and actions, its strength lays in its decision support system, based on

argumentation.

However, in PROforma it is not possible to explicitly represent different roles in

a guideline: roles are enforced by requiring different permissions to access the ac-

tivities. Activities are queued in the todo list of a user, who is presented with this list

after logging in. When the user finishes the activity, it is marked as completed and

the workflow proceeds. While PROforma provides a strong support for representing

and reasoning about medical knowledge, it is currently inadequate for representing

and executing coordinated activities between distributed actors.

The distributed nature of the procedure cannot be reconstructed from its repre-

sentation as a centralised workflow. Moreover, medical knowledge specific to differ-

ent participants, that is, the arguments and rules necessary for decisions in various

phases, is centralised in a single procedure, making it impossible to reuse the same

knowledge in different guidelines. If the model is implemented in another workflow

language such as BPEL, the knowledge could be split amongst a group of services,

possibly each based on PROforma, but the process itself would still be represented

from a single perspective.

A more realistic representation of the flow of the procedure is provided by the

UML Activity diagram of Figure 2, in which the participants and their interactions

are made explicit. Figure 3 is a corresponding UML Sequence diagram. There are

five main actors: the breast surgery service (BSS), in charge of the first three ac-

tivities in the workflow in Figure 1, the breast imaging service (BIS), responsi-

ble for the imaging decision and for the two alternative possible examinations, the

breast pathology service (BPS), in charge of the biopsy, the multi-disciplinary team

(MDT), responsible for the final decision together with the surgery service, and the

patient.

The aim of this work is to allow the distribution of knowledge and information to

the actors in charge, the reuse of knowledge in different guidelines, and the possibil-

ity of easily adapting guidelines to the realities of actual institutions and hospitals.

We obtain this by separating the two different aspects of guidelines into two abstrac-

tion layers. The higher level consists in the choreography that specifies the expected

3 A demo is available at: http://tinyurl.com/tripleassessment

http://tinyurl.com/tripleassessment
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Fig. 2. Activity diagram for the triple assessment

Fig. 3. Fragment of the sequence diagram of a run of the triple assessment
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behaviour interface of the participants. The choreography is shared, and the par-

ticipants agree to follow it. The lower level consists in the specific knowledge and

services, local to participants, that are mapped to the choreography. The choreog-

raphy provides a specific context and the semantics for the interaction, giving the

boundaries of the task of integrating the different participants.

5 The OpenKnowledge Approach

5.1 Sharing Choreographies

A choreography-based architecture can help developers to think about distributed

applications from a different perspective, one which scales better with an increasing

number of interacting actors. A distributed application becomes a set of interactions

between actors that assume different roles, their internal behaviour is kept separated

from their external behaviour.

In most distributed approaches, the workflow engineer selects the participants:

the list of participants is a basic construct both in choreography languages such as

WS-CDL [23], BPEL4Chor [11] and in orchestration languages such as BPEL [2].

Some workflow architectures, such as Taverna [22], let the developer specify a list

of alternative services to call if the first fails, but the binding is still at design time.

Service descriptions are stored in shared repositories and the designer looks up the

specific service for a task.

This approach makes portability more difficult. As we have seen, guidelines are

usually written by a committee of experts with a view to being generally applicable:

when the plan has to be implemented by adopting institutions, it may require heavy

customisation to adapt it to their requirements (for example, the list of services to

invoke is likely to be different, and therefore part of the specification has to be

changed).

In our approach, the choreographies are published in a shared repository, simi-

larly to the publication of a guideline by a committee. Participants search the ap-

propriate choreographies when they need to perform an activity that requires the

coordinated activity of other actors. The choreographies are matched against the

participants’ capabilities: the participants select the choreography that best fit them

and advertise their intention to perform a role within a choreography. If all the roles

are filled, the interaction can start. In our triple assessment example, this means that

roles such as the breast imaging service or the breast pathology service are bound at

run time, when the procedure needs to be performed, based on their availability.

We believe that this allows increased reuse both of choreographies and of par-

ticipants’ components, and allows the deployment of distributed applications with

different degrees of freedom, maintaining the same architecture. Without altering

the architecture presented in this Chapter, it is possible to implement a closed sys-

tem where for a task there is only one possible choreography and a fixed set of other

participants that are bound to it, and an open system where for a task a participant

has the freedom of choosing different choreographies, and has a choice between

different participants who are free to accept.
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In the choreography model, issues of heterogeneity and brokering need to be

addressed. Participants are likely to be different and they need to understand one

another. The same services may be available from many peers, and the search and

discovery process can be complex, especially if it needs to be performed at real time.

The OpenKnowledge framework addresses these issues.

5.2 The OpenKnowledge Framework

The OpenKnowledge kernel [30] provides the middleware that assorted services can

use to interact using a choreography-based architecture able to deal both with the

semantic heterogeneity of the actors and with their discovery. It has been designed

with the goals of being lightweight and compact, allowing a short development cycle

for distributed applications.

Model := {Clause, . . .}
Clause := Role :: Def

Role := a(Type, Id)
Def := Role | Message | Def thenDef |

Def or Def

Message := M ⇒ Role | M ⇒ Role ←C |
M ⇐ Role |C ← M ⇐ Role

C := Constant | P(Term, . . .) | ¬C |C∧C |
C∨C

Type := Term

Id := Constant |Variable

M := Term

Term := Constant |Variable | P(Term, . . .)
Constant := lower case character sequence or number

Variable := upper case character sequence or number

Fig. 4. LCC syntax

The framework allows a direct translation of a choreography oriented design into

an executable application. The core concept is the shared interaction models (IM),

performed by different applications and service providers. These actors are the par-

ticipants, called peers, of the interactions, and they play roles in them. In an interac-

tion all the roles have equal weight; the behaviour of all the peers and in particular

their exchange of messages are specified.

IMs are written in the Lightweight Coordination Calculus (LCC) [28,29], a com-

pact, executable choreography language based on process calculus. Its syntax is

shown in Figure 4. The IMs are published by the authors on the distributed discov-

ery service (DDS) with a keyword-based description [24].

An IM in LCC is a contract that defines the expected, externally observable, be-

havioural interfaces of the roles that participants can take in the interaction: an IM

is a set of role clauses. Participants in an interaction take their entry-role and follow

the unfolding of the clause specified using combinations of the sequence operator
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a(bss,BSS) ::

registration(P) ⇐ a(patient,P)then
null← triage(TR,P)andexamine(TR,ER,P)then
⎛

⎝

null← isImagingDecision(ER)then
doImaging(P,TI) ⇒ a(bis,BIS)

← typeOfImaging(ER,TI)

⎞

⎠

or
⎛

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎜

⎝

⎛

⎜

⎜

⎜

⎜

⎝

⎛

⎝

null← isFreeHandBiopsy(ER)
then

null← doFreeHandBiopsy(P,FHBR)

⎞

⎠

or

null← true

⎞

⎟

⎟

⎟

⎟

⎠

then
⎛

⎝

null← isBiopsy(ER)then
doSampleAnalysis(P) ⇒ a(bps,BPS)then
doMDM(P,TR,ER,FHBR) ⇒ a(mdt,MDT)

⎞

⎠

⎞

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎟

⎠

then

a(bss wait resports([],Reports),BSS)
then

null← mngmt decision(P,TR,ER,FHBR,Reports,Dec)
then

advise(Dec) ⇒ a(patient,P)

a(bss wait reports(RPT,NewRPT),BSS) ::

null← all arrived(RPT)andNewRPT = RPT

or

(

biopsy report(P,BR) ⇐ a(bps,BPS)then
a(bss wait reports([BR|RPT],NewRPT)

)

or

(

mdm report(P,MR) ⇐ a(mdt,MDT)then
a(bss wait reports([MR|RPT],NewRPT)

)

or

(

image report(P,IR) ⇐ a(bis,BIS)then
a(bss wait reports([IR|RPT],NewRPT)

)

Fig. 5. LCC clauses for the breast surgery service(BSS) role

(‘then’) or choice operator (‘or’) to connect messages and changes of role. Mes-

sages are either outgoing to (‘⇒’) or incoming from (‘⇐’) another participant in a

given role. A participant can take, during an interaction, more roles and can recur-

sively take the same role (for example when processing a list). Message input/output

or change of role is controlled by constraints. In its definition, LCC makes no com-

mitment to the method used to solve constraints - so different participants might

operate different constraint solvers.

Figures 5 and 6 show the LCC clause for the breast surgery service (BSS) and the

breast imaging service (BIS) roles in the triple assessment procedure described in

the activity diagram of Figure 2. In the surgery service clause, the participant who

takes the bss role starts waiting for the registration message from a patient. When

the request message arrives, it executes the triage and the examination on the patient.

Based on the result of the examination, the surgery service either asks the imaging

service to acquire an image, or performs a free hand biopsy, asks the pathologist
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a(bis,BIS) ::

doImaging(P,TI) ⇐ a(bss,BSS)then
null← acquire image(P,TI,IMR)then
image report(P,IMR) ⇒ a(bss wait reports,BSS)
then
⎛

⎜

⎜

⎝

null← isBiopsyDecision(IMR)then
null← doBiopsy(P,IMR,S)then
doSampleAnalysis(P) ⇒ a(bps,BPS)then
doMDM(P,TR,ER,FHBR) ⇒ a(mdt,MDT)

⎞

⎟

⎟

⎠

or

null← true

Fig. 6. LCC clause for the breast imaging service (BIS) role

to analyse the sample, and sends a request for a multi-disciplinary meeting. Then

the process changes role, and waits for the reports from the contacted specialists.

When all the reports have arrived, the process returns to the main role and makes

the decision about the patient.

In the imaging service clause, the actor taking the role starts by waiting for a re-

quest doImaging(P,TI) from the surgery service. Then it acquires and analyses

an image using the method specified in TI (either an ultrasound scan, or a mammog-

raphy), and sends the report to the surgery service. If required it performs a biopsy,

asks a pathologist to analyse the sample and sends a report to the multi-disciplinary

team for discussion.

Most of the constraints, such as triage(P,TR) or doFreeHandBiopsy

(P,FHBR), correspond to external activities, that a doctor or a radiologist perform.

They may be completed by filling in computerised forms or by receiving data from

an external device such as an ultrasound scan machine. Some constraints, such as

acquire(P,TI,IMR) may launch further interactions (in this case, a different

one depending on the method required, and involving a radiologist).

LCC prescribes only the ordering of the exchanged messages and their pre and

post-conditions in the form of constraints peers need to solve. However, in Open-

Knowledge it is possible to annotate every element in the IM in order to enrich the

description of the interaction. Annotations are mainly used to define the ontological

type of the variables in messages and constraints, but time-out for messages and con-

straints could be expressed using the same mechanism. Figure 7 describes the syntax

annotation := @annotation(about, innerAnnot)

about := @role(Role)|@message(M)|

@constraint(Term)|

@variable(Variable)

innerAnnot := annotation|tree

tree := Constant|tree|Constant,tree

Fig. 7. Annotations syntax
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Constraint annotations

@annotation(@role(bss),

@annotation(@variable(TR),

risk level)

)

@annotation(@role(bss),

@annotation(@variable(P),

patient(name,surname,date of birth,

address(street,post code)) )

)

Java method annotation

@MethodSemantic(language=’’tag’’,

params={
‘‘patient(family name,birthday,street,post code)’’,

‘‘risk(assessed level,confidence)’’

})
public boolean doTriage(Argument P,

Argument TR)

{...}

Fig. 8. Annotations for the constraint triage(P,TR) and for a corresponding method

used in annotations. An example of annotation for the variables in role bss is shown

in Figure 8. This specific example shows how variables can be structured terms:

the variable P is, in the choreography, the structure patient(name,surname,

date of birth, address(street,post code))). The structure is a

short-hand for an XML-like schema, where the functions and the parameters are

nested tags in a tree. Annotations are always relative to a specific role-clause in the

interaction: the scope of a variable is always limited to a clause.

Annotations are conceptually separated from the IM itself. It is possible to attach

different annotations to the same IM to adapt it to different requirements and con-

texts: for example, the same abstract IM could be used in a different community,

that specifies patients by their insurance numbers, and therefore annotates variable

P differently.

A peer that wants to perform some task, such as providing an imaging service

for breast cancer screening, searches for published IMs for the task by sending a

keyword-based query to the DDS. The DDS collects the published IMs matching

the description (the keywords are extended adding synonyms to improve recall) and

sends the list back to the peer, that needs to choose the one to subscribe.

In open systems, IMs and peers may be designed by different entities, and there-

fore the constraints and the peers’ knowledge bases are unlikely to correspond per-

fectly. The heterogeneity problem is dealt with in three phases. We have already

seen the first phase: the DDS matches the interaction descriptions using a simple

query expansion mechanism. Then the peers compare the constraints in the re-

ceived IMs with their own capabilities [20], and finally the peers need to map the

terms appearing in constraints and introduced by other peers [9]. The scope of the



38 P. Besana and A. Barker

matching problem is limited to the specific IM in the second phase, and to the spe-

cific interaction run in the third phase.

The peer capabilities are provided by plug-in components, called OKCs (Open-

Knowledge Components) that can be published by the developers on the DDS and

downloaded by other peers. An OKC exposes a set of Java methods that are com-

pared to the constraints in the IMs. The arguments of methods can be annotated

similarly to variables in the IM. Arguments, like variables in constraints, can be struc-

tured terms. Figure 8 shows an annotated method with structured arguments. As an-

notations are short-hands for XML-like trees, values in an argument are accessed by

their path, similarly to a very simplified XPath: for example, to obtain the street of a

patient, the methoddoTriagewill call the methodgetValue(‘‘/street’’)

of the argument P.

The peer matches the annotated signatures of the constraints and of the methods,

transforming them into trees and verifying their distance [15,20]. The comparison

process creates adaptors, that bridge the constraints to the methods, as shown in

Figure 9. An adaptor has a confidence level, reflecting the distance between the

constraints and the matching method, that gives a measure of how well the peer can

execute an interaction, and it used to select the most fitting IM. Once the peer has

selected an IM, it subscribes to its role in the discovery service. Figure 10 shows a

snapshot of network status when roles in an interaction are subscribed by at least

one peer.

Fig. 9. Adaptor for constraint deliver(M,P)

When all the roles are filled, the discovery service chooses randomly a peer in

the network as coordinator for the interaction, and hands over the IM together with

the list of involved peers in order to execute it.

The coordinator first asks each peer to select the peers they want to interact with,

forming a mutually compatible group of peers out of the replies. The selection pro-

cess is subjective to the peers. All the participants receive the list of peers subscribed

to all the roles, and they can check the subscriptions, selecting the preferred ones.

A peer can also select none of the participants, excluding itself from a particular

run of the interaction, for instance due to overload. The framework provides only an

interface for the selection method, as its implementation is delegated to the applica-

tion developer. However, different strategies have been tested, as we will see in the

evaluation section.
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Fig. 10. OpenKnowledge architecture

While different implementations are possible, in the current version of the Open-

Knowledge kernel the coordinator executes the interaction, instantiating a local

proxy for each peer. The remote peers are contacted only to solve constraints in

the role they have subscribed.

6 Related Work

This Section discusses all related work from the literature, spanning pure choreog-

raphy languages, enhancements to widely used modelling techniques, i.e. BPMN,

decentralised orchestration, data flow optimisation architectures and Grid toolkits.

6.1 Choreography Languages

The majority of workflow research has focused on designing languages for and im-

plementing service orchestrations, from the view of a single participant. Examples

can be seen in the Business Process Modelling community through BPEL [32] and

life sciences community through Taverna [25]. However, there are relatively few

languages targeted specifically at service choreography, the most widely known are:

• WS-CDL: The Web Services Choreography Description Language (WS-CDL) is

the proposed standard for service choreography, currently at the W3C Candidate

Recommendation stage. However, WS-CDL has met criticism [7,13] through the

Web services community. It is not within the scope of this Chapter to provide a

detailed analysis of the constructs of WS-CDL, this research has already been pre-

sented [17]. However, it is useful to point out the key criticisms with the language:

WS-CDL choreographies are tightly bound to specific WSDL interfaces, WS-CDL
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has no multi-party support, no agreed formal foundation, no explicit graphical sup-

port and few or incomplete implementations.

• Let’s Dance [36]: is a language that supports service interaction modelling both

from a global and local viewpoint. In a global (or choreography) model, interactions

are described from the viewpoint of an ideal observer who oversees all interactions

between a set of services. Local models, on the other hand focus on the perspec-

tive of a particular service, capturing only those interactions that directly involve

it. Using Let’s Dance, a choreography consists of a set of interrelated service in-

teractions which correspond to message exchanges. Communication is performed

by an actor playing a role. Interaction is specified using one of three Let’s Dance

constructs: precedes – the source interaction can only occur after the target interac-

tion has occurred; inhibits – denotes that after the source interaction has occurred,

the target interaction can no longer occur, and finally weak precedes – denotes that

the target interaction can only occur after the source interaction has reached a final

status, e.g. completed or skipped. A complete overview of the Let’s Dance language

is presented in [36], including solutions to the Service Interaction Patterns [8].

• BPEL4Chor [12]: is a proposal for adding an additional layer to BPEL to shift

its emphasis from an orchestration language to a complete choreography language.

BPEL4Chor is a simple, collection of three artifact types: participant behaviour

descriptions define the control flow dependencies between activities, in particular

between communication activities, at a given participant. A participant topology

describes the structural aspects of a choreography by specifying participant types,

participant references and message links; this serves as the glue between the par-

ticipant behaviour descriptions. Finally participant groundings define the techni-

cal configuration details, the choreography becomes Web service specific, concrete

links to WSDL definitions and XSD types are established. BPEL4Chor is an effec-

tive proposal and importantly conforms to standards [4] by enhancing the industri-

ally supported BPEL specification. BPEL4Chor encourages reuse by only providing

a specific Web service mapping in the participant grounding. Furthermore, unknown

numbers of participants can be modelled, not possible with WS-CDL.

6.2 Modelling Support

There are several proposals for extending the Business Process Modelling Nota-

tion [1]; the de-facto standard for business process modelling. Although the BPMN

allows an engineer to define choreographies through a swim lane concept and a dis-

tinction between control flow and message flow, it only provides direct support for

a limited set of the Service Interaction Patterns and not some of the more advanced

choreography scenarios. [10] introduces a set of extensions for BPMN which fa-

cilitate an interaction modelling approach as opposed to modelling interconnected

interface behaviour models. Authors claim that choreography designers can under-

stand models more effectively, introduce less errors and build models more effi-

ciently. Evaluation concludes that the majority of the Service Interaction Patterns

can be expressed with the additional extensions. [14] discusses the deficiencies of
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the BPMN for choreography modelling and proposes a number of direct extensions

for the BPMN which overcome these limitations.

6.3 Techniques in Data Flow Optimisation

There are a limited number of research papers which have identified the problems

associated with centralised service orchestration. For completeness, this Section

presents an overview of a number of architectures.

• Service Invocation Triggers [37] are also a response to the problem of cen-

tralised orchestration engines when dealing with large-scale data sets. Triggers col-

lect the required input data before they invoke a service, forwarding the results

directly to where the data is required. For this decentralised execution to take place,

a workflow must be deconstructed into sequential fragments which contain neither

loops nor conditionals and the data dependancies must be encoded within the trig-

gers themselves. Before execution can begin the input workflow must be decon-

structed into sequential fragments, which cannot contain loops and must be installed

at a trigger.

• The Circulate Architecture [6] maintains the robustness and simplicity of cen-

tralised orchestration, but facilitates choreography by allowing services to exchange

data directly with one another. Performance analysis [5] concludes that a substan-

tial reduction in communication overhead results in a 2–4 fold performance benefit

across all workflow patterns. An end-to-end pattern through the Montage workflow

(a benchmark for the HPC community) results in an 8 fold performance benefit and

demonstrates how the advantage of using the architecture increases as the complex-

ity of a workflow grows.

• Decentralised Web Service Orchestrations Using WS-BPEL. In [38] the scala-

bility argument made in this paper is also identified. The authors propose a method-

ology for transforming the orchestration logic in BPEL into a set of individual

activities that coordinate themselves by passing tokens over shared, distributed tu-

ple spaces. The model suitable for execution is called Executable Workow Networks

(EWFN), a Petri nets dialect.

• Triana [39] is an open-source problem solving environment. It is designed to

define, process, analyse, manage, execute and monitor workflows. Triana can dis-

tribute sections of a workflow to remote machines through a connected peer-to-peer

network. OGSA-DAI [40] middleware supports the exposure of data resources on

to Grids and facilitates data streaming between local OGSA-DAI instances. Grid

Services Flow Language (GSFL) [41] addresses some of the issues discussed in this

paper in the context of Grid services, in particular services adopt a peer-to-peer data

flow model.

7 Conclusion and Future Work

In this Chapter we have argued that a distributed, choreography-based paradigm has

a number of practical benefits when applied to design and implementation of com-

plex systems, such as distributed clinical workflows. The choreography paradigm
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provides a clean approach to issues of portability of workflow specification (allow-

ing a high-level guideline to be implemented at different sites which are likely to

have different local procedures for carrying out tasks within the guideline), re-use

of process specifications (allowing site-specific implementation detail to be re-used

within different high-level process specifications), and abstraction away from the

specific entities providing services, which might change both between sites and be-

tween runs of the process.

OpenKnowledge provides an operational framework for quickly setting up such

systems. In OpenKnowledge, systems are composed around interaction models that

coordinate the peers’ behaviours by specifying the roles they can take, the exchange

of messages between the roles and the constraints of the messages. Peers participate

in the interaction taking one (or more) roles: in order to participate they need to

compare the constraint in the roles with their available services and subscribe to the

interaction on a distributed discovery service, that initiates interactions when their

roles are filled.

In the current version of OpenKnowledge, constraints in the choreography are

semantically matched with the capabilities of the peers. However, while feasible

using the annotations, there is still no support for specifying requirements on how

the constraints should be solved, or on what requirements the participants should

have (for example, the peer taking the doctor role should be certified by the com-

petent institution). Improving the specifications can help the peers both in selecting

the proper interactions for their goals and in matching their capabilities with those

required by the choreography.
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Abstract. In this paper we make an extensive study of Artificial Intelli-
gence (AI) techniques that can be used in decision support systems in 
healthcare. In particular, we propose variants of ensemble methods (i.e., 
Rotation Forest and Input Decimated Ensembles) that are based on perturb-
ing features, and we make a wide comparison among the ensemble  
approaches. We illustrate the power of these techniques by applying our  
approaches to different healthcare problems. Included in this chapter is  
extensive background material on the single classifier systems, ensemble 
methods, and feature transforms used in the experimental section. 

Keywords: rotation forest, input decimated ensembles, multiclassifier sys-
tems, decision trees, medical decision support systems.  

1   Introduction 

Across the globe, healthcare is suffering from financial pressures. When making 
healthcare decisions, administrators and physicians must analyze both clinical and 
financial information. Many organizations are asking how they can address the 
problem of maintaining quality healthcare while simultaneously lowering costs to 
remain competitive. To address this problem, healthcare organizations are starting 
to make extensive use of state-of-the-art data mining technologies.    

Data mining uses advanced statistical methods, database technology, artificial 
intelligence, pattern recognition, machine learning, and data visualization to dis-
cover hidden patterns in data. Two potential uses of data mining in medicine that 
could reduce costs significantly include predicting patient reactions to drugs and 
identifying patients who might best benefit from adjuvant chemotherapy (by com-
paring, for example, patients who continue to be disease free after five years with 
patients who develop metastases within five years). By properly managing pa-
tients today, tomorrow's problems and costs can be reduced. It may soon be  
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possible, given the rise of telemedicine, for data mining methods to be stored on 
centralized servers accessible to physicians around the world. By submitting rele-
vant information about patients and outcomes, servers would be able to offer ex-
pert recommendations that could continuously be refined. In these and other ways, 
data mining has the potential of helping healthcare organizations achieve their 
goal of maximizing quality care while minimizing costs. 

With scientists continuously producing more information than can be 
processed, a phenomenon frequently referred to as data avalanche, the potential 
offered by data mining will only continue to grow. What needs to be developed 
today to begin realizing this potential are new classification methods that are high-
ly flexible and that offer reasonable accuracy in prediction. In other words, we 
need general purpose classification methods that are capable of handling a wide 
variety of medical problems, that compare well with human expertise, and that 
compete with less flexible state-of-the-art methods that have been crafted for very 
specific problems. In addition, these new classification methods need to be able to 
integrate the multiple sources of data that define medical problems, such as data 
that is derived from clinical protocols, laboratory measurements, and features 
extracted from signals and images.  

Some recent research that approaches some of these broader goals include the 
work of [2, 9, 18, 24, 27]. One of the most promising techniques for improving 
both the flexibility and the accuracy of classification systems is to build systems 
that combine multiple classifiers [15]. The main idea behind a multiclassifier sys-
tem is to average the hypotheses of a diverse group of classifiers, for instance, an 
ensemble of classifiers, in order to produce a better approximation to a true hypo-
thesis [13]. In the last few years, a number of methods have been proposed in the 
literature for building multiclassifier systems. 

In this chapter we provide an extensive review and evaluation of muliticlassifi-
er techniques that can be reasonably used in data mining and in building practical 
decision support systems in healthcare.  In section 2 we describe several methods 
for constructing ensembles of classifiers. We also describe state-of-the-art  
stand-alone classifiers (such as support vector machines, neural networks, and 
Gaussian process classifiers) that perform well on specific problems or, in the case 
of the Gaussian process classifier, in ensembles. Also included in this section is a 
description of some of the best feature transforms for extracting relevant informa-
tion from noise. In section 3, we present our ensemble methods, using Rotation 
Forest, Input Decimated Ensemble, and rotation boosting that are based on va-
riants of the feature transforms. In section 4, we describe several benchmark data-
bases that provide a wide range of different kinds of medical data. In section 5, we 
apply our ensemble methods to these databases to illustrate the flexibility and 
accuracy of multiclassifier methods.  Specifically, we compare several variants of 
the ensemble methods by varying the feature transform used to project the pat-
terns. We also vary the method for selecting a set of training patterns for calculat-
ing the projections. We compare the results of our multiclassifier systems to the 
best stand-alone systems. Finally, in section 6, we summarize our results and 
make suggestions for further research. 
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2   Multiclassifier Systems 

As illustrated in Fig. 1, the basic idea of a simple stand-alone classifier system is 
to take inputs (from a sensor, for example), preprocess and transform that input to 
reduce noise and enhance correlation in the data, extract pertinent features, and 
then adjust the classifier parameters so that the classifier optimally learns from a 
training set to assign predefined labels to unknown samples in a testing set. 

 

 

Fig. 1. General outline of a standalone classification system 

The basic idea of a multiclassifier system, as illustrated in Fig. 2, is to construct a 
set of classifiers from the training data that predict class labels from previously 
unseen records in the testing set by aggregating predictions made by an ensemble 
of classifiers.  There are several methods for aggregating, or combining, the deci-
sions of multiple classifiers. The most common methods are majority voting, sum 
rule, max rule, min rule, product rule, median rule, and Borda count. The sum rule 
(averaging) has been shown to outperform most combination rules [13].  

Multiclassifier systems are constructed by dividing or perturbing the patterns or 
the features in the training set, as seen in Fig. 2. It is also possible to focus on the 
classifiers by combining the results of different classifier types or by perturbing 
the parameters of a set of classifiers of the same type. Combinations of these  
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methods, or hybrid systems, are also possible.  Below we discuss each of these 
possibilities. 

The basic steps involved in constructing multiclassifier systems by perturbing 
either the patterns or the features in the original training set are the following:  

Step 1: Generate K new training sets starting from the original training set;  
Step 2: Train a different classifier for each of the K new training sets;  
Step 3: Combine the K classifiers using a decision rule. 

 

Fig. 2. A multiclassifier system constructed by perturbing either the patterns or the features 
of the training set 

 
In pattern perturbation, new training sets are constructed by changing the pat-

terns in the original training set. Oftentimes this is done iteratively. Some common 
methods for constructing new training sets include Bagging [3], where new train-
ing sets, S1,…, SK, are subsets of the original training set; Arcing [2], where mis-
classified patterns are used to calculate the patterns included in each new training 
set; Class Switching [20], where K training sets are randomly created by changing 
the labels of a subset of the training set; Decorate [21], where the training sets are 
constructed by the addition of patterns that the combined decision of the multic-
lassifier system misclassifies; Boosting/AdaBoost [7], where each training pattern 
is given a weight that increases at each iteration for those patterns that are most 
difficult to classify; and Clusterization [23], where new training sets, S1,…, SK, are 
obtained by considering the membership of the training patterns of the clusters 
found by Fuzzy C-Means. 
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In feature perturbation,1 new training sets are created by changing the feature 
set. Some common methods for perturbing features include Random Subspace 
[11], where new training sets, S1,…, SK, are subsets of the feature set; Cluster-
based Pattern Discrimination [22], where new training sets, S1,…, SK, are built by 
independently partitioning the classes into clusters and then defining different 
features for each cluster;  Input Decimated Ensemble [35], where the new training 
set Si is obtained using the principal component analysis (PCA) transform calcu-
lated on the training patterns that belong to class i. It should be noted that in Input 
Decimated Ensemble, the size of the ensemble is bounded by the number of 
classes. This drawback is avoided in [26, 27], where the training patterns are parti-
tioned into clusters, and the PCA transform is then performed on the training pat-
terns within each cluster.  Some additional methods of feature perturbation include 
[31], where four neural networks are trained on different encoding models for 
identifying Escherichia coli promoter sequences in strings of DNA. In [24], train-
ing sets are built using different physicochemical properties of amino acids that 
are selected using Sequential Forward Floating Selection [30]. Finally, in [8] each 
classifier is trained using different feature extraction methods. 

In classification perturbation different classifiers or classifiers of the same type but 
with various parameter values are trained on the same training set and the decisions are 
combined. In [24], for instance, the weights of each classifier are determined by a 
genetic algorithm. Examples of systems that combine different types of classifiers 
include [16], where five different classifiers (Logistic Regression, Linear Discriminant 
Analysis, Quadratic Discriminant Analysis, Naive Bayes, and K-Nearest Neighbors) 
are combined, using a weighted-vote decision rule to predict which genes respond to 
stress; and in [25], where three radically different classifiers, a linear Support Vector 
Machine, a nonlinear radial-basis Support Vector Machine, and a Karhunen-Loeve 
Subspace, are combined and used to solve a wide variety of classification problems.   

Hybrid methods combine different perturbation methods for constructing multiclas-
sifier systems. Some examples include Random Forest [4], which is a bagging ensem-
ble of Decision Trees, where a random selection of features are used to split a given 
node; Rotation Forest [33], which is an ensemble of Decision Trees where the new 
training sets, S1,…, SK, are constructed by applying several PCA projections on sub-
sets of the training patterns. A number of papers have also reported the value of using 
Independent Component Analysis (ICA) as a feature transform for building a rotation 
forest ensemble, see, for example, [18, 26, 27]. RotBoost [40] is a method for con-
structing an ensemble of Decision Trees that combines Rotation Forest and Adaboost. 
In [40], RotBoost is shown to outperform Bagging, MultiBoost, Rotation Forest, and 
AdaBoost. 

For an excellent tutorial on ensemble methods, we recommend reading Kun-
cheva’s book [14]. For general books on machine learning, pattern recognition and 
classification, Alpaydin [1], Duda, Hart and Stork [6], and Russell and Norvig 
[34] provide good overviews. 

                                                           
1 Few general purpose methods of feature perturbation have been proposed, in part because 

features are specific to problem models. For this reason, we review several papers that 
propose a system that solves specific problems. 
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3   System Architecture 

Since the aim of this chapter is to compare several variants of ensemble methods 
that are based mostly on feature perturbation methods (Rotation Forest, Input 
Decimated Ensemble, and Rotation Boosting), this section provides a more de-
tailed description of these and the other ensemble methods used in our experi-
ments. Each of these perturbation methods was coupled with four different me-
thods of feature transformation, as discussed in section 3.2. The classifier used in 
our ensembles, is the decision tree. We chose it because of its instability. It is well 
known that unstable classifiers perform best in ensembles [14]. In section 3.3, we 
provide a detailed description of decision trees. We also include a brief description 
of the stand-alone classifiers used in our comparisons, viz., Support Vector Ma-
chines, Levenberg-Marquardt Neural Networks (LMNN), and the Gaussian 
Process Classifier.  

3.1   System Ensemble Methods 

In this subsection we provide a general discussion, followed by an algorithmic 
outline, of the ensemble methods used in our experiments. 

3.1.1   Bagging 

The term bagging is an acronym for Bootstrap AGGregatING, an ensemble me-
thod that was first proposed in [3]. The main idea of bagging is to generate ran-
dom bootstrap training subsets, with replacement, from the original training set. A 
classifier is then trained on each of these subsets and the results of the classifiers 
are combined. Bagging is motivated by the fact that the pools of new training sets 
produce results that are less variant statistically and by the fact that the combined 
decision made by the system is more tolerant of errors introduced by outliers. 

Success using this method is dependent on the selection of the base classifier. 
To guarantee diversity, the classifier needs to be unstable so that small variations 
in the training set produce large changes in the classifiers. If the classifiers are not 
unstable, the ensemble will perform no better than the individual classifiers.  

 
Outline of Bagging   

 

Below is a simple pseudocode description of the bagging algorithm. 
 

In the training process: 
 

For t = 1, 2, …T do: 

1. Build a random subset  taking randomly selected samples from the original 

training set; 

2. Train a classifier  using the subset ; 

3. Add the classifier to the ensemble. 
 

tx

tC tx
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In the testing process:  
 

Build the final decision rule by combining the results of the classifiers. Several 
decision rules can be used to combine the classifiers, e.g., majority voting, the sum 
rule, and the max rule [13]. In our experiments we use the sum rule. 

3.1.2   Random Subspace 

Random Subspace [11] (RS) is a method for reducing dimensionality by randomly 
sampling subsets of features (50% of all the features in our experiments). RS mod-
ifies the training data set by generating K (K=50 in our experiments) new training 
sets. It builds classifiers on these modified training sets. In other words, each clas-
sifier is trained on each of the new training sets. The results are combined using 
the sum rule. 

 

Outline of Random Subspace 
 
As outlined in [11], the random subspace ensemble method is characterized by 
three steps: 

 
2. Each new data set t is given in input to a fixed learning algorithm L which 

outputs the classifiers  for all ; 

3. The final classifier h is obtained by aggregating the base classifiers  
 

through a given decision rule. 

3.1.3   Rotation Forest 

Rotation Forest, proposed in [33], combines the idea of using different feature 
transforms with the idea of perturbing the training patterns and features. As noted 
in section 2, it is a method for building ensembles from independently trained 
decision trees. It has been found to be more accurate as a general method than 
bagging, AdaBoost, and Random Forest [40]. 

 

Outline of Rotation Forest 
 

Let T be a training set containing Q samples and let F be the feature set.  Further-
more, let Ti ∈ℜF and let Di be the i-th classifier of the ensemble.  
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Given a dimension M, subsets of M features are extracted from F (see [33] for 
details). For each of these subsets a random subset of classes and a bootstrap of 
samples are extracted. Various feature transforms, such as PCA, ICA, or Neighbor-
hood Preserving Embedding (NPE), are calculated using the selected training pat-
terns. The projections calculated for each subset of M features are then combined to 
build a projection matrix that is used to build a modified training set. The set of 
classifiers trained on the modified training sets is combined using the sum rule [13]. 

3.1.4   Input Decimated Ensemble 

Input Decimated Ensemble (IDE) is a method for constructing ensembles that 
selects subsets of features according to their ability to discriminate the classes. In 
our experiments we use a variant of IDE, proposed in [27], where each classifier is 
trained using the feature transforms PCA, ICA, and NPE (for details on these 
transforms, see below in section 3.2) on a subset, randomly extracted, of the train-
ing patterns, with each subset containing patterns of only one class. 

 
Outline of Input Decimated Ensemble 

 

Below is a simple pseudocode description of the IDE variant algorithm used in our 
experiments. 

 

For  t = 1, 2, …T do: 

1. Build a random subset  taking randomly selected samples from the original 

training set; 

2. To project the data using the subspace projection wt calculated using  

3. Train a classifier 
 
using the training set projected by wt; 

4. Add the classifier to the ensemble. 

3.1.5   Rotation Boosting 

Rotation Boosting, or RotBoost [40] combines two of the more successful ensem-
ble methods: AdaBoost and Rotation Forest. Both these methods, as noted in sec-
tion 2, apply a given base learning algorithm to permutated training sets.  The only 
difference in the two methods lies in the way the original training set is perturbed. 
First a new feature space is obtained by Rotation Forest, then the AdaBoost algo-
rithm is performed on the feature space obtained by Rotation Forest. In our expe-
riments we have used the original source code for RotBoost, which was shared by 
the authors of [40]. 

3.1.6   Fuzzy Bagging 

Fuzzy Bagging can be considered a supervised version of Bagging, i.e., instead of 
randomly selecting patterns for a new training set, a supervised selection is  
performed. This selection is obtained by a Fuzzy C-Means clustering, thereby 
increasing the diversity among the classifiers that build the ensemble. 
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Outline of Fuzzy Bagging 
 
Given an original training set S, new training sets, S1; . . . ; SK, are generated by 
partitioning S into K clusters, with set Si built using the patterns that belong to i-th 
cluster. We assign to a cluster I, 63.2% of the patterns of each class which have 
the highest membership in that cluster. This value is derived from Bagging, where 
the probability of being drawn is equally distributed over the training set S. On 
average, 63.2 is the percentage of training elements contained in each modified 
training set Si. 

Fuzzy bagging is based on the minimization of the objective function in Eq. 1: 

                        (1) 

where α is any real number greater than 1 (degree of fuzzification), uij is the de-
gree of membership of xi in the cluster j, xi is the ith of the m n-dimensional points, 
cj is the center of the cluster j, and ||*|| is the Euclidean distance expressing the 
similarity between any measured data and the center.  

Fuzzy partitioning is the iterative optimization of the objective function of Eq. 
1, where the updating equations for the membership uij and for the cluster centers 
cj are the following: 

      and                      

(2)

 
This procedure converges to a local minimum or a saddle point of Jm. 

3.1.7   Cluster Selection 

Cluster Selection, proposed by [22], tries to create a supervised random subspace 
for obtaining the new training sets S1; . . . ; SK. New training sets are generated by 
partitioning the original training set into K clusters that separate the training pat-
terns that belong to the same class (i.e., classes are independently partitioned into 
clusters by Fuzzy C-Means to group together similar patterns), then for each 
cluster a different feature set is selected for maximizing the discrimination be-
tween the cluster and all the other classes. Each new training set, Si, is given by 
the concatenation of a cluster with the training patterns of the other classes (where 
only the features selected for that cluster are retained). In this work we use NPE to 
reduce the feature space, thus this method could be considered a supervised  
version of IDE. 
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3.2   Feature Transforms 

In this subsection the feature transform methods used in our experiments are re-
ported and briefly explained. 

3.2.1   Principal Component Analysis (PCA)  

Principal Component Analysis2 [6] is the most widely used method for reducing 
dimensionality.  Starting from the covariance matrix of the training patterns, PCA 
finds a set of  eigenvectors and eigenvalues. Dimensionality is reduced by using 
only those eigenvectors that are most significant.  

3.2.2   Independent Component Analysis (ICA)  

Independent Component Analysis [12], unlike PCA, which is based on the cova-
riance matrix (i.e., on second order statistics), is based on higher order statistics.  
ICA computes the reduced basis components that are as statistically independent 
as possible so that the reduced space is one that minimizes the statistical depen-
dence of the components in the representation.  

3.2.3   Neighborhood Preserving Embedding (NPE)  

Neighborhood Preserving Embedding was first proposed in [38]. Unlike PCA, 
which aims at preserving the global Euclidean structure, NPE preserves the local 
neighborhood structure on the data manifold. Therefore, NPE is less sensitive to 
outliers than PCA. 

The first step in the NPE algorithm is to construct an adjacency graph, 
where the i-th node of the graph corresponds to the i-th training pattern xi. 
The edge between the nodes i and j is built if xj is among the K nearest 
neighbors of xi. The weight of the edge from node i to node j is computed by mi-
nimizing a given objective function. To compute the linear projections, the 
generalized eigenvector problem is solved (see [38] for details). The 
MATLAB code used in our experiments is freely available at 
http://www.cs.uiuc.edu/homes/dengcai2/Data/data.html. 

3.3   Classifier Algorithms 

In this subsection we provide a general discussion, followed by an algorithmic 
outline, of the base classifier used in our ensembles (the decision tree) and of the 
classifiers used in our stand-alone comparisons. 

3.3.1   Decision Trees 

A Decision Tree (DT) is a decision support tool in the form of a tree structure. The 
goal of the tree is to create a model that predicts the value of a target label based 
on several input features.  The advantage of using DT as the base classifier in 
                                                           
2 Implemented as in the PRTools 3.1.7 MATLAB Toolbox. 
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ensembles is its instability. DT is also simple to understand, works well with hard 
data, and is easily combined. [39]. 
 

Outline of Decision Trees 
 

Each interior node (decision node) corresponds to one of the input features and 
specifies a test to be carried out on a single feature.  The edges to children 
represent all the possible outcomes of the test of that input feature and indicate the 
path to be followed.  Each leaf node indicates the value of the target label, given 
the values of the input features represented by the path from the root to the leaf. A 
tree can be trained by splitting the source set into subsets based on testing a single 
feature. This process is repeated on each derived subset in a recursive manner 
called recursive partitioning. The recursion is completed when the subset of the 
training patterns at a given node has the same label or when splitting no longer 
adds value to the predictions. In this work we have used a decision tree with prun-
ing, where the information gain is used as the binary splitting criterion.  

3.3.2   Support Vector Machines 

Support Vector Machines (SVMs) were first introduced in [37] and are maximum 
margin classifiers. They are two-class classifiers that find a decision surface that 
maximizes the distance of the closest points in the training set to the decision 
boundary.  

SVMs use a variety of kernel functions (linear, polynomial, and radial basis 
functions) as approximating functions. Different types are used depending upon 
the type of input patterns: a linear maximal margin classifier is used for linearly 
separable data, a linear soft margin classifier is used for linearly nonseparable, or 
overlapping, classes, and a nonlinear classifier is used for classes that are over-
lapped as well as separated by nonlinear hyperplanes. For more information about 
SVM, the reader is refered to [5]. 

 

Outline of SVMs 
 

Linear maximal margin classifier. The goal is to build the hyperplane that max-
imizes the minimum distance between two classes. This hyperplane has the form: 

 
(3)

where  and b are the solutions of a quadratic programming problem. 
Unknown test data xt can be classified by simply computing Eq. 4. 
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It can be seen by examining the above equation that the hyperplane is determined 

by all the training data, xi, that have the corresponding attributes of > 0.  

 

Linear soft margin classifier. The goal in this case is to separate the two classes 
of training data with a minimal number of errors. This is accomplished using non-
negative slack variables, ξi, i = 1, 2, … k, and a penalty, C, is introduced to control 
the cost of errors. The computation of the linear soft margin classifier is the same 
as the linear maximal margin classifier.  
 

Nonlinear classifier. In this case, kernel functions are used to transform the input 
space to a feature space of higher dimensionality where a linear separating hyper-
plane that separates the input vectors into two classes can be found. In this case, 
the hyperplane and decision rule for the nonlinear training pattern is Eq. 5. 

 
(5) 

Where, αi and b are the solutions of a quadratic programming problem and K(xt, x) 
is a kernel function. 

3.3.3   Levenberg-Marquardt Neural Networks (LMNN) 

The LMNN algorithm [17, 19] is a widely used optimization algorithm that solves 
the problem of nonlinear least squares minimization using Gauss-Newton's itera-
tion in combination with gradient descent. It is one of the fastest methods for 
training moderate sized feedforward neural networks. For a more detailed tutorial 
see [28]. 

 

Outline of LMNN 
 
Gradient descent is a simple method for finding the minima in a function.  It up-
dates a parameter at each step by adding a negative of the scaled gradient: 

                                 (6) 

Eq. 6 can be improved as follows: 

higher order terms of . (7) 

Ignoring the higher order terms by assuming f to be quadratic around  and 

solving for the minimum of x by setting the left hand side of Eq. 6 to 0, we obtain 
Newton's method: 

  .                               (8) 
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LMNN is designed to approach second-order training speed without having to 
compute the Hessian matrix, which is 

                                                   .                                                  (9) 

The gradient can be computed as 

 .                                                (10) 

where J is the Jacobian matrix that contains the first derivatives of the network 
errors with respect to the weights and biases, and e is the vector of network errors. 

Combining the above equations, Levenberg proposed an algorithm based on 
Eq. 11: 

 .                             (11) 

Levenberg's algorithm can be outlined as follows: 

1. Update weights as in Eq. 11; 
2. Evaluate the error of the new parameter vector; 
3. If the error has increased, then reset the weights to their previous values and 

increase  by a some large factor and goto 1; 
4. If the error had decreased, then accept the new values for the weights and de-

crease  by a factor a large factor and goto 1. 

A problem with the above algorithm is that when  is large, the Hessian matrix 
is not used. Marquardt improved the algorithm by replacing the identity matrix in 
Eq. 9 with the diagonal of the Hessian, resulting the Levenberg-Marquardt update 
rule: 

 .                                  (12) 

By using singular value decomposition (SVD) and other techniques to compute 
the inverse, the cost of the updates is significantly less than the costs involved in 
computing the gradient descent for small parameters but eventually the costs be-
come prohibitive when weight size increases. 

3.3.4   Gaussian Process Classifier 

A Gaussian process is a generalization of the Gaussian probability distribution. A 
Gaussian Process Classifier (GPC) is a discriminative approach where the class 
membership probability is the Bernouilli distribution [32].  GPC has a proven 
track record classifying many different tasks, see [10].  

 

 

 

T=H J J

T=g J e

1
1 [ ]i i λ −

+ = − +x x H I g

λ

λ

λ

1
1 [ [ ]i i diagλ −

+ = − +x x H H g



58 L. Nanni et al. 
 

Outline of the Gaussian Transform Classifier 

 
The Gaussian Transform Classifier is based on methods of approximate inference 
for classification, since the exact inference in Gaussian process models with like-
lihood functions tailored to classification is intractable. For the rather involved 
mathematical details of this classification method, the reader would be best served 
to refer to chapter 3 in [32]. This chapter is electronically available at 
http://www.gaussian process.org/gpml/. In the experiments in this chapter we have 
used the code that is available at http://www.gaussianprocess.org/gpml/ 
code/matlab/doc/. 

4   Medical Databases 

For comparing the proposed approaches with other state-of-the-art approaches, we 
report results obtained on the following six benchmark datasets available in the 
UCI Repository:3  

1. The breast cancer dataset (BREAST) 
2. The heart disease dataset (HEART) 
3. The Pima Indians Dataset (DIAB) 
4. The Wisconsin breast dataset (WDBC) 
5. A erythemato-squamous disease classification datatset  (DERMA)  
6. A microarray dataset (Med)  

The BREAST dataset is used to develop better systems to diagnosis breast tumors 
starting from histopathological features. The HEART dataset is used to predict 
the presence of heart disease in patients using demographic information along 
with other measures, such as resting blood pressure and fasting blood sugar. The 
DIAB dataset is used to forecast the onset of diabetes mellitus. The WDBC data-
set, like the BREAST dataset, was developed to diagnosis breasts tumors. The 
features, however, are computed from a digitized image of a fine needle aspirate 
of a breast mass. The data describes characteristics of the cell nuclei present in 
the image.  

The erythemato-squamous diseases are psoriasis, seboreic dermatitis, lichen 
planus, pityriasis rosea, chronic dermatitis, and pityriasis rubra pilaris. These dis-
eases are frequently seen in the outpatient dermatology departments. For the Der-
ma dataset, patients were evaluated clinically on twelve features, and skin samples 
were taken for the evaluation of 22 histopathological features [9]. 

The microarray (Med) dataset is used to determine the survival rate of patients 
with medulloblastomas, the most common malignant brain tumor of childhood. 
This dataset is composed of 60 samples (patients), with 39 survivors and 21  
treatment failures. The data were first normalized by standardizing each column 

                                                           
3  
http://archive.ics.uci.edu/ml/ 
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(sample) to a mean of 0 and a standard deviation of 1. Since the dimension of the 
feature space is very high, only the 60 of the best features are selected, as in [29]. 

Table 1 summarizes the main characteristics of the datasets in terms of the 
number of attributes (A), number of examples (E), and the number of classes (C). 
A detailed description of these databases is available on the UCI machine learning 
website at http://archive.ics.uci.edu/ml/.   

Table 1. Characteristics of the datasets used in the experimentation: A is the number of 
attributes, E is the number of examples, and C is the number of classes 

DATASET A E C 
BREAST   9 699 2 
HEART 13 303 2 
WDBC 30 569 2 
PIMA   8 768 2 
DERMA5 34 358 6 
MEDULLO 60 60 2 

 
The evaluation protocol used in our experiments is fairly standard. As suggested 
by many classification approaches, the features in these datasets are linearly nor-
malized between 0 and 1. Results using these datasets are averaged over ten expe-
riments. For each experiment, except for the MEDULLO and the DERMA datasets, 
we randomly resample the learning and the testing sets (containing respectively 
half of the patterns) while maintaining the distribution of the patterns in the 
classes. For the MEDULLO dataset the leave-one-out cross-validation protocol is 
used, while for the DERMA dataset the 10-fold cross validation method is used. 
These testing protocol are widely used in the literature for these dataset. The re-
sults are reported in terms of error rate. 

5   Experimental Results 

In this section we compare several classifier ensembles that generalize well. The 
base classifier, as noted above in section 3.3.1, is the decision tree with pruning,4 

where the information gain is used as the binary splitting criterion. 
In Table 2 we reports the performance obtained by the following classifier  

systems: 

• SA, the stand-alone decision tree classifier;   

• BAG, a bagging ensemble of 50 classifiers; 

                                                           
4 As implemented as in PrTools 3.1.7  

ftp://ftp.ph.tn.tudelft.nl/pub/bob/prtools/prtools3.1.7 
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• RS, a random subspace ensemble of 50 classifiers; 

• FBAG, the fuzzy bagging method; 

• Cluster, the Cluster selection method; 

• RF-X, a Rotation Forest ensemble of 50 classifiers with M=3 (as in [27]), where 
the feature transform X is used for building the projection matrix; 

• RF-M, a Rotation Forest ensemble, where the ICA feature transform is used for 
building the projection matrix and the value of the parameter M changes  
between 2 and the number of features divided by 2; these classifiers, where 
n=[(number of features)/2-2]×T5, are combined using the Sum Rule.  

• RS-X, a random subspace ensemble of 50 X methods; 

• FB-X, the fuzzy clustering approach is used for selecting a subset of training 
pattern in X; 

• ID, is the original IDE algorithm, where the PCA transform is used to project 
the data; 

• ID-X, is the improved version of IDE, where each class is partitioned into sev-
eral clusters, as in [27]. The feature transform X is used for building the projec-
tion matrix. The classifiers are combined using the Sum Rule.  

• RotB, is the method proposed in [40]; in our experiments 50 classifiers are 
combined; 

• RotB-X, as in RotB, but instead of using only the PCA transform, the feature 
transform X is used for creating the projection matrices. 

• SVM, the stand-alone Support Vector Machine; for each dataset, both the ker-
nel and the parameters are optimized for that dataset. 

• GPC,6 the stand-alone Gaussian process classifier [32]. 

• LMNC, the stand-alone Levenberg-Marquardt neural net classifier. 

In table 2, the column Average is reporting the average accuracy using the first six 
datasets.  

 
 

 

 

 

 
 

                                                           
5 The value of T is chosen for creating 50 classifiers. 
6 The software is available at http://www.gaussianprocess.org/gpml/, the para-

meters are set loghyper = [0.0; 2.0]. 
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Table 2. Experimental results of methods on the different datasets 

Method Med Breast Heart Diab Wdbc Derma Average 

Sa 35.0 6.9 24 31.7 6.1 3.3 17.8 

Bag 26.6 4.9 21.3 24.2 4.6 2.5 14.0 

FBag 21.6 4.9 19.2 24.5 5.2 1.9 12.9 

Cluster 31.6 3.4 16.8 25.6 5.7 1.6 14.1 

RS 26.6 4.3 18.1 26.3 4.5 2.7 13.8 

RF-Pca 23.3 4.1 15.7 25.1 2.8 2.2 12.2 

RF-Ica 21.6 3.7 15.5 25.1 2.4 1.1 11.6 

RF-NPE 23.3 4.0 17.0 25.2 3.1 1.6 12.4 

FB-RF-M 21.6 3.5 15.7 23.7 2.6 1.1 11.4 

RF-M 21.6 3.5 15.4 24.5 2.4 1.1 11.4 

RotB 21.6 3.6 16 25.9 2.8 1.7 11.9 

RotB-Ica 21.6 3.9 16.8 25.0 3.1 1.4 12.0 

RotB-NPE 18.3 3.0 14.9 25.9 2.5 1.4 11.0 

RS-RotBNPE 18.3 3.0 14.6 24.4 2.8 1.4 10.7 

ID 30 3.7 24 30.2 5.8 2.7 16.1 

ID-PCA 23.3 3.5 16 25.8 3.8 2.7 12.5 

ID-Ica 21.6 3.7 17.9 25.3 3.5 3.3 12.5 

ID-NPE 25.0 3.5 14.7 24.8 4.1 2.5 12.4 

FB-ID 31.6 3.5 16.0 25.6 3.9 2.5 13.9 

RS-ID-NPE 23.3 3.1 14.4 24.2 3.3 2.1 11.7 

SVM 23.3 3.7 17.3 23.5 3.0 1.9 12.1 

GPC 25.0 4.1 16.0 23.3 2.7 1.1 12.0 

LMNC 28.3 3.7 20.3 27.6 3.4 5.5 14.8 

 
Analyzing the results reported in Table 2, we can draw the following conclusions: 

• The best performing ensemble methods are RotB-NPE and RF-M. They outper-
form not only the other ensemble methods using decision trees but also SVM. 
RS and SVM outperform GPC, RotB-NPE, and RF-M. 

• None of the tested feature transforms generalizes better than any of the others, 
i.e., none outperforms any of the others across all the datasets.  

• Ensemble methods based on feature transforms outperform other ensemble 
methods on all the datasets  

• GPC obtains a performance that is similar to SVM,   
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• A very interesting result is obtained in the DERMA dataset, where an error rate 
of 1.1% is lower than the best previously published result [36].  

• It is very interesting to note that RS ensembles are shown to be quite useful; the 
RS-ID-NPE outperforms ID-NPE, and the RS-RotB-NPE outperforms Rot 
B-NPE. 

Table 3. Performance obtained by SVM, LMNC and GPC 

Method Med Breast Heart Diab Wdbc Derma Average 

SVM 

Sa 23.3 3.7 17.3 23.5 3.0 1.9 12.1 

Bagging 28.3 3.3 16.3 23.5 3.3 12.5 14.5 

RandS 23.3 3.7 13.9 24.7 3.8 5.2 12.4 

LMNC 

Sa 28.3 3.7 20.3 27.6 3.4 5.5 14.8 

Bagging 26.6 3.7 16.0 24.3 3.0 1.9 12.6 

RandS 26.6 3.3 15.5 24.1 3.0 4.1 12.7 

BEST ensem-
ble 

28.3 4.6 18.0 27.0 3.5 1.4 13.8 

GPC 

Sa 25.0 4.1 16.0 23.3 2.7 1.1 12.0 

Bagging 23.3 3.8 16.0 23.4 2.4 1.3 11.7 

RandS 23.3 3.9 13.6 23.5 2.3 1.1 11.2 

 
In Table 3 we report the performance obtained by three stand-alone classifiers 
(SVM, LMNC, GPC) and their bagging versions (BAG), random subspace ver-
sions (RS) and RotB-NPE (where only the LMNC classifier is used, since SVM 
and GPC are not well suited for building RotB-NPE ensembles).  

In these experiments it is interesting to note that only LMNC ensembles are 
useful, and again the older RS methods outperform a RotB-NPE using LMNC. It 
is probably for this reason that recent ensembles proposed and studied in the lite-
rature are primarily based on decision trees. For GPC classifiers, RS only slightly 
outperforms the stand-alone approach. 

4   Conclusion 

In this chapter, we make an extensive study of artificial intelligence (AI) tech-
niques that can be used in data mining the stockpiles of databases in healthcare. 
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The goal of this paper is to discover methods for building a generalized ensemble 
of classifiers that will perform well across a host of medical problems. We per-
formed an empirical comparison between several ensemble methods and classifier 
systems using eight databases that address very different medical problems and 
that combine multiple sources of data. Our experimental results show that novel 
ensembles of decision trees outperform SVM in several datasets. Furthermore, the 
experimental results show our ensemble methods obtain an error reduction that is 
equal to if not greater than the best performing systems published in the literature.  

Unfortunately, it was not possible for us to find a single ensemble method, i.e., 
a general purpose ensemble, that outperformed all the other classifiers across all 
eight tested datasets. Nonetheless, some interesting findings are reported.  

We conclude by noting how machine learning technologies can augment  
medical diagnosis. Machine learning methods offer great flexibility in modeling 
problems and reasonable accuracy in prediction, as compared with human experts. 
Moreover, it is easy for machine learning technologies to combine data from mul-
tiple sources into one system. This increases the potential for discovering hidden 
patterns in the data and eventually better healthcare outcomes. 
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Abstract. Fast, reliable, and correct medical diagnostics is of utter  

importance in today’s world where diseases can spread quickly. For this 

reason, we have developed a medical diagnosis system that is based on 

multi agent system theory, the holonic paradigm, and swarm intelligence 

techniques. More specifically, a huge number of comparatively simple 

agents form the basis of our system. In order to provide a solid medical di-

agnosis always a set of relevant agents needs to work together. These agents 

will provide a huge set of possible solutions, which need to be evaluated in 

order to conclude. The paradigm of swarm intelligence implies that a set of 

comparatively simple entities produces sophisticated and highly reliable re-

sults. In our scenario, it means that our agents are not provided with a real 

world model; i.e., it has only a very limited understanding on health issues 

and the process of medical diagnosis. This puts a huge burden on the deci-

sion process.  

This paper concentrate on the decision process within our system and 

will present our ideas, which are based on decision theory, and here, espe-

cially, on Bayesian probability since, among others, uncertainty is inherent 

feature of a medical diagnosis process. The presented approach focuses on 

reaching the optimal medical diagnosis with the minimum risk under the 

given uncertainty. Additional factors that play an important role are the re-

quired time for the decision process and the produced costs.  

Keywords: Multi agent system, holonic, self-organization, emergence, 

swarm intelligence, stigmergy, decision theory, uncertainty, bayesian  

probability. 
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1   Introduction 

Medical practitioners encounter several difficulties throughout the ability of  

diagnosis decision making for patients. The cause of these difficulties is the uncer-

tainty situation in the nature of health information. From this point, there is a need 

to consolidate medical diagnosis decision throughout computerized diagnostic 

decision support systems, where recently, the process of medical diagnosis is be-

coming increasingly computerized. Moreover, Bayes probability expected risk, and 

optimal decision with the total risk is the essential aspects of decision analysis.  
Primarily, uncertainty is often a central aspect of medicine in general [Jerzy 91] 

[Conrad 76]. It comes from the limits of medical knowledge, which is a mixture of 

scientifically precise and clinical impressions leaving much space for medical 

uncertainty. In particular, uncertainty is often an important factor in medical diag-

nosis. In fact, the symptoms that the patient has could be a symbol of any one of a 

number of illnesses or may be no illness at all. Uncertainty is a core element of 

modern medicine where diagnosis is the classification of medical knowledge in 

disease categories. Uncertainty appears because there may be overlaps among 

diverse areas of diseases. Furthermore, may be a patient suffers from a mixture of 

diseases, the unknown one. 

Medical diagnosis decision support holonic multi agent system is particularly 

helpful in that. It is able to improve the accessibility of knowledge of patient 

symptoms, consequential in quality improvement of the diagnostic process and 

increase of efficiency, and then reduces costs. Furthermore, decision theory helps 

decision maker to make an optimal medical diagnosis together with swarm tech-

niques and holonic paradigm. 

According to the requirements of individual autonomy and social interaction 

ability of agent, the mechanism of how to constitute simple agents and intelligence 

was studied by combining holonic multi agent system and swarm intelligence 

techniques on the premise of autonomy. 

This paper is organized as follows: the next section discusses the state of the 

art. Section 3 introduces basic concepts starting with holonic organizations with 

multi agent system. Section 4 presents the decision theory with the decision under 

uncertainty. In section 5, we describe our unification of the Holonic Medical Di-

agnostic System (HMDSuU) Under Uncertainty framework. Finally, section 6 

concludes the paper. 

2   State of the Art 

There are many areas in the Medical domain covering different direction that 

would take advantage from health care system with all its aspects. Health care 

systems are complex; recent years have shown a shift in focus in health care  

domain. The core of medical problems is the diagnosis approach, which is the 

process of identifying a medical state or disease by its symptoms, signs, and from 

the results of different diagnostic procedures. Many medical diagnosis systems are 

proposed in the medical domain.  
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Medical diagnosis support system with neural networks has been proposed. 

Signs, symptoms, remarks, clinical laboratory data such as blood and biochemical 

check up data, are fundamental information. The system identification algorithm 

has also been used to compare the weighted value using patient information with 

relevant sample based on medical knowledge [Matsumoto 04].  

Computer supported cooperative work (CSCW) has been reported ([Lu 05], [Lu 

06], [Lu 05a]) provides a dynamic environment for oral medical professionals to 

access patient information and enhances the capacities of the patient consultation, 

medical record management and interactive medical service. 

Four different kinds of classifiers, namely, Bayesian, k-NN, k-Means and 2-D 

SOM have been used to classify the thyroid gland data set. The performance of 

classification algorithms on the diagnosis of thyroid dysfunctional visualized them 

in the form of multi-class extension of ROC analysis [Banu 08]. 

Probability [Stensmo 96] models are constructed using mixture models that are 

efficiently learned by the Expectation-Maximization algorithm. Problems with 

missing data are then solved. Decision theory is used to find the most informative. 

Clinical decision support system was proposed by Catley ([Catley 03], [Catley 

03a], [Yang 04], [Catley 2004], and [Catley 04a]) to diagnose babies in neonatal 

intensive case unit and assess the effectiveness of real-time decision support. 

CDSSs  using the eXtended Markup  Language  (XML)  and  it is  subsequently  

offered  as  a secure  web  service.  

Like the previous systems that work in isolation, it cannot overcome the poten-

tial of diagnosis for complex process. Some of these drawbacks have been solved 

with expert systems. Medical Expert systems are able to motive with data from 

patients to come up with a reasonable conclusions. Expert systems can be applied 

in various areas of medical domains like diagnostic assistance, agents for informa-

tion retrieval, expert laboratory information systems and generating alerts and 

reminders...etc. 

DXplain ([Barnett 98], [Elhanan 96], [Barnett 96], [Banu 08], [Feldman 91], 

and [Barnett 1987]) is a Clinical decision support expert system that can be used 

as a medical reference system, as a diagnostic clinical decision support tool, and 

as an electronic medical textbook. It is also available in the World Wide Web. The 

system uses an interactive format to collect clinical information to produce a 

ranked list of diagnoses that may be associated with at least some of the clinical 

manifestations. 

Quick Medical Reference (QMR) is a decision support system specified diag-

nostic data about more than 600 medical diseases. The authors investigated how 

frequently the correct diagnosis would come out among the five highest ranked 

diagnoses generated by QMR ([Lemaire 99], [Mabry 91]) that helps physicians to 

diagnose adult diseases. QMR was designed for three types of use: as an electronic 

textbook, as an expert consultant program, as an intermediate level spreadsheet for 

the combination and exploration of simple diagnostic concepts. 

Mycin [Shortliffe 76] is an early expert system and it is one of the best-known 

expert systems to help doctors in antimicrobial drugs to prescribe such drugs for 

blood infections. In other words, Mycin is a program for advising physicians on 

treating bacterial infections of the blood and meningitis. 
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Milho [Milho 00] has presented a web supported development tool specific for 

medical diagnosis, which is based on Bayesian networks. The proposed system 

provides a user-friendly interface, giving the users (experts in the medical domain) 

the possibility to design diagnostic applications without deep background knowl-

edge on Bayesian networks theory.  

PUFF [Aikens 83] is a Pulmonary Function System; it is also one of the few 

expert systems, which has become a helpful tool in its domain of expertise. PUFF 

is a small expert system, which contains about 400 rules and 75 clinical parame-

ters. The expert system generates information from a set of interpretation state-

ments for pulmonary function diagnosis.  

The Causal ASsociational NETworks (CASNET /Glaucoma) is a general tool 

for building expert system for the conclusion and treatment of diseases (glau-

coma), which  consists of strategies of decision-making [Kulikowski 82]. Expert 

clinical knowledge was proposed in a causal-associational network model. 

MYCIN, PUFF, QMR, DXplain, and other systems have some problems that 

are related to expert systems, represented by the difficulties to solve the complexi-

ties of medical diagnosis. In other words, medical diagnosis needs more aspects 

like increased autonomy in process, capability of communication and cooperation 

with other systems. In fact, agents contain these proprieties. Expert system agent 

arises afterward to cover the needs of the diagnosis. Moreover, multi agent sys-

tems are more flexible, extensible, and adaptable. The expert system agents can 

cooperate with other agents and humans during the problems solving.  

CMDS ([Iantovics 07], [Iantovics 06]) is a hybrid system with human and  

artificial agents. Expert system agents have been described that it based on the 

blackboard problem solving with a set of agents. Every agent of the CMDS system 

has problems solving capability and capacity. The capacity of an agent consists in 

the quantity of problems that can be solved by the agent, using the existent prob-

lem solving resources. During its operation, a medical agent may require the help 

of assistant agents. Each human and artificial medical agent knows at least one 

assistant agent whose help may be required. If it is necessary, an assistant agent 

may cooperate with other assistant agents. 

Multi Agent Systems ([Yang 08], [Shieh 08]) have been proposed in several 

different kinds of problems in the health care area. A multi agent diagnosis help-

ing system (MADHS) is considered as cooperative agents in medical diagnosis. 

Coordinator, Joint Decision Maker, Examiners, and Specialists are the types of the 

agent classes that appeared in MADHS. In this paper, organizational structuring is 

applied in MADHS in order to facilitate the cooperation among agents. Fuzzy 

Decision Tree collective with certainty factor calculation has been proposed to 

deal with fuzziness and uncertainty. 

Agent-Based Applications [Moreno 03] have been proposed in a Medical  

Decision Support System with the Diabetes Trials of Oxford University.  

Hudson and Cohen have described an IDSS [Hudson 02] to assist in the  

identification of cardiac diseases. The system uses five agents plus the medical 

professional to evaluate factors in congestive heart failure, including the use of 

output from one agent as input to another. Agent can monitor patient conditions, 

supply information to the physician over the Internet. 
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Magnetic Resonance Spectroscopy (MRS), HR-MASand, and MRS are three 

techniques that have been addressed in Health Agents multi-layer framework 

through multi agent  decision support over a distributed network of local databases 

or Data Marts for Brain Tumour Diagnosis [Arus 06]. 

Holonic Multi agent System (HMAS) is much more self-organizing and  

flexible in view of the fact that the holons are self-reliant units that have a degree 

of autonomy to make its own decision on their exacting level of existence without 

asking higher-level holons for support. In fact, an open issue of HMAS is to give 

holons means of self-organization to satisfy their goals. A Holon is a self-similar 

structure composed of holons as sub-structures. This hierarchical structure com-

posed of holons is called a holarchy. It has two aspects, from one side; Holon is a 

whole-part construct that is composed of other holons, excluding it is, at the same 

time, a component of a higher-level holon. A more detailed description can be 

found in [Koestler 67]. Holonic MAS is an innovative technology designed to 

support the development of complex, distributed, and heterogeneous information 

systems. 

Diagnostic problems need high quality aspects to solve in the health care. 

[Ulieru 00, 02, 03, 03a, 03b, 06] suggest the proposal of Internet-enabled Soft 

Computing Holarchies for e-Health Applications. Their approach builds on remote 

access to patient information for multifactor decision making in case of emer-

gency. Representing holons as software agents enables the development of 

e-Health environments as web-centric medical holarchies with a wide area of 

application in tele-medicine. 

Holonic medical diagnosis system (HMDSuU) has been organized according to 

the principles of swarm intelligence. This system combines the advantages of the 

holonic paradigm, multi agent  system technology, neural networks, and swarm 

intelligence in order to realize a highly reliable, adaptive, scalable, flexible, and 

robust Internet-based diagnosis system for diseases.  

A good overview about the expert systems of medical domains and multi agent 

systems can also be found in ([Moreno 03], [Bravata 04], and [Foster 05]). 

3   Basic Concepts 

3.1   Medical Diagnosis and Its Process 

In medicine, diagnosis is a very complex process, by which a doctor searches for 

the disease that best explains the symptoms of a patient. The term "diagnostic 

criteria" designates the combination of signs, symptoms, and test results that  

allows the manager or consultant to ascertain the diagnosis of the respective dis-

ease or malfunction within the organization. Typically, someone with abnormal 

symptoms will consult a physician, who will then obtain a history of the patient's 

illness and examine him for signs of disease. The physician will formulate a hy-

pothesis of probable diagnoses and, in many cases, will obtain further testing to 

confirm or clarify the diagnosis before providing treatment; in other word,  
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Identification of disease and treatment proposal based on provided patient’s data. 

The process that may continue in a number of iterations in anticipation of the 

patient is finally diagnosed with enough certainty and the cause of the symptoms 

is recognized [Wikipedia, Kappen 02]. 

The use of computer programs in the diagnostic process has been a protracted 

term goal of research in information technology and; definitely, it is the most 

typical application of artificial intelligence and may be one of the particular  

characteristics of both medical knowledge and the diagnostic task. An accurate 

diagnosis will, in most cases, lead to suitable treatment.  

3.2   Agent and Multi Agent Systems 

An agent is a collection of a small amount of features in software capable to solve 

complex problems. Agents do not simply act in response to their environment. 

Agents are able to exhibit purposive behavior and performance by taking the ini-

tiative, which means that an agent is Proactive. Agents can be competent of flexi-

ble and autonomous in environment to convene its design objectives. Technically, 

agents have roles, behaviors, functionalities, and goals. An agent makes a decision 

about what action to perform based on the history of the system that it has wit-

nessed to date. 

Actually, if each agent is connected; after that, everything has to be a part of a 

particular system. In addition, if each agent has to take decisions on its own with 

its capacity, then such a system is a Multi agent  system (MAS).  

A system is a pair containing an agent and an environment: to create a system 

that is pervasively embedded in the environment, completely connected, intuitive, 

portable, and constantly available. Each node of the system should be able to initi-

ate its tasks and actions based on what it learned, with its interaction with other 

nodes.  

An agent may enjoy several fundamental concepts in various combinations. 

These properties include: 

 
• Autonomy: Autonomy refers to the principle that agents manage without 

the intervention of external elements. In particular, agents decide for 

themselves whether or not to perform an action. 

 

• Social: The ability to act together with other agents or humans by way of 

variety of agent communication language and works towards common 

goals. 

 

• Reactivity: Maintains a current interaction with its environment. 

 

• Adaptability: Agents are characterized via their flexibility, facility, and 

adaptation to achieve their own goals based on their inherent intention. 
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• Learning: Agent progress performance and quality over time Since 

Agents learn via their experience. 

 

• Pro-activity: Pro-activeness refers to the agent's ability to get the  

initiative rather than acting simply in response to their environment, gen-

erate and attempt to achieve goals.  

3.3   Holonic Multi Agent System 

Many years ago, Arthur Koestler proposed the word "holon" in "The Ghost in the 

Machine" [Koestler 67]. It is a combination from the Greek holos = whole, with 

the suffix “on” which, as in proton or neutron, suggests a particle or part. Arthur 

Koestler said that all organisms are holons, which are characterized by differentia-

tion, cooperation, and boundaries. A cell is a Holon. Multi agent system is used to 

solve problems that are too large, to provide a solution to inherently distributed 

problems and increased reliability. 

Holons are self-reliant units that have a degree of autonomy to make its own 

decision on their exacting level of existence without asking higher-level holons for 

support. In fact, an open issue of HMAS is to give holons means of self-

organization to satisfy their goals. A Holon is a self-similar structure composed of 

holons as sub-structures. This hierarchical structure composed of holons is called a 

holarchy. It has two aspects, from one side; Holon is a whole-part construct that is 

composed of other holons, excluding it is, at the same time, a component of a 

higher-level Holon. A more detailed description can be found in [Koestler 07]. 

3.4   Self-organization and Emergence 

The connection between emergence and self-organization remains a research 

question. A self-organizing system is a system, which changes its essential struc-

ture as a function of its experience and environment [Koestler 07].  

Properly defined, however, any system is called self-organizing if it is able to 

determine its inner structure by itself as the environment changes. Holonic  

self-organization combines one of the important aspects of hierarchical and hierar-

chical organizational structures by clustering the entities of the system into nested 

hierarchies [DIL91]. The perception of self-organization is central to the explana-

tion of biological systems and software agents that are inherently self-organized. 

Occasionally, the perception of self-organization is conflated with that of the 

correlated concept of emergence. Emergence is a fundamental attribute of process; 

it would be difficult and complex without the process of emergence. From other 

side, the emergent behavior is also hard due to the number of communications 

between each of the components increases combinatorial of a system with the new 

components and subtle types of behavior to emerge. Emergent property could 

come into view when a number of agents are activated in an environment. 
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3.5   Swarm Intelligence and Stigmergy 

Swarm Intelligence (SI) is an Artificial Intelligence technique whereby the  

collective behaviors of simple agents interacting locally with each other, directly 

or indirectly, and with their environment causing coherent functional global pat-

terns to emerge. SI distributed a problem solving not including centralized control. 

In other words, SI coordinates each other without need for any communication. 

The initiative of Swarm Intelligence focuses on the ant search foraging behavior 

as a metaphor for distributed problem solving. 

We metaphor the  idea from the ant  colonies to be very close to our system 

where ants communicate with each other by using chemical substances known as 

pheromones. Ants place smells. After that, ants, which reinforce the trail with food 

to the colony, follow this pheromone trail. When the food source is exhausted, 

then no new trails are marked by returning ants and the scent slowly dissipates 

[Klüver 03]. 

Ants need this behavior to adapt with changes in the environment. A holonic 

system could be compared with the ant colony so that each ant is a holon to find-

ing a shorter path, and leaving an suitable pheromone for other ants to follow this 

trial; an ant colony has a higher capability resulting and quality that cooperate and 

adapt to changing circumstances with its environment from the collective intelli-

gence of individual ants. 

Stigmergy is a key aspect of swarm intelligence and it is a form of  

self-organization.  The idea of stigmergy was introduced by Pierre-Paul Grasse in 

the 1950's to illustrate the indirect contact happening between individuals in insect 

societies. It occurs through modifications brought by the individual components to 

their local environment. Stigmergy produces complex, intelligent structures 

without Advance planning and supports which have efficient collaboration among 

simple agents. 

Swarm intelligence and stigmergy technique will fully enhance the system  

although the simplicity of the constituent elements of system. Through the addi-

tion of some important features required for the purposes of obtaining the optimal 

medical diagnosis decision, which, in turn, requires quality attributes like flexibil-

ity, adaptability, and robustness. 

4   Decision Theory 

Decision theory is an organization of knowledge and related analytical techniques 

of different degrees of procedure, designed to assist a decision maker chosen 

among a set of alternatives in light of their possible consequences [Frederick 05]. 

Decision theory can be relevant to conditions of certainty, risk, or uncertainty and 

seeks to find strategies that maximize the expected value of a utility function 

which measures the desirability of possible outcomes. 
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Decision Theory

Decision UNDER certainty

Every alternative leads to only one result,

and a choice among alternatives is equivalent

to a choice among consequences.

DECISION UNDER uncertainty

DECISION UNDER risk

Each alternative will have one of quite a few possible conse-

quences, and the probability of occurrence for each result is

identified. Therefore, each alternative is associated with a pro-

bability distribution, and a choice among probability distribu-

tions.

Uncertain situation the probability

distribution is indefinite.

Single-attribute or MULTIATTRIBUTE VALUE

FUNCTION that introduces ordering on the set of conse-

quences and thus also ranks the alternatives.

Game theory

Utility function (EXPECTED UTILITY for each alternative.)

The alternative with the highest expected utility is considered

the most preferable.

How estimate complex probability

under uncertainty?

Reduce the uncertainty case to the case of risk by using

SUBJECTIVE PROBABILITIES, most of which are derived

from Bayesian inference.

 

 

Bayesian decision making is making a decision about the state of nature based on 

how probable that state is. 
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With Bayesian decision making, it would be achievable to settle on the  

probability that Y belongs to either A1 or A2. Although in the above example, it is 

obvious that Y is more likely to belong to A2 than A1, the answer is usually not as 

clear. In other words, Bayesian decision theory helps to examine options to pro-

vide an order and provide alternative means of organizing potential [Charles 04]. 

Decision Medical diagnosis quality is an important point for human beings, and 

from other side, it is complicated task, but with holonic multi agent system and 

swarm intelligent technology, it would be a challenge and very useful. In this 

paper, we worked to contrast the broad aspect of quality. Importance of accurate 

medical diagnosis was the focus of this work. From one side and from this point 

the reason for the limited data used in some cases, our work focus on the  

integration of accurate information  in the  system with the input data used for the 

purpose of obtaining diagnostic accuracy. From the other side, it is to show how to 

decide the optimal medical diagnosis with the minimum risk. Moreover, for this 

purpose, reducing each of time and cost will be another intention. In other words, 

Bayesian decision-making provides opportunities to solve the problem of  

uncertain medical diagnosis decision. 

4.1   Decision-Making under Uncertainty 

Optimal decisions of medical diagnosis can be obtained using Bayesian decision 

theory. Such decisions are based on the Bayesian theorem under uncertainty ena-

bling the quantity of the probability of an occurrence based on a prior estimate of 

its probability and new interpretation. In other words, the Bayesian decision up-

dates its beliefs on the incident of an event based on new information  

[Timothy 04]. 

Bayesian decision making is making a decision about the state of nature based 

on how probable that state is. The elements of Bayesian decision making include 

the following behaviors: 

 
1) The decision will be taken from a set of appropriate possible states of  

nature. 
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2) Set up a prior probability in the region of [0,1] which is a prior belief   

according to the state of nature in which  
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4) Now assume the following cost (loss) metric 

 

5) Considering an expected risk or central estimate of risk 
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     This step could be the last one and choose the minimum expected risk action. 

 

6) We can do more to be more certain through calculate class conditional 

probabilities then to calculate conditional risk given the following  

observation  
 

}.,......,,{ 21 rk xxxX =  

 

jikxj
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evidence
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On the other hand, Class conditional probabilities provides a solution to the  

problem of how to learn from new data 
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Patient symptoms

Prior Posterior

Bayesian

Analysis

 

Fig. 2. Bayesian analysis 

Prior probability distribution, or, simply, the prior of an uncertain quantity, is the 

probability distribution that express the uncertainty about the probability before 

the data are taken into account [James 85]. In fact, for more input data, we will get 

a lower probability of error. 

 
Properly, the probability of error is: 

 

Consequently, deciding on the status that has the higher posterior probability 

minimizes the probability of error. 

4.2   Optimal Bayesian Decision 

The total risk of a decision function is given by 

∑ ⋅=
x

xxRxpxxRxpE )|)(()()]|)(([)( αα  . 

A decision function is optimal if it minimizes the total risk. This optimal total risk 

is called Bayesian risk. 

4.3   General Equation of Bayes' Rule for the Symptom Complex 

I have tried to provide as simple an explanation as possible of how the general 

equation of Bayes' rule for the symptom complex can be arrived at by following 

the steps in the derivation. 

 



Medical Diagnosis Decision Support HMAS under Uncertainty HMDSuU 79

 

Additionally, mathematically, dividing the number of cases of disease in a 

population at a given time ( )Dn  by the number of people in that population N  

then we will get the probability of disease: 

 

( )
( )

.
N

Dn
DP =   

…...    .  

In the same way, the probability of a symptom can be written: 

( ) ( )
.

N

Sn
SP = . 

The probability of symptoms in a given disease can be articulated as: 

( )
( )
( )

./
Dn

SDn
DSP =  

Where ( )SDn  is the number of patients having both the disease and the symptom 

in the same time and ( )Dn  is the total number of patients, which have certain 

disease. 

The previous equation could be inversely positioned to the next function: 

( )
( )
( )

./
Sn

SDn
SDP =  

 

 

 

 

 

 

Afterwards, dividing the right-hand side on N  as follows: 

( )
( )
( )

.
/

/
/

NSn

NSDn
SDP =  

While ( ) NSDn /  is the probability of both symptoms and diseases and ( ) NSn / is 

the probability of symptoms, in that case: 

( )
( )
( )

./
Sp

SDP
SDP =  

 

 

 

 

What is the probability of 

disease occurring when 

symptoms obtains? 

(1) 
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Through the same formula, the probability of symptoms in a given disease will be: 
 

( )
( )
( )

./
Dp

SDP
DSP =  

From 1, 2 
 

( ) ( ) ( ) ( ).// SDPSPDSPDP =   

Then 

( )
( ) ( )

( )
.

/
/

SP

DSPDP
SDP =  

Since ( )SDP /  is the simplest form of Bayes' rule, which is the probability of 

having disease for given symptoms. ( )DP  is the probability of disease in the 

population. ( )SP  is the probability of symptoms in the population, but this for-

mula is not correct for more than one symptoms. 

The next steps will be very significant for the purpose of developing simple 

Bayes’ formula to contract in the company of sets for symptoms and diseases. 

Equally important, the probability of symptoms has to be more clarified where 

( )SP  represents the entire prevalence of the symptom in the population with and 

without the disease in the population. Then, isolating the symptoms, which are 

without disease 1D , for instance, into other diseases like kDDD ,...3,2 . 

( ) ( ) .

1
∑
=

=
k

i
iSDnSn  

divided by N   

( ) ( ) ./

1

/ N
k

i
iSDnNSn ∑

=
=    

 

At the same time, ( ) NSDn /  is the probability of jointly symptoms and diseases 

after that 

( ) ( ) .

1
∑
=

=
k

i
iSDPSP  

                    

 

 

 

 

whereas: 

( )
( )
( )

⇒=
i

i

Dp

SDP
DSP /  

P  

The symptom and the diseases are 

found together in the population. 

(2) 

(3) 
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( ) ( ) ( )./ iii DSPDPSDP =  

Then: 

( ) ( ) ( )./
1

∑
=

=
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i

ii DSPDPSP  

 

 

 

 

 

 

 

For symptoms complex jSSS ,...,2,1  which are to be included for assessment.  

( ) ( )
( ) .

,...,
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iji

ji
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If it is assumed that, the Di's are mutually exclusive, then: 

.
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Therefore, that eqn. (4) takes the following form: 
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From eqn. (5), we can derive two eqns. depending on the relation among  

symptoms if and only if the symptoms jSSS ,...,2,1 are independent of each  

others, then 

( ) ( ) ( ) ( ) ....21 jSPSPSPSP =  

( ) ( ) ( ).)....()(),...,( 32121 iniiiij DSPDSPDSPDSPDSSSP =  

( )
( ) ( ) ( )

( ) ( ) ( )∑
=

=
k

i

ijii

ijii

ji

DSPDSPDP

DSPDSPDP
SSSDP

1

1

1

21

/.../

/.../
,...,/

 

Probability of having symptoms if 

disease KDororDD ...,21  is  

present. 

(5) 

(4) 

(6) 
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The complete Bayes' formula is for the complex independent symptoms 

jSSS ,...,2,1  and set of mutually exclusive diseases KDDD ,...,2,1 .In other 

words, if we use eqn. (6), then we have two assumptions: 

 
1- Symptoms are independent among each other. 

2- Diseases are mutually exclusive. 

 
If the symptoms independence cannot be assumed, then conditional probability 

will be given by the following eqn. 

( ) ( ) ( ).,...,,)....,,(),(),...,( 12121312121 −= niniiiij SSSDSPSSDSPSDSPDSPDSSSP  

Then we complete Bayes' formula for the complex dependent symptoms 

jSSS ,...,2,1  and mutually exclusive diseases KDDD ,...,2,1 : 

( )
( ) ( ) ( )

( ) ( ) ( )
.

,...,,)....,,(),(

,...,,)....,,(),(
,...,/

1

121213121

121213121

21 ∑
=

−

−
=

k

i

niniiii

niniiii

ji

SSSDSPSSDSPSDSPDSPDP

SSSDSPSSDSPSDSPDSPDP
SSSDP

 

In other words, if we use eqn. (7), we just have one assumption that diseases are 

mutually exclusive. 

5   Design Structure of the Holonic Medical Diagnostic System 

under Uncertainty (HMDSuU) 

In fact, the process of finding the best medical diagnosis from slight information 

from the user is a great challenge, whereas, Medical Diagnosis Decision Support 

HMAS under Uncertainty is one of the first systems that capable to reach this 

purpose. A large number of simple Agents, Swam Intelligent, Holonic paradigm, 

Bayes' theory, and Decision theory are elements required in specific functions to 

perform the diagnostic process. Possession of the diagnosis starts from the media-

tor agent, which is in the highest level of the hierarchy. Mediator agent is the im-

porting point to the system that is capable to accept or reject the request according 

to its knowledge about the whole system and class of request. Fig. 3 illustrates the 

architecture of the holonic multi agent system based decision in a three level 

where mediator agent is the first one. Level two represents Disease Specialist 

Agents (DSA) that, in turn, plays the role as internal nodes of the hierarchy. The 

leaf level In turn, is Disease Representative Agents (DRA). They represent deci-

sion makers, which are specialists on a particular domain of class diseases.  

DRA is capable to achieve the optimal diagnosis decision in a minimum total 

risk. During the diagnosis process multiple agents will emerge together to build 

Holon. 

(7) 
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Multi simple agents communicated to pass through the blackboard technique. 

Two kinds of agent state in the middle and the leaf of the hierarchy, which, in 

turn, work together to find the optimal medical diagnosis decision through  

Holonic pattern. 

In other words, HMDSuU is a system where a holon is a node in a holarchy 

and, at the same time, has a high degree of self-sufficiency. Indirect communica-

tion is the technique among agents for the purpose of coordination by using  

Stigmergy. 

HMDSuU supports a medical institution in the procedure of decision optimal 

diagnosis and provides it with accurate information on the proportion of risk in 

case of a decision on the diagnosis. 

 

Fig. 3. Holonic Medical Diagnosis System 

Whereby: 

Random search                                                   

Established route                                                                      

DSA          Diagnosis Specialist Agent                                                      

DRA          Disease Representative Agent 

       Blackboard 
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Furthermore, decision-making is an important part of all science, where specialists 

apply their knowledge in a given area to making decisions. Medical decision-

making often involves making a diagnosis and selecting an appropriate treatment. 

5.1   Diagnosis Finding (Decision-Making) 

Pyramid of sequential decisions processes where a decision in each level is the 

decision in different situations. Base of the pyramid represents the decision under 

uncertainty because it is depends on the prior probability. In fact, probability in 

multi agent system represents the degree of agents' beliefs since an agent's  

decisions are based on its beliefs. 

Gradually, away from, the base will get a higher accuracy of decision and in the 

same time percentage of lower risk until the optimal decision where the top of the 

pyramid represents is the last point of decision that represents the bayes risk (total 

risk). Middle steps are the levels of decision under risk, see Fig.4. 

Optimal decision

Bayes Risk

Conditional Risk Decision under risk

Points of

Decision

Expected Risk

Prior Probability Decision under uncertainty

 

Fig. 4. Pyramid of Sequential Decisions 

5.2   Diagnosis Finding 

Decision making in HMDSuU depends on the strategies of bottom-up where the 

optimal decision starts from the leaf of the hierarchy. Fig.5 illustrates retrieved 

optimal decision starting from local to global optimal decision. Leaf agent returns 

the request (local optimal decision) on the form of diagnostic decision added to 

total risk. Highest level will receive the diagnostic decision with its total risk from 

multiple branches; afterward, it selects the local optimal decision that has mini-

mum total risk. Finally, the global optimal decision will be selected from the agent 

mediator that received from a huge number of agents and from different  

disciplines. 



Medical Diagnosis Decision Support HMAS under Uncertainty HMDSuU 85

 

 

Fig. 5.  Retrieve optimal decision 

 

 

Where: 

 

GOD            Global Optimal Decision 

 

LOD             Local Optimal Decision 

 

 

Note: The leaf agent takes its decision according to the Decision's Pyramid steps, 

but the higher level takes its decision according to selecting the minimum total 

risk that is sent from the previous level. 

5.3   Activity Diagram of HMDSuU 

Activity diagram of HMDSuU is demonstrated in Fig. 6, which is the cooperation 

procedure for medical diagnosis decision under uncertainty.  Process starts from 

the request that is send from the user (medical institution) to the HMDSuU. Me-

diator agent received the request then decides whether accept the request or reject 

it depending on the capability of the system. In the case of accepting the request as 

an initial stage, mediator puts the request on its blackboard for finding diagnosis 

decision from the lower level. Each non-leaf agent has its own blackboard. The 

blackboard is like the pheromone trial in the ant that is one of the fundamental 

requirements for self-organization. Several DSAs can find the diagnosis or for-

ward it to deeper knowledge agents. After that, if all symptoms are covered then 

DSAs will retrieve the diagnosis decision with zero total risk. If not, DSAs will 

declare the request on its blackboard to seek help from specialist agent that has an 

extra deep knowledge in an additional specialized area of diseases (DRAs). 
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Fig. 6. Activity Diagram Of HMDSuU 

DRAs are decision makers that find the optimal diagnosis decision in a minimum 

total risk by using bayes theory and decision theory.  

In other side, DRAs use internet for obtaining additional information if it so re-

quested. DRAs forward the local optimal diagnosis additionally with minimum  
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total risk to high-level DSA. In this case, DSA selects local optimal diagnosis 

decision that is got from different DRAs, which have the minimum total risk. 

Finally, mediator selects global optimal decision by filtering the retrieved re-

quest that comes from lower level and forward it to the medical institution. 

 
Example 
 

For the purpose of application integration between bayes theory and decision 

theory for finding the optimal medical diagnosis, we assume that we have five 

symptoms ( 77,28,15,9,4 SSSSS ) as an input to the system. After filtering proc-

ess of diseases inside DRA obtained three possible cases.  

Table 1. Illustrates the final filtering of diseases according to the input symptoms 

 

 
 

Where each agent has database, which in turn distinguishes it from other and em-

bodied by: 

 
1. Name of diseases (D) 

2. Name of symptoms (S) 

3. ( )
ji DSP   Conditional probability of symptoms given diseases, which repre-

sents important the presentation of the disease 

4. ( )
iDP  Incidence (prevalence)  of disease 

 
Where table1 exemplifies filtering of diseases, and shaded cells are common 

symptoms after the trimming process. 

Then DRA generates Cost (Loss) Matrix: 
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Cost (Loss) Matrix 

 

 
 
Prior probabilities were as follows: 

( ) 264.0.1 =WP  

( ) 0911.02 =WP  

( ) 0974.03 =WP  

 
Calculate Bayes probability 
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Calculate expected risk 

.),....,,(),...,,( ,2121 jirjri ssspsssaR
j

λω
ω

⋅=∑  

 
 
Calculate optimal decision  

 

.),....2,1()()]|)(([)( ∑ ⋅=

jw
rsssiRjwpxxRxpE αα  

 

A decision function is optimal if it minimizes the total risk. Means that 98D  is the 

optimal diagnosis. All the previous steps are the task for DAR agent and at the 

same time for local optimal diagnosis where the global optimal diagnosis decision 

takes just from the mediator of the HMDSuU. 

6   Conclusion 

The object of this study is to present a holonic medical diagnosis system, which unifies 

the advantages of decision theory under uncertainty with the efficiency, reliability, 

extensibility, and flexibility of the holonic multi agent  system holonic paradigm.  

Besides, HMDSuU is a system where a Holon is a node in a Holarchy with 

high self-organization. Indirect communication is the technique of coordination 

among agents by using Stigmergy. Moreover, HMDSuU in this paper is the chal-

lenge to solve the problem of uncertainty. 

Uncertainty is a central feature in medicine generally and diagnosis particularly. 

This paper investigates the feasibility of employing the aspects of holonic, 

multi agent system and swarm intelligence combined with the Bayesian theory 

and decision theory in order to reach the optimal medical diagnosis in fastest and 

shortest way with minimum cost.  
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Abstract. One of the most relevant aspects in human assisted reproduction 

is to decide if, at a given moment, the endometrium is receptive for embryo 

implantation, in order to perform embryo transfer cycle or to postpone it in 

another cycle. This might increase both patients’ convenience and the  

cost-effectiveness of the assisted reproduction procedure. To help human 

experts in taking this decision, we developed an artificial intelligence  

system based on a data mining approach where data extracted from the  

endometrium/subendomentrium and their vascularization are evaluated. The 

proposed system has been tested on a dataset of 62 cycles of intracytoplas-

mic sperm injection (ICSI) and several machine learning methods are com-

pared for obtaining a high performing system. Particularly interesting is 

the performance obtained considering only three features: the patient’s age, 

the subendometrial volume and the endometrial vascularization/flow index; 

the best system, based on a random subspace of decision tree, obtains an 

area under the ROC curve (AUC) of 0.85 in predicting the pregnancy rate. 

These preliminary results show that it is possible to measure in a non inva-

sive way a set of features from a patient, for assisting the decision of mak-

ing or postponing the embryo transfer. 

1   Introduction 

Nowadays there is a growing interest by physicians and biologists in studying an 

important social problem such as the human infertility and intensive research is 

being done in the field of human assisted reproduction (HAR) for performing in 

vitro fertilization (IVF)/intracytoplasmic injection (ICSI).  

The most important contributing factors to achieve a successful pregnancy by IVF 

are the quality and number of oocytes/embryos, uterine receptivity, and age of the 

woman. In contrast to the high success rate in oocyte retrieval and fertilization, embryo 

implantation is the most frustrating step, failing in most patients transfer. Moreover, in 
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spite of the progress made in the recent years concerning controlled ovarian stimula-

tion, oocyte retrieval and fertilization, the techniques of uterine embryo transfer and 

the criteria to assist the decision of making or retarding it remain quite unchanged and 

the implantation rate per embryo is still very low [23]. 

Several attempts have been made to support human assisted reproduction by 

means of machine learning techniques based on image analysis or data mining. In 

particular, promising results have been obtained for oocytes/embryos selection by 

some works based on a non-invasive examination of the oocytes/embryos 

[20][9][15][16]. One of the major problems in designing oocytes/embryos selec-

tion techniques is to collect a large and reliable dataset to training the classifiers: 

unfortunately, the classes of the collected images can be assigned with certainty 

only if all the n transferred embryos/oocytes gave rise to no births or to n births.     

Another possibility is to analyze the images of the endometrium and other clin-

ical data of the patient to develop a data mining approach for giving a pregnancy 

outcome in patients undergoing IVF. An attractive property of this problem, with 

respect to the previous one, is that it is easy to create a reliable training set for 

training an artificial intelligence technique, since the extracted features  

(endometrium/clinical data) are directly related with each cycle of a patient. 

Therefore they can be labeled with certainty as belonging to one of the existing 

classes (cycle ending with pregnancy/cycle with a negative outcome).   

Section 2 reviews some results about the evaluation of different factors (e.g. 

endometrial thickness, endometrial pattern, hormonal profile and other data) for 

predicting pregnancy outcomes in patients undergoing IVF. A fair comparison 

among all published results is very difficult due to the different acquisition  

conditions, dimensions of the study, reported conclusions. In particular at this time 

there is no agreement on conclusions: for example about the significance of the 

endometrium thickness in predicting the pregnancy.  

In conclusion, since it is very difficult to evaluate the at this time there is no 

agreement on the significance of a single different factors in predicting the preg-

nancy,; in this work we are interested in developing an automated system that can 

support this decision using more factors together, without the constraints of inva-

sive (and expensive) analyzes.  

The aim of this study is to evaluate measures related to an IVF-ICSI cycle (i.e. 

age of the patient, endometrial and subendometrial vascularization indexes, etc.) 

to verify if they are good predictors to distinguish patients who became pregnant 

from the others who were not successful.. To this aim we do not limit our analysis 

to the statistical significance but we propose a data mining approach trained start-

ing from such features, obtained by evaluating and comparing different machine 

learning approaches. Our best system is based on a random subspace of decision 

trees and obtains a very interesting area under the ROC curve of 0.85 in predicting 

the pregnancy rate. 

2   Literature Review  

The success of an in vitro fertilization/embryo transfer (IVF/ET) treatment is 

strictly related to several factors including the choice of good quality embryos, 
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successful ovarian stimulation, the method of assisted fertilization and the culture 

conditions. In particular the evaluation of the receptivity of the endometrium can 

be useful in assist the decision of making or retarding the embryo transfer. Differ-

ent strategies have been developed to evaluate endometrial receptivity, Some 

invasive, such as the histologic dating of an endometrial biopsy, endometrial cyto-

kines in uterine flushing, the genomic study of a timed endometrial biopsy, and 

some are non-invasive, such as the ultrasound examination of the endometrium 

which evaluates several factors including endometrial thickness, endometrial pat-

tern, endometrial volume, endometrial blood flow.  

Many results have been reported [17] about the evaluation of different factors 

(e.g. endometrial thickness, endometrial pattern, hormonal profile and other data) 

[10] for predicting pregnancy outcomes in patients undergoing IVF. Unfortu-

nately, there is no agreement on conclusions: for example, some studies have 

shown that the pregnancy rate increases once the endometrium thickness attains a 

particular threshold [7], while others have yielded contrasting findings [22]. In 

fact, it is not easy to define a reliable criterion to decide if in a particular moment a 

uterus is well-suited to receive an embryo.  

Several studies have shown that some ultrasound parameters of the  

endometrium and the presence of a blood supply towards the endometrium can be 

useful predictors of the uterine receptivity for embryo transfer after in vitro fertili-

zation [14]. Nevertheless, controversial results have been published about the 

possibility of using such measures as IVF outcome predictors [3].  

For example the authors of [13] found that 3D power Doppler endometrial vas-

cularization indexes are statistically significant in predicting the pregnancy rate, 

while other investigators [5][18] did not reached the same conclusions.  

Several recent works have investigated measures of the endometrial and  

subendometrial regions and their statistical significance to the implantation rating: 

in [12] the absence of color Doppler mapping at the endometrial and  

subendometrial levels has been associated to a significant decrease in the implan-

tation rate, whereas in [26] the presence of vessels reaching the subendometrial 

halo and the endometrium has been related to an increased pregnancy rate, in [8] a 

comparison of different measures is carried out showing that the subendometrial 

flow index (obtained by 3D power Doppler ultrasonography) and subendometrial 

vascularization flow index on the day of human chorionic gonadotropin admini-

stration are better than the endometrial volume in predicting pregnancies in IVF 

cycles.  

The presence of conflicting results with regard to the role endometrial and 

subendometrial blood flows in the prediction of pregnancy in IVF treatment can 

be explained by several reasons, mainly related to the differences in the dataset 

creation protocols. In particular there is no consensus on the acquisition  

procedure, on the day when the ultrasound examination for assessing endometrial 

receptivity should be done and on the rules for the selection of the subendometrial 

region.  

Most of the published works are related to small datasets (ranging from 35 to 

90) and are related to patients with different characteristics (e.g. in [25] are  
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examined patients aged <38 years), and different day of ultrasound examination 

(probably more related to logistic reasons than to the physiological changes of 

endometrial blood flow throughout the menstrual cycle). For example, the follow-

ing days of ultrasound examination are reported: the day of hCG [27], oocyte 

retrieval [5][18] and blastocyst embryo transfer [8]. Another difference among 

studies is the definition of subendometrial region that can be considered [17] to be 

within 1, 5 or 10 mm of the endometrial contour. 

Researchers are still uncertain whether the main reason of the contradictory 

findings reported in many studies is the difference in the collection of the datasets, 

anyway in order to make comparable the future studies it should be appreciable 

the definition a common testing protocol.  

To this aim, further studies are needed to determine the change in endometrial 

and subendometrial blood flows from late follicular phase to early luteal phase in 

order to select the best day of ultrasound examination: a possible result could be 

that a series of measures could be more significant than a single measure to de-

lineate the role of endometrial and subendometrial blood flows in predicting IVF 

outcome. Finally, to the best of our knowledge, all the published works analyzes 

all the factors considered singularly, without taken into account their possible 

interaction. In this work we approach this problem by a machine learning tech-

nique, thus considering the best combination of features able to predicting IVF 

outcome. 

3   Materials and Methods  

3.1   Study Design  

The experiments have been carried out on a dataset containing some clinical data 

from M=62 cycles of ICSI, each related to a different patient, resulting in 27  

successes (pregnancy) and 35 failures (non-pregnancy). The clinical data collected 

for each cycle are described in table 1; the information related to vascularization 

and the measures of the endometrium have been collected the the day of hCG 

administration. In figure 1 we report some samples of endometrial images from 

which the features F7-F10 are extracted. 

 

 

Fig. 1. Some samples of endometrial images (with also the sub-endometrium) 
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Table 1. Clinical data extracted from each patient 

Index Name Description Range 

F1 Age Age of the woman 24 - 45 

F2 Endometrial vascu-

larization index  

Presence of blood vessels (vascu-

larity) in the endometrium  

0- 8.96 

F3 Endometrial flow 

index 

The mean power Doppler signal 

intensity inside the endometrium, 

to express the average intensity 

of flow 

0- 31.16 

F4 Endometrial vascu-

larization/flow index 

It is a combination of vascularity 

and flow intensity inside the 

endometrium 

0- 3.03 

F5 Sub-endometrial 

vascularization index  

It measures the presence of blood 

vessels (vascularity) in the suben-

dometrium 

0 - 6.42 

F6 Sub-endometrial flow 

index 

The mean power Doppler signal 

intensity inside the subendo-

metrium, to express the average 

intensity of flow 

0 - 41.76 

F7 Sub-endometrial 

vascularization/flow 

index 

It is a combination of vascularity 

and flow intensity inside the 

subendometrium 

0 - 3.82 

F8 Endometrial thick-

ness 

The thickness of the endometrial 

region 

6 - 14.2 

F9 Endometrial volume  The volume of the endometrial 

region 

1.46- 

9.09 

F10 Sub-endometrial 

volume 

The volume of the sub-

endometrial region 

2.52-

17.76 

3.2   System Proposed  

The proposed system is based on a data mining approach trained by clinical  

information related to the patient (age, vascularization and endometrial measures). 

We have tested several classification systems and a feature selection technique for 

selecting the most important features. The best results have been obtained by a 

random subspace of decision trees trained with 3 selected features. The architec-

ture of the best system is schematized in figure 2, while a description of the each 

step is given in the following sub-sections.   
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Fig. 2. Proposed system for predicting pregnancy outcomes in patients undergoing IVF 

3.3   Feature Extraction 

The set of features extracted for each cycle/patient are listed in table 1. All the 

ultrasound scans and measurements were performed on the day of hCG admini-

stration by the same observer with the digital platform VOLUSON i System (Zipf, 

Austria) provided with a volumetric multifrequency vaginal probe (3 to 9 MHz) 

that has an insonation angle of 146°. The power Doppler sample was placed over 

the endometrial longitudinal section, including the whole endometrial and suben-

dometrial areas, maintaining the same characteristics in all examinations: normal 

quality of color, color gain -3.4, wall motion filter of 50 Hz and pulse repetition 

frequency of 300 Hz. The acquisition of the uterine volume is performed by plac-

ing the volume box, with a scanning angle of 90°, just over the previous power 

Doppler image, ensuring that a complete uterine volume had encompassed the 

entire endometrium and subendometrium.  

The maximum endometrial thickness was obtained from the longitudinal or 

‘‘A’’ plane and was defined as the greatest distance between both myoendometrial 

interfaces. The built-in VOCAL Imaging Program for the 3D power Doppler his-

togram analysis was used to calculate the endometrial volume (VOL) and thickness 

(TH) and indices of blood flow within the endometrium. Vascularization index 

(VI) has been obtained measuring the ratio of the number of color voxels to the 

number of all the voxels; it represents the presence of blood vessels (vascularity) 

in the endometrium and is expressed as a percentage of the endometrial volume. 
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Flow index (FI), the mean power Doppler signal intensity inside the endometrium, 

expresses the average intensity of flow. Vascularization/flow index (VFI) is a 

derived measure calculated by multiplying VI and FI [19]. During the analysis and 

calculation, the manual mode of the VOCAL Contour Editor was used to cover the 

whole 3D volume of the endometrium with a 15° rotation step. Hence, 12 contour 

planes were analyzed for the endometrium of each patient to cover 180°. Follow-

ing assessment of the endometrium itself, the subendometrium was examined 

through the application of ‘shell-imaging’, which allows the user to generate a 

variable contour that parallels the originally defined surface contour. In the present 

study, the subendometrial region was considered to be within 5 mm of the origi-

nally defined myometrial–endometrial contour. VI, FI and VFI of the subendo-

metrial region were obtained accordingly. 

3.4   Feature Selection 

A feature selection step is performed in order to choose the most proper feature for 

this problem. The selection is performed according to the well-known sequential 

forward floating selection (SFFS)
1
 method, that is based on the optimization of a 

fitness function (in this case the performance of the classification system in terms 

of AUC). On the basis of the experimental results reported in figure 5, the number 

of features to be maintained has been fixed to d=3.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3. Flowchart of the SFFS procedure 

 

                                                           
1 Implemented as in PRTools 3.1.7 Matlab Toolbox. 
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SFFS is a bottom up search procedure introduced by Pudil et al. [21] consisting 

of a forward search-step and a conditional backward search-step. The forward 

search-step starts from an initially empty set of features and successively adds 

features from a set of original candidates in order to optimize the fitness function. 

Each time a single feature is added, a backward search-step is performed that 

identifies the least significant feature in the current feature set and removes it 

unless it is the last feature added. In figure 3 a flowchart of SFFS is reported. 

3.5   Classification 

Several general purpose classifiers have been proposed in the literature [1], in this 

work we use decision trees (figure 4), since, due to their instability, they are par-

ticularly suited to be combined in an ensemble. A decision tree (DT) is a decision 

support tool in the form of a tree structure [1]. The goal of the tree is to create a 

model that predicts the value of a target label based on several input features. 

Each interior node (decision node) corresponds to one of the input features and 

specifies a test to be carried out on a single feature, the edges to children represent 

all the possible outcome of the test of that input feature and indicate the path to be 

followed, each leaf node indicates the value of the target label given the values of 

the input features represented by the path from the root to the leaf. A tree can be 

"trained" by splitting the source set into subsets based on a test on a single feature. 

This process is repeated on each derived subset in a recursive manner 

called recursive partitioning. The recursion is completed when the subset of the 

training patterns at a given node all has the same label, or when splitting no longer 

adds value to the predictions. 

In this work we have used a decision tree with pruning
2
, where the information 

gain is used as binary splitting criterion.  
 

 

Fig. 4. Representation of a decision tree 

                                                           
2 Implemented as in PrTools 3.1.7  
ftp://ftp.ph.tn.tudelft.nl/pub/bob/prtools/prtools3.1.7 
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To improve the performance of the system an ensemble method is designed 

based of the combination of decision trees. The literature is full of studies showing 

that ensembles enhance the performance of many stand-alone classifiers [6], in 

particular if they are composed of highly accurate and diversified classifiers. 

Among the several methods proposed to obtain diversity among each classifier of 

the ensemble, one of the most used is the random subspace method (RSM) [4], 

which is based on the idea of training each classifier using a different feature set. 

Random subspace is a technique that modifies the training set reducing its dimen-

sionality (in terms of features) by randomly sampling subsets of the features. The 

accuracy of the ensemble is thus enhanced by aggregating the resulting base clas-

sifiers, each trained on a modified training set. RSM assembles classifiers by ap-

plying the following three steps: 

 
1. Given a d-dimensional labeled dataset D = {xi, yi}, xi ∈ℜd

, yi ∈C, n new 

projected k-dimensional training sets Dj={Pj(xi), yi} are generated, where 

Pj : ℜ
d
→ℜ

k
 is a random projection, obtained by random selecting k of the 

d features. 

2. Each new training set Dj is given in input to a fixed classifier Hj; 

3. The final ensemble H is obtained by aggregating the base classifiers H1… 

Hn through a given decision rule (the sum rule, in this work). 

 
In this work we use RSM for creating an ensemble of n=50 classifier, each trained 

on a subspace of dimension k=2 of the original feature space (d=3, after feature 

selection).   

4   Experimental Results 

As a preliminary result in table 2 the mean, standard deviation and statistical cor-

relation (p-value) of the 10 features according to the well-known Fisher exact test 

[2] are reported. Fisher's exact test is a statistical test used to determine if there are 

nonrandom associations between two categorical variables. A statistically signifi-

cant association between the two variables is observed if their P-value is lower 

than 0.05.  

It is clear that the best feature is F5, the subendometrial VI; this result is also 

confirmed by the test with the area under the ROC curve, reported in table 4. An-

other interesting result is that the endometrial thickness is not useful to discrimi-

nate between the two classes, according to the findings in [22] but in contrast 

to [7]. 

In this section the result of several experiments aimed at validating the pro-

posed approach on the available dataset are reported. The experiments are per-

formed according to the leave-one-out testing protocol [1], which involves the use 

of a single observation from the original samples as testing data, and the remain-

ing observations as training. This is repeated M times, such that each of the M 

observations in the dataset is used once as testing data. 
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Table 2. Comparison of features between pregnant/non-pregnant groups 

Index Name Pregnant  

(Mean ± Sdt) 

Non-Pregnant 

(Mean ± Sdt) 

P-value 

F1 Age 35.37 ± 3.88 37.48 ± 5.46 0.11 

F2 Endometrial VI  1.30 ± 1.95 0.31 ± 0.45 0.12 

F3 Endometrial FI 21.59 ± 9.68 19.49 ± 9.60 0.12 

F4 Endometrial VFI 0.44 ± 0.74 0.08 ± 0.12 0.12 

F5 Sub-endometrial VI  2.59 ± 1.90 1.28 ± 1.16 0.03 

F6 Sub-endometrial FI 29.73 ± 5.07 27.65 ± 6.23 0.30 

F7 Sub-endometrial VFI 1.04 ± 0.97 0.48 ± 0.45 0.30 

F8 Endometrial TH 9.71 ± 1.71 9.74 ± 1.89 1.00 

F9 Endometrial VOL  3.86 ± 1.58 3.96 ± 1.44 0.21 

F10 Sub-endometrial VOL 11.03 ± 2.65 10.59 ± 2.64 0.60 

 
As performance indicator we use the area under the ROC curve (AUC) [24]. 

The AUC is a scalar measure of performance which can be interpreted as the 

probability that the classifier will assign a lower score to a randomly picked posi-

tive sample (i.e. a cycle resulting in pregnancy) than to a randomly picked nega-

tive sample (i.e. a failed cycle). 

The first test is aimed at comparing different data mining approaches for the 

analysis of the clinical data. Several methods are compared in table 3: 

 
• SVM: a linear Support Vector Machine classifier [1] trained by 

data linearly normalized to [0,1]; 

• NN: a stand-alone nearest-neighbor classifier [1] with the original 

features linearly normalized to [0,1]; 

• DT: a stand-alone decision tree trained by the original features 

(not linearly normalized); 

• RSSVM: a random subspace ensemble of n=50 Support Vector 

Machines, each trained on a subspace of dimension k=6 of the 

original linearly-normalized feature space (d=10, without feature 

selection);   

• RSNN: an ensemble method based on a random subspace of n=50 

nearest neighbor classifiers, each trained on a subspace of dimen-

sion k=6 of the original linearly-normalized feature space;   

• RSDT: an ensemble method based on a random subspace of n=50 

decision trees, each trained on a subspace of dimension k=6 of the 

original non-normalized feature space;   

• ROTB: a RotationBoosting of n=50 decision trees; the Rotation-

Boosting is a recently proposed method for the creation of ensem-

bles that has been proven [27] to outperform other state-of-the-art 

ensembles in several classification problems. 
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Table 3. Data mining results 

 
Method AUC 

SVM 0.69 

NN 0.55 

DT 0.62 

RSSVM 0.64 

RSNN 0.64 

RSDT 0.69 

RotB 0.64 

 

 

The best performance, obtained by RSDT and SVM, is quite interesting: an 

AUC of 0.69 in a small dataset means that the set of features is useful for solving 

this difficult problem. 

The second test is aimed at evaluating the significance of the different features 

by considering the features one-by-one and by applying a feature selection ap-

proach (i.e. the SFFS described in section 2.5). The rationale of this experiment is 

to show that the order of selection of a feature can be influenced by the correlation 

among features and can be different by the “discriminant power” of the feature 

itself [21]. For that reason we can expect better performance considering features 

in groups than evaluating them singularly. The evaluation of the “discriminant 

power” of each feature is performed by measuring the AUC obtained by each 

single feature (table 4, column 3). The three best features selected by SFFS for the 

RSDT approach are highlighted in table 4, column 4; notice that some good fea-

tures are not selected, since SFFS chooses a set of three features considering an 

objective function (the maximization of AUC), while the “discriminant power” 

simply reports the AUC of each feature without considering its correlation with 

the others. 

 

 
Table 4. Evaluation of the significance of the features 

 

Index Name Discriminant Power  Selected 

F1 Age 0.6344     Yes 

F2 Endometrial VI  0.6847     No 

F3 Endometrial FI 0.6243     No 

F4 Endometrial VFI 0.6772     Yes 

F5 Sub-endometrial VI 0.7032     No 

F6 Sub-endometrial FI 0.6132     No 

F7 Sub-endometrial VFI 0.6698     No 

F8 Endometrial TH 0.5132     No 

F9 Endometrial VOL  0.5492     No 

F10 Sub-endometrial VOL 0.5000 Yes 
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Finally, the third experiment is aimed at choosing the optimal value d of se-

lected features by SFFS; in figure 5 a comparison among the performance of two 

approaches (SVM and RSDT) is reported as a function of d. It is clear that the best 

method is the random subspace of decision trees for d=3 (where each subspace 

contains 2 features). 
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Fig. 5. AUC of SVM and RSDT as a function of d (features selected by SFFS) 

 

Fig. 6. DET-curve obtained by the proposed system 
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In order to confirm the benefit of our method the DET curve of RSDT has also 

been considered. The DET curve [11] is a two-dimensional measure of classifica-

tion performance that plots the percentage of false alarm (i.e. false positive) 

against the miss probability (i.e. false negative). An interesting finding from this 

curve is that fixing an operative threshold such as the miss probability is around 

the 10%, a false alarm probability is detected, that is discarding one over 10 possi-

bly good cycles the probability of failures is less than 30%. 

5   Discussion  

This paper focused on the study of non-invasive techniques to decide if an  

endometrium demonstrates maximal receptivity for embryo implantation. To take 

this decision, we developed a system based on the age of the patient, on informa-

tion extracted from endometrium and from follicles vascularization. The results of 

our analysis can be useful to decide if trying to fecundate a patient in a given mo-

ment, or in case of a negative prognostic factor, suggesting to freeze eggs for their 

possible use in more receptive endometrial situations.  

The supporting decision system proposed in this work has been tested  

considering the leave-one-out testing protocol using a dataset of 62 cycles of in-

tracytoplasmic sperm injection (ICSI) related to 62 women. Our results are very 

encouraging considering that we have obtained an area under the ROC curve of 

0.85, which means that in 85% of the cases our system is able to assign a higher 

score to a receptive endometrium with respect to a non-receptive one. 

Our main practical finding is that it is possible to obtain a reliable enough  

method, based on a set of features measured in a non invasive way from a patient, 

that can help physicians and biologists in assisting the decision of making or re-

tarding the embryo transfer. The most similar work on this subject is that of Mercè 

et al. [13]. These authors reached with AUC curve a predictive value of 0.82 for 

endometrial Flow Index but only when no grade I embryo or only one were trans-

ferred. Our results were irrespective of number and grade of transferred embryos. 

The inclusion of these parameters could improve the performance, though without 

them the uterine factor is better isolated and its importance in the reproductive 

outcome becomes more understandable. However patient’s age is mostly related 

to oocyte and consequently to embryo quality. Our experiments confirm other 

results published in the literature which are based on the analysis of stand-alone 

features: (i) two widely used factors like the endometrium thickness and volume, 

measured in the day of hCG administration, are not useful in this decision problem 

[22]; (ii) the vascularization data measured from both the endometrium and the 

subendometrium in the day of hCG administration, are significant for this  

prediction problem [25].   

As future work we plan to test the proposed method on a larger dataset, and  

using clinical data extracted in different periods. Moreover, since the failure of an 

ICSI cycle is related to different factors, such as endometrial receptivity and  

oocyte/embryo quality, we plan, as future work, to train our supporting decision 

system also considering the information extracted from the embryos and oocytes. 
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Abstract. In recent years, there has been an increasing trend towards using 

video games for health applications.  In particular interactive video games, 

where an individual interacts with the game by moving their limbs or whole 

body, have started to find application in the field of rehabilitation medicine. 

The often dull and repetitive nature of rehabilitation exercise can be trans-

formed into an activity to which patients happily adhere via the use of en-

gaging video games that are enjoyable to play.  One additional potential 

benefit of video game use in rehabilitation is that patients can continue to 

interact with the video game system in their own home following discharge 

from hospital. As such, video games may offer a means for rehabilitation 

specialists to remotely assess compliance of patients with their rehabilita-

tion therapy and monitor changes in function over time. Although the use of 

technology for monitoring health at home is now widespread, an as yet un-

explored challenge lies in integrating information technologies with reha-

bilitation games. This keeps the health professional informed about compli-

ance and progress of the video game exercise, while the patient performs 

her/his prescribed rehabilitation routine at home. Therefore, there is a strong 

need for a computational framework to support the medical professional 

and patient by using an agent-based architecture. Agents are pieces of soft-

ware that act on behalf of human roles, involved in rehabilitation process. 

The objective of this chapter is to thus address major issues in designing an 

agent-based mobile monitoring system for rehabilitation treatments. The 

chapter also suggests how to remotely measure the patient’s progress in re-

habilitation treatments while the patient plays video games at home.  

Keywords: Functional Rehabilitation, Video Game, Mobile Health Moni-

toring, Software Agent.  
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1   Introduction 

In the past two decades there has been a significant transformation in our under-

standing of the extent to which functional recovery is possible following damage 

to central and peripheral nervous systems. In parallel with advances in the neuro-

science of nervous system recovery, the engineering professions have witnessed 

recent developments in wireless sensing, virtual reality and computer gaming 

technologies. A quick search using the terms “video game” and “rehabilitation” in 

any internet search engine will reveal a number of media reports of the use of 

games platforms such as the Nintendo Wii in aged-care or rehabilitation settings. 

While video games are clearly being used to engage patients in activities outside 

of normal rehabilitation practice, in the scientific literature, there are relatively 

fewer published reports on the effect of video game play on improving perform-

ance in functionally impaired individuals. The current lack of objective data con-

cerning the effectiveness of video games in rehabilitation may in part reflect the 

fact that many off-the-shelf games are simply too difficult for patient groups to 

effectively use in attaining rehabilitation goals.  Furthermore most, if not all, 

commercially available video games provide little more than a rudimentary 

method (eg highest scores) for tracking progression of performance changes over 

time.  

Before video games can become truly effective in facilitating rehabilitation, it 

is suggested that the games need to be developed with both the functional limita-

tions of patients “players” as well as the goals of rehabilitation medicine in mind. 

For this to happen, as much as possible, the intelligence of rehabilitation practitio-

ners, such as physical and occupational therapists, needs to be built into agents 

within the game. These agents will also need to provide physical (or cognitive) 

challenge to the patient, tracking of performance changes over time and motiva-

tion to continue with rehabilitation tasks, especially when rehabilitation is done in 

the home away from the guidance of specialists. This chapter aims explore how 

design and development of video games in a rehabilitation, rather than purely 

entertainment, context might occur. It is important that game developers and in-

formation technology specialists are made aware of the requirements of the health 

sector and that rehabilitation specialists are similarly aware of the possibilities 

offered by technological (video game) solutions. As such the aim of Section 2 of 

this chapter is provide technologists with an introduction to the process of reha-

bilitation of brain and nervous system injury. To build a bridge between informa-

tion technologists and health researchers, Section 3 presents an overview of the 

ways in which recent advances in virtual reality and video gaming technology 

have already been leveraged by health researchers and practitioners. Section 4 

aims to inform rehabilitation specialists in particular, and health practitioners more 

generally, about the possibilities offered by mobile computing and information 

technology and how development of home-based rehabilitation games might best 

be developed. Finally, Section 5 presents a usability evaluation framework for 

mobile health monitoring of home-based rehabilitation games while Section 6 

discusses implications of the research, postulates about new directions for research 

in the area and concludes the chapter. 
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2   Rehabilitation of Brain and Nervous Systems 

2.1   Stroke and Spinal Cord Injury 

Damage to the brain and central nervous system by stroke or injury is frequently 

associated with significant functional impairment for the individual. Stroke is one 

of the leading causes of death and disability throughout the world [59], and is the 

leading cause of disease burden in countries such as Australia [66] and the United 

States. A recent survey of community-dwelling adults in the United States [11] 

found that 44% of patients who had suffered a stroke reported having limitations 

in most, if not all, activities of daily living (such as bathing, cooking, dressing), 

most of which require the coordinated efforts of posture, head and limb control 

strategies. Significant impairments in the activities of daily living are also preva-

lent in individuals with spinal cord injury (SCI). Recent figures show that there are 

between 721 and 906 cases of SCI per million of population in the USA, corre-

sponding to between 183,000 and 230,000 persons [51].The physical and func-

tional impact of spinal cord injury will vary according to both the type and level of 

the injury. The type of SCI is generally classified into two categories, complete 

and incomplete injuries. A complete injury occurs with a total severance of the 

spinal cord, and there is a total loss of motor and sensory function below the level 

of injury. Complete spinal injuries are always bilateral, i.e.: affecting both sides of 

the body equally, and voluntary movement and physical sensation are absent be-

low the level of injury. An incomplete spinal cord injury occurs with a partial 

severance of the spinal cord, and the individual will still retain some sensation 

below the level of the injury. The functional effects of an incomplete injury are 

variable, and the individual may have more function on one side of the body than 

the other [99]. 

2.2   Rehabilitation of Stroke and SCI 

The rehabilitation of stroke and spinal cord injury patients can be best understood 

in terms of being an ongoing collaborative process between the individual and 

their care givers, which aims to restore them to their maximum potential in all 

areas of life [46]. In practice, rehabilitation interventions employ a dual strategy to 

achieve this aim. First, there is the restorative approach that aims to restore an 

individual’s highest level of functional ability, according to their level of injury. 

And secondly, there is the compensatory approach that addresses ways of com-

pensating for any shortcomings in function by using adaptive techniques, such as 

lowering the level of kitchen countertops to make wheelchair access easier, or by 

using equipment, such as electric wheelchairs [99]. Individuals in rehabilitation 

are encouraged to reach the highest level of expected functionality for their level 

of injury by accomplishing a series of functional goals. These goals are set in 

conjunction with the patient’s care team and aim to teach individuals new ways to 

manage their daily activities, and can include such tasks as eating, dressing and 

eating. 
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Success in achieving these functional goals is affected not only by an individ-

ual’s physical abilities, but also by their general health, coping skills and psycho-

logical well-being. To successfully manage the various influences on therapeutic 

outcome, the rehabilitation of SCI in a hospital setting involves the collaboration 

of a number of professionals across a range of different rehabilitation services 

[10]. This multi-disciplinary healthcare team, in collaboration with the patient, 

will plan and structure a patient’s goals, and regularly communicate about their’ 

progress to ensure that treatment is effective. Typically, a patient’s rehabilitation 

experience will involve care by medical and nursing staff, who are responsible for 

all aspects of a patient’s ongoing health issues, physiotherapists, who will help 

optimise a patient’s physical capacity and mobility, psychologists, who will assess 

a patient’s cognitive and sensory abilities, and assist them in adjusting to their new 

circumstances, and occupational therapists, who train the patient to become as 

independent as possible in carrying out their activities of daily living. The efforts 

of this healthcare team are supported by community liaison services who will help 

ease the patient’s transition back into the community after discharge from hospital. 

2.3   The Role of the Occupational Therapist in Rehabilitation 

Occupational therapy is focused on helping patients to reach the highest level of 

physical and psychological independence that their injuries, homes and work envi-

ronments will allow [46]. This is achieved through the use of purposeful and 

meaningful activities, such as stirring dough to make cookies, or picking up and 

sorting small coins. These exercises are designed to both assist in a patient’s 

physical rehabilitation, and also encourage and motivate them to participate fully 

during therapy. They also help to improve a patient’s physical coordination and 

dexterity, as well as increase the range of motion, strength and endurance of their 

limbs. Purposeful and meaningful activities also improve a patient’s problem 

solving strategies, so that they may be able to successfully deal with the everyday 

challenges their condition brings [99]. 

Occupational therapists work with a range of individuals, who, for whatever 

reason have difficulty in accessing or performing the activities they require to lead 

meaningful and satisfying lives.  The role of the therapist in rehabilitation includes 

assessing a patient’s functional ability and selecting a variety of tasks for the pa-

tient to practice in order to restore, or compensate, for loss of function in a particu-

lar area. The therapist may also act as coach during the process of rehabilitation, 

demonstrating how to complete a given task, and also providing feedback on a 

patient’s performance [37]. Each patient will engage in an individualized program 

during their rehabilitation, which is designed to improve their ability to perform 

everyday activities, and can include retraining to eat, dress, wash, cook and even 

drive an adapted vehicle. Occupational therapists also provide for a vocational 

assessment, to prepare the client for re-entry back into the community, and review 

their options for returning to work. To further support a patient’s move back into 

the community a liaison OT will also visit a patient’s potential home and job site 

and recommend how these can be adapted for optimal use. 
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2.4   Engaging Patients in Rehabilitation Therapy  

In occupational therapy, rehabilitation of function this is achieved through the use 

of purposeful and meaningful activities such as completing a jigsaw to train fine 

hand movements, or throwing and catching a ball to promote motor coordination. 

It is the meaningful and purposeful nature of these activities that are the key thera-

peutic qualities of an occupational therapy intervention, as it is purposefulness that 

organises behaviour, while meaningfulness that motivates performance [98]. 

Given that a patient’s daily program of rehabilitation will typically involve three 

or more hours of physical and occupational therapy, motivation is an important 

component in therapy, enabling them to engage at their maximum capacity, and 

derive the greatest benefit from their’ rehabilitation. 

A patient’s level of motivation is widely accepted as a key indicator of the  

success of inpatient rehabilitation interventions [60], yet there exists an inherent 

difficulty in defining and measuring such an abstract component of human per-

formance. Lenze and colleagues [57] suggest a more useful alternative is to meas-

ure the level of participation in therapy, as participation is an overt behaviour 

which can be directly observed and quantified. Examining a patient’s participation 

level in rehabilitation has the added benefit of allowing clinicians to document not 

just the quantity, but more importantly, the quality of a therapeutic intervention. A 

further study by Lenze and colleagues [56] suggests that the level of a patient’s 

functional outcome in physical therapy is directly related to their participation 

during[56] rehabilitation. These researchers observed 242 hospital inpatients, with 

a variety of physical impairments, during their rehabilitation, and found that those 

who were rated with higher levels of participation in therapy showed a higher 

percentage of functional improvement (as indexed by the Functional Independ-

ence Measure; [48] and had a shorter length of stay in hospital than those who 

were rated as having lower levels of participation. Although this study did not 

examine participation levels for each patient category, and comparisons across 

impairments can be problematic, it does indicate that the level of participation has 

an impact of the functional benefits of regular and repeated therapy. 

High levels of patient participation are also desirable during occupational ther-

apy, especially when retraining a patient to perform activities of daily living 

(ADLs), such as grooming, eating, bathing and dressing. The more successful a 

patient is at acquiring the skills to perform these activities the greater opportunities 

they will have to function independently when returning to the community. Hav-

ing the highest possible level of independence can also help the patient to foster a 

wide range of social and leisure activities, enabling them to live more satisfying 

and meaningful lives [5]. In practical terms too, the more independent a patient is 

the less their physical condition will be experienced as a handicap, and the more 

capable they will be in pursuing their own interests in terms of education, em-

ployment and family life.  

According to Christiansen [13] the level of participation in occupational ther-

apy can also contribute to a patient’s psychological well-being, as occupational 

therapy presents them with an opportunity to choose activities that express their 

individual identities, allowing self-actualization and providing a platform for  
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self-expression. This view is also supported by Rebeiro and Cook [81] who  

suggest that the experience of occupational engagement can result in a positive 

spin-off in terms of mental health and overall well-being. These findings have 

particular importance for the rehabilitation of SCI patients, considering the high 

incidence of depression among the patient population [53]. Depression can act as a 

confounding factor in therapy, and patients with depression have been found to 

require longer periods of rehabilitation [85].  Higher levels of participation in 

rehabilitation therefore appear to be a vital element in successful therapeutic out-

comes, both in terms of improving a patient’s overall health, but also in the devel-

opment of functional abilities and practical life-skills. 

2.5   The Problem of Motivation  

Traditionally, the purposeful activities designed to encourage participation in OT 

have involved the use of handicrafts such as basket weaving, wood carving, and 

sewing. These activities, aimed at developing sensory and motor coordination, are, 

by their very nature repetitive and tend to be tedious if not varied over the course 

of a therapeutic program [99].  As a therapeutic medium these activities are func-

tional, but present a limited appeal to a modern patient population, and it is more 

common today to find a computer or games console in a family home than tradi-

tional craft activities. In instances where the patient population is overwhelmingly 

young and male [73], these craft activities may also be particularly unsuitable to 

fully engage them in their rehabilitation. Society has changed dramatically since 

the early days of occupational therapy, and so too have the interests and expecta-

tions of patients who attend for rehabilitation. Yet these interests and expectations 

need to be considered if patients are to be encouraged to participate at an optimal 

level during their therapy. 

Conventional occupational therapy interventions are also less than ideal from a 

clinical perspective, as they provide little opportunity for grading the level of task 

difficulty, and so may be too difficult for patients beginning rehabilitation, and yet 

fail to challenge more able patients [51]. These activities are also limited in their 

capacity to encourage the development of dynamic balance, which entails main-

taining balance and equilibrium while in motion, a skill that is essential in carrying 

out activities of daily living, from shopping to driving a car. Given the limitations 

of conventional occupational therapy activities and the importance of keeping 

patients engaged and motivated in therapy, it is an ever present challenge for 

therapists to find activities that are meaningful to the patient, yet still possess a 

therapeutic value.  In the following section we explore how video games are be-

ginning to be used to address the issue of patient compliance and motivation, es-

pecially with regard to rehabilitation. 

3   Video Games for Health 

The following presents a brief overview of the relationship between video game 

use and various health outcomes. Evidence for and against the benefits of video  
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game use is presented as well as suggestions for future developments that will lead 

to increased exploration of this technology in the health domain. 

In the popular media, as well as the scientific research literature, the playing of 

video games has often been associated with negative health outcomes such as 

increased aggression and violence [2], problems with addiction to gameplay [31], 

social withdrawal [28], increased sedentary behaviour [35], increased risk of car-

diovascular problems [32] and even increased risk of epileptic seizures [14].  With 

the popularity of active gaming systems such as the Nintendo Wii, there has also 

been a rise in reports of “Wii knee” [84], central palmer blisters [106], haemotho-

rax [76] and ruptured tendons [8]. 

Despite the gloom surrounding the negative health consequences of engaging in 

video gameplay, there is an increasing interest in the potential application of video 

game and virtual reality technology to various health domains.  A quick search 

using the terms “video”, “games”,  “medicine, “rehabilitation”, “pain” and 

“health” on the primary medical research database available from the US National 

Library of Medicine (http://www.pubmed.gov) reveals over 1000 research articles, 

many of which report significant beneficial effects of the application of video 

games to health.  The following, far from exhaustive, list of examples provides a 

flavor of how widely video games are being used in health contexts: 

3.1   Games for Health Education and Training 

The use of video games in health is one example of the emerging use of games for 

“serious” applications. Serious games offer an alternative to traditional means of 

informing and educating people across a range of domains from medicine to the 

military [7]. In health contexts, video games have been used to: train surgeons in 

laparoscopic surgery [87], teach children about a range of health and dietary issues 

[58], educating medical students about fall risk in older people [23] through to 

improving cancer-related knowledge in adolescents with cancer [6].  

3.2   Games for Healthy Weight  

Many “exergame” or interactive gaming systems that are commercially available 

have had significant impact on the increasing problem of obesity and diabetes in 

children, adolescent and adults. Video games are being used to promote healthy 

diets in young adults [77], increase energy expenditure in young children [29], 

promote physical activity and decrease sedentary time [63] as well as promote 

weight loss among overweight children and adolscents
28

 and increase overall  

fitness [103]. 

3.3   Games for Pain Distraction  

One of the most interesting uses of video games is as a distraction therapy for the 

treatment of pain.  Pain tolerance (in response to a cold pressor stimulus) has been 

shown to be improved while children and young adults [2] play video games. The 

fear of pain (needlestick) in children has also been shown to be significantly  
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reduced while children play self-distracting video games [104]. Distracting video 

games have also been shown to significantly ameliorate the subjective level of 

pain experienced by children in pediatric burns units during dressing changes [38]. 

3.4   Virtual Reality as a Rehabilitation Tool 

In recent years one of the emerging rehabilitation tools that appears to meet the 

challenge of finding therapeutic interventions that are both purposeful and moti-

vating, is the use of virtual reality (VR) technology [44]. Virtual reality systems 

involve the use of a three dimensional computer simulation of the real world, or 

imaginary space, and allow the user to engage with this simulated environment 

through the use of various multimedia peripherals such as a keyboard and mouse, 

joystick controller, video camera tracking, inertial sensors (accelerometers), cy-

bergloves and dance mat. Most recently, the Nintendo Wii controller has become a 

popular, low-cost method for providing individuals with an engaging virtual real-

ity input device.  Users experience virtual environments by interacting with dis-

played images, moving and manipulating virtual objects, and performing other 

actions in a way that engenders a feeling of actual presence and immerses their 

senses in the simulated environment. Users are provided with visual, audio and, in 

some instances, haptic (i.e.: tactile), feedback of their performance to further en-

hance the experience [69].  

Although virtual reality applications have been used in research and entertain-

ment applications since the 1980’s, it was only during the late 1990’s that VR 

systems began to be developed and studied as potential tools to enhance and en-

courage participation in rehabilitation [1]. And the use of virtual reality in reha-

bilitation has slowly been expanding since then, and is now being used success-

fully as a treatment and assessment tool in a wide variety of applications, most 

notably in the fields of motor, and cognitive, rehabilitation. For example, Merians 

and colleagues [67] found that exercise conducted using a virtual reality interface 

enhanced the training of hand movements in patients post stroke, resulting in im-

proved function of the fingers, thumb, and overall range of motion. The research-

ers also found that these improvements were later transferred to real world tasks, 

demonstrating that VR based therapy has the potential to encourage a level of 

exercise intensity and participation that is comparable to conventional  

interventions.  

Virtual reality has also been used successfully in the cognitive rehabilitation of 

patients with traumatic brain injury (TBI). Grealy and colleagues [30] for exam-

ple, conducted research trials with TBI patients which required them to navigate 

around a variety of virtual environments, and found that patients performed better 

than no-exercise controls on verbal and visual learning tasks, as well as demon-

strating improved reaction times. The researchers were able to conclude that exer-

cising in a virtual environment offered the potential for cognitive gains; however it 

is not clear if the gains would have been observed using the same exercises in a 

conventional environment. It is also uncertain if the gains achieved were trans-

ferred outside the experimental setting, or lasted longer than the duration of the 

study. Virtual environments can also be used as a flexible assessment tool to 

safely determine patients’ levels of ability in a variety of real world tasks prior to 
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their return to a community setting, for example. Cristiansen and colleagues. [13] 

found that a virtual reality kitchen proved to be effective in assessing the ability of 

TBI patients to operate safely in such an environment during a meal preparation 

task. Even though the research involved a prototype virtual environment it does 

highlight the potential utility of virtual reality in the training of very practical 

skills and patterns of behavior that will allow patients to function successfully in 

the real world. 

Although these examples provide only a brief overview of the variety of appli-

cations of virtual reality in rehabilitation, the end goal of these initiatives is to 

encourage and motivate patients to participate to their maximum capacity during 

therapy, and thereby develop the skills they need to function in their own real 

world environments in a more independent manner. Weiss and colleagues [51] 

suggest that virtual reality platforms provide a number of unique advantages over 

conventional therapy in trying to achieve this aim. First, virtual reality systems 

provide ecologically valid scenarios that elicit naturalistic movement and behav-

iors in a safe environment that can be shaped and graded in accordance to the 

needs and level of ability of the patient engaging in therapy. Secondly, the realism 

of the virtual environments allows patients the opportunity to explore independ-

ently, increasing their sense of autonomy and independence in directing their own 

therapeutic experience. Thirdly, the controllability of virtual environments allows 

for consistency in the way therapeutic protocols are delivered and performance 

recorded, enabling an accurate comparison of a patient’ s performance over time. 

And lastly, virtual reality systems allow the introduction of “gaming” factors into 

any scenario to enhance motivation and increase user participation [39]. The use 

of gaming elements can also be used to take patients’ attention away from any 

pain resulting from their injury or movement. This occurs the more a patient feels 

involved in an activity and again, allows a higher level of participation in the ac-

tivity, as the patient is focused on achieving goals within the game [90].  

3.5   VR Video Gaming Systems for Home Rehabilitation 

While the use of VR technology has been proven to be effective in laboratory or 

clinical based settings, the equipment used is often expensive, requires expert 

users and has a dedicated purpose.  Furthermore, once a patient returns to their 

home environment following acute rehabilitation care, partial and unmet rehabili-

tation needs may ultimately lead to a loss of functional autonomy, which increases 

utilization of health services, number of hospitalizations and early institutionaliza-

tion, leading to a significant psychological and financial burden on the patients, 

their families and the health care system [101]. The potential for rehabilitation at 

home will enable patients can tailor their program of rehabilitation and follow 

individual schedules, potentially leading to a reduction in subsequent health care 

service provision. Undergoing treatment at home gives people the advantage of 

practicing skills and developing compensatory strategies in the context of their 

own living environment. By leveraging the connectivity enabled by broadband 

technology and video game technology, it should be possible to build distributed 

communities of individuals undergoing rehabilitation as well as providing a 
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mechanism for remote measurement and assessment of function. The following 

section reviews how video game technology has started to be used in a health 

context and then goes on to discuss how mobile agent technology can add value to 

video game systems that can be utilized for home-based rehabilitation. 

In the following sections we will outline how video game technologies could 

potentially be combined with mobile communication technologies to develop a 

“virtual” occupational therapist that can both engage patients in rehabilitation 

exercise once they have returned home from acute care as well as monitoring 

changes in functional ability over time. 

4   Mobile Monitoring in Home-Based Rehabilitation  

Governments and healthcare agencies today are focussing on information technol-

ogy as a means to cut costs and improve quality of care. The current approach in 

e-health is mobile solutions that support patients in different kinds of treatments 

such as rehabilitation. This allows patients to stay at theirs homes or residential 

sets during their medical care period [91]. 

This section focuses on use of mobile technologies in health monitoring for su-

pervised home-based rehabilitation treatments. Section  0presents an overview on 

mobile technologies. Section  0presents the potential use of mobile technologies in 

healthcare domain. This section also defines mobile health monitoring as a way to 

increase the role of OT while patients are participating in given treatments at their 

homes. Section 4.3 presents how methods in the field of computer supported co-

operative work design mobile heath monitoring systems to enhance cooperation in 

home-based rehabilitation treatments.  

4.1   Mobile Computing  

Recent advances in mobile networks and the necessity of processing data during 

transit have led to anytime and anyplace service delivery.  Tremendous growth of 

pervasiveness of technology and increasing trends towards small and portable 

devices, such as mobile phones, PDAs and the like, creates the demand for another 

approach to process information and deliver services, called mobile computing. 

The falling cost of mobile computing devices has allowed complex cooperation 

and communication patterns across geographical areas. As a consequence, mobile 

computing has made a paradigm shift in the way people use computing technolo-

gies in their everyday lives.   

Mobile computing implies wireless transmission, but wireless transmission 

does not necessarily imply mobile computing. Wireless transmission mentions that 

the device should be able to react in a specific way in various situations instead of 

delegating this task to some general purpose distributed entities. The idea replaces 

the Remote Invocation (RI) to Remote Execution (RE). In Remote Invocation, the 

computing device sends required data to the server through massage passing to 

execute a certain process on the server. Therefore, each transaction requires at 

least two acts of communication: request and acknowledgment. Communication 

by data exchange in RI requires both parties to remain on-line during the  
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transaction. The computing device and server should also get agreed on a protocol 

in advance. In order to overcome the difficulties of using RI, in remote execution, 

the computing device does not only call the process on the server but also provides 

the process for itself. In other words, each call contains the executable process and 

its arguments. In RE, both, the computing device and the server, should be agree 

on a language instead of a protocol. 

4.2   Mobile Computing and Healthcare  

Recent comprehensive market studies [41,27,64,62] show that mobile computing 

has recently been involved in health care setting. Gregg Malkary, Managing Di-

rector, Spyglass Consulting Group [62] states “Mobile computing in healthcare is 

poised to revolutionize the way medicine is practiced at the point of care. Mobile 

devices enable clinicians to access patient information quickly, efficiently and 

securely from any location and at any time.” This market can be divided in three 

segments [62]: (1) Health record Solutions: This segment is defined by using 

mobile computing to access medical records and informational materials. (2) En-

terprise systems integration: This segment includes integrated computing to access 

clinical and financial information anywhere and anytime. (3) Legacy systems 

integration: This segment is characterized by solving a specific task or business 

process, which requires integration with clinical systems. Legacy systems require:   

• Cooperation: Healthcare processes involve various roles and agencies 

who must cooperate. These roles, called cooperative roles [9] - are typi-

cally distributed across geographical areas. Here, cooperation addresses 

the situation that roles individually and independently interact together to 

achieve a common goal [36]. The need for cooperation is highlighted 

when a process spans across multiple agencies [16]. In such a healthcare 

process, the integrated system must support a cooperative knowledge 

based environment that facilitates cooperation considering relevant in-

formation leading to the successful resolution of the process.  

• Communication: According to what we mentioned above, cooperative 

roles need to exchange relevant information to facilitate cooperation. 

Therefore, along cooperation, they also need to communicate. Since roles 

are geographically dispersed, in order to avoid having sporadic contacts, 

mobile communication is beneficial. This technology supports coopera-

tive roles and ensures that the process can be handled in the most effec-

tive and efficient way possible.   

The market research [62] predicts that legacy segment is going to grow the fastest 

over the next coming years. The study states that departmental healthcare systems 

are already in place and store much of the clinical information. On the other hand, 

clinicians still need to be assisted in some medical processes such as tracking 

patients at their homes. The use of mobile computing, in order to track home-

based treatments, is one of the contributions of Mobile Health Monitoring. 
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4.3   Mobile Health Monitoring 

Schwaibold and et al. [91] believe that “To enhance the quality of treatment for 

those people [patients], it is vital to enhance the quality of their monitoring first, 

so those instructions for nutrition and treatment can be optimized and the patient 

might be informed faster.” Today, one problem in healthcare is insufficient avail-

ability of patient information while she/he is out of physical access. In addition, 

the period of time that decisive vital signs can be measured is also long. This con-

cern has led to the use of mobile computing in health monitoring systems, called 

Mobile Health Monitoring (MHM). These kinds of systems are increasingly seen 

as an effective method of providing patient care. MHM allows for continuous 

transmission of patient information such as vital sign or treatment progress to 

doctors. Furthermore, the management of chronic diseases has long been recog-

nized as an application of mobile monitoring [61,83].  

Magrabi and et al. [61] have developed a web-based system for home monitor-

ing in cystic fibrosis. The system provides a standard browser which gets activated 

whenever new patient data is sent. The system, based on comparison and analysis 

with the patient’s history, sends reminders and suggestions to the doctor and pa-

tient via email. In this system, the need of automation for data entry by body-

attached sensors has been ignored. Kunze and et al. [50] introduce the concept of 

Ubiquitous Healthcare and developed a Personal Digital Assistant (PDA) as a 

mobile base station for communication between the monitoring device and a mo-

bile phone through Bluetooth. Kirn raises the problem of insufficient participation 

of patients in treatment-related activity and introduces a www-based information 

platform for cancer treatments (OnkoNet Thuringia). In order to achieve better 

integration of patients and medical professionals in all information-related  

activities during diagnosis, therapy, and care, he mentioned three-level system 

requirements for mobile coverage of health systems in a health sector; (1) Health 

providers, (2) Health customers or patients and (3) Relevance of mobile comput-

ing. The key factor of these requirements is availability of health services in all 

parts of the health supply chain, which is promising by MHM.  

Hence, in recent years, the application of mobile computing in health monitoring 

has increased tremendously. Mobile health monitoring can be defined as mobile 

computing, health information and communications technologies. This represents 

the evolution of computing in health systems from traditional desktop telemedicine 

platforms to mobile configurations [45,25,108,74,52,21,40,12,54,24]. Mobile 

health monitoring is a way to remotely capture health information from patients in 

four levels [21]: 

• level one: Microsensors - capturing health information by using small 

size, intelligent low-energy active devices e.g.  [25].  

• level two: Wrist devices - monitoring health information by using com-

bine sensors, circuits, supply, display and wireless transmission in a sin-

gle box, which is very convenient for common physical activities, e.g. 

[108].  

• level three: Health smart clothes - capturing information by using health 

sensors that have to be thin, flexible and compatible with textiles, or 
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made using textile technologies, such as new fibers with specific (me-

chanical, electrical and optical) properties [3,45,65,24,105,33,34].  

• level four: Health smart homes - avoiding the cost and inconvenience of 

long hospitalization. “Exosensors” are used for measuring of the activity 

and behavior of patients. One of the most well-known applications for 

this level is continuous monitoring of patient progress in home-based 

treatments such as monitoring of elderly during rehabilitation and  

stepping treatments. In recent years, there has been an increasing trend 

towards the use of level four MHM in home-based treatments such as  

rehabilitation.  

Following our discussion in Section 3.5, considering the potential benefits of us-

ing video games for encouraging patients to participate in rehabilitation treat-

ments, mobile technology can monitor progress of patients. Mobile monitoring 

allows us to remotely track the treatment process on a period of time. This is one 

of the applications of the level four MHM.     

4.4   Mobile Health Monitoring for Rehabilitation 

Rehabilitation treatments often take place in four steps (see Fig 1) (1) Referral: 

The doctor refers the patient to the Occupation Therapist (OT) and informs the OT 

 

 
 

Fig. 1. Rehabilitation Treatments 
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about the patient’s Problem. (2) Planning: The OT gives a rehabilitation plan to 

the patient. (3) Progress Report: The patient reports her/his progress to the OT. (4) 

Discharging: if the OT is satisfied that the patient will be able to perform daily 

tasks, she/he discharges the patient, otherwise the OT will go back to Step2.  

This scenario will work provided the patient and the OT are located in the same 

place. Therefore, the OT receives direct information about the results of the pa-

tient’s treatment. In home-based rehabilitation, when the patients are asked to play 

rehabilitation games at home, the OT unlikely receives punctual and real-time 

information about the game results. This affects the success of rehabilitation 

treatments at homes. In the next section, we propose level four of MHM to moni-

tor Patient’s progress when she/he plays a rehabilitation game at home. 

One of the major questions facing the management of integrated MHM systems 

is how to utilize emerging Information Technology (IT) tools and techniques to 

facilitate cooperation between different agencies and roles involved in treatments, 

called cooperative roles [80]. Currently, there are different integrated standards for 

cooperation in distributed systems such as Internet SNMP, OSI, RM-ODP, TMN, 

TINA, and IETF. These standards are based on an assumption that the cooperation 

between roles is sufficient. Therefore, when cooperation needs to be enhanced, 

such as when the OT does not have access to the patient’s progress in home-based 

rehabilitation, these standards will not be able to effectively manage to monitor 

patients. The major hindrance to solve this problem is the lack of a mechanism to 

support cooperation. We borrow the concept of contextual awareness from the 

field of Computer Supported Cooperative Work (CSCW) for this purpose 

[68,80,79,17,18].  

Contextual awareness refers to the knowledge of a cooperative role based on 

the context. Context is a set of suitable states and settings concerning a user, which 

are relevant for a situation in the process of adapting the services and information 

offered to the user [20]. In stepping treatments when the patient plays rehabilita-

tion games at home, she/he does not have sufficient cooperation with her/his OT 

to inform her/his progress. The patient should go to the clinic regularly, which is 

very inconvenient and often does not happen. As a result, the OT has a lack of 

contextual awareness that is caused by insufficient cooperation between the OT 

and the patient. Therefore, here, to have an effective mobile health monitoring 

system we need to enhance the cooperation by using mobile technologies.  

Ray and et al [80,17,18] propose a four-step process to enhance cooperation that 

illustrates opportunities to share contextual information among cooperative roles. 

The steps are summarized as follows: 

• Step One: Recognizing the cooperative work as it is. In this step, we ana-

lyze the actual cooperation between roles, although it may be insufficient 

and needs to be enhanced. Fig 2 shows the current cooperative work 

among Doctor, OT, and Patient in rehabilitation treatments. This coopera-

tive work, in Fig 2, is based on the treatment process for rehabilitation 

presented in Fig 1. 
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Fig. 2. Cooperative Work for Rehabilitation 

• Step Two: Recognizing Available Awareness (AA) for each Role.   In this 

step, we measure the cooperation by understanding of contextual aware-

ness for each role. For different informational articles, we should find out 

awareness of each role. Provided the patient and the OT are located in the 

same place, the OT can receive direct information about the result of 

treatments. In home-based rehabilitation games, when the patient is at 

home, the OT unlikely receives punctual and on-time information about 

the game results (see Fig 3).  

 

Fig. 3. Available Awareness for Rehabilitation 

• Step Three: Recognizing Required Awareness (RA) for each Role. In this 

step, we find out the required knowledge of cooperative roles, which is 

called Required Awareness (RA), although it may be different from what 

actually roles are aware (AA). Fig 4 shows that the game result is re-

quired by the OT in order to continue planning or to discharge the  

patient.  
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Fig. 4. Required Awareness for Rehabilitation 

• Step Four: Enhancing cooperation. If we have such contextual informa-

tion in RA that is missing in AA, then there is an opportunity to enhance 

cooperation among roles. This enhancement helps roles to (1) share their 

knowledge about missing contextual information, (2) intelligently behave 

when they are aware of that extra information.  Step 2 and 3 illustrate that 

the OT is not aware of the game result as fast as it is required, which con-

sequently shows insufficient cooperation between the OT and the patient. 

As such, by enhancing cooperation between the patient and the OT, (1) 

the patient will be able to share the game results with the OT and (2) the 

OT will be able to plan to continue the treatment or discharge the patient 

(see Fig 5).  

 

Fig. 5. CSCW Support to Enhance Cooperation between OT and Patient 

Software agents are pieces of software that act on behalf of cooperative roles [71]. 

One of the solutions to increase awareness in cooperative environments is to take 

people involved and train them to act based upon awareness of their environment. 

However, literature [70,95] in human-computer interactions proposes use of soft-

ware agents by describing different problems that can be solved with agents. Some 

of these problems, related to this research, are pointed out here:  
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• Irrelevant information: As we mentioned above, mobile health monitor-

ing often needs cooperation in a highly distributed environment. Software 

agents can support human roles offering integrated automated coopera-

tion to retrieve information. In order to avoid bombarding an individual 

with irrelevant or loosely relevant information, using software agents is 

beneficial [80].  

• Sporadic contacts of cooperative roles: In mobile health monitoring, 

when roles need to remotely cooperate, one of the challenges is sporadic 

communication. Software agents, providing mediated communication 

among human roles, can be useful in such situations. This has been con-

firmed by different cases [100,107,88,78,96]. 

Hence, we are going to set up an agent-based architecture to enhance cooperation 

between the OT and the patient. Such architecture should be capable of transfer-

ring the patient’s progress to the OT. It also requires providing the OT’s feedback 

to the patient. Fig 6 presents a mobile monitoring system for home-based rehabili-

tation games. The designed architecture is based on interactions between human 

roles and software agents. Human roles i.e. Doctor, OT and Patient are represented 

by . In the designed monitoring system, we use two types of software agents: (1) 

Resident Agent [72], simply called agent, which will be installed on the game set 

at the Patient’s home. This kind of software agent is represented by . (2) Mobile 

Agent, which are represented by  and will be installed onto Patient and OT’s 

mobile phone.  Fig 6 shows that mobile agents communicate together by SMS 

while a Bluetooth network should also be installed in the patient’s home to pro-

vide communication between the Game Agent and her/his mobile (see  Fig 6). In 

the designed system, represented in the figure, interactions and their sequences are 

as following: (1) the doctor refers the patient to the OT and informs the OT about 

the patient’s problem.  (2) the OT writes a SMS informing which step and how 

long to play for the patient (3) the OT mobile agent sends the Time-and-Step SMS 

to the patient mobile agent.  (4) The patient mobile agent displays the Time-and-

Step SMS to the patient. (5) the patient sets the game with the step and the time. 

Then she/he plays the game. (6) the game agent sends the number of mistakes to 

the patient mobile agent through bluetooth.  (7) the patient mobile agent sends a 

SMS informing the number of mistakes.  (8) the OT mobile agent displays the 

number-of-mistakes SMS to OT. (9) If the number is satisfactory and the OT is 

satisfied that the patient will be able to perform daily tasks, she/he will discharge 

the patient and writes the STOP SMS, otherwise the OT repeats Step2. (10) the 

OT mobile agent sends the STOP SMS to the patient mobile agent. (11) the pa-

tient mobile agent displays the STOP SMS to the patient.  

The impact of mobile technologies for home-based treatments changes the way 

that health professionals traditionally deliver their services. Given a mobile health 

solution, the patient and health professionals will experience a radical shift in service 

delivery. Therefore, it is necessary to evaluate potential identified technologies, 

which requires an evaluation framework with customized criteria that show how the 

technology can be used by patients and health professionals. In the following section 

we present a framework to evaluate usability of such solutions as we designed here.  
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Fig. 6. Agent-based Architecture: Mobile Monitoring of Home-based Rehabilitation Games 

5   Usability Evaluation Framework 

Technologies are becoming more and more complicated, powerful, and mysteri-

ous, but if the systems are not practical and usable, they create problems for the 

user. Therefore, the operation of systems should be easy and uncomplicated to 

ensure maximum benefit for the user [102].  

One of significant issues in designing a new technology in medical devices and 

introducing products to the market are social acceptance and practical usability. 

New technologies are very business critical and are characterized by a wide range 

of factors lying in the lifecycle of the product development. Therefore, American 

National Standards Institute’s Human Factors Design Processes for Medical De-

vices states the usability evaluation for complying medical products [4]. Rubin 

[89] defines Usability Evaluation as “a process that employs participants who are 

representative of a particular target population to evaluate the degree to which a 

product or a system satisfies basic usability criteria”. 

The purpose of this section is to briefly describe meaning of usability and in-

troduce a framework that we are going to use in our future imperial research for 

evaluating mobile monitoring of home-based rehabilitation systems. This frame-

work is based on two well-known existing evaluation frameworks; one is for as-

sessing usability of medical information technologies at patients’ homes [47] and 

one is for evaluation of usability in health monitoring technologies [19].      

5.1   A Framework for Usability Evaluation of Mobile Health Monitoring in 

Home-Based Rehabilitation Games 

In order to develop a medical device and utilize the system to its full capabilities 

while it is facilitated by information technologies, considerations of human factor 

aspects in the designs of both hardware and software are vital. Therefore, Kauf-

man et al. [47] propose their methodological approach based on CSCW. We fol-

low their proposed methodology that has been already applied on a home-based 

telemedicine system for diabetes in IDEATel project [92]. Since the concept of 

health monitoring has not been taken in this framework, we basically integrate this 

framework with the meaning of usability and guidelines for usability measurement 
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proposed by Daniels et al. [19]. Daniels’ proposal is based on internal metrics [42] 

and quality of product in-use [43] as it is described in ISO 9216 Quality Model.  

 

 System Description - We are going to evaluate use of our designed MHM for 

home-based rehabilitation games. The system involves interactions through mo-

bile communications as it is described in Section 4.4 (see Fig 6).  

 

Cognitive Walkthrough Evaluation - The cognitive walkthrough (CW) is, basi-

cally, a method to inspect compatibility of users’ knowledge and system interface 

to perform a task regarding the chosen performance measurement. The method 

involves identifying sequences of actions and goals required to accomplish a given 

task by evaluating the cognitive processes of users. CW has been applied to study 

of usability and learnability of several distinct medical information technologies 

[55,75]. According to Fig 6 and considering what we discussed in Section 4.4, 

Table 1 describes Goals/Actions in home-based rehabilitation games.  

Table 1. Goals/Actions Analysis - Cognitive Walkthrough 

 

Goals Activity 

Referral 
The doctor refers the patient to the OT and informs OT 

about the patient’s problem.  

  

Planning 

1. The OT writes a SMS to the patient informing which 

step and how long to play. 

2. The patient receives an SMS informing how long and 

which step she/he should play. 

  

Progress Report 

1. The patient sets the game and starts to play.  

2. The OT receives a SMS informing the number of mis-

takes that the patient made and how long she/he played.   

  

Discharging 

1. If the results are satisfactory and the OT is satisfied that 

the patient is able to perform daily tasks, she/he will send a 

SMS discharging the patient.  

2. The patient receives a SMS asking to stop the treatment.    

 
In fact, the technology proposed for mobile monitoring is based on SMS and Blue-

tooth communications. These features are supported by most of available mobile 

phones on the market. The monitoring system does not even need Internet connec-

tion. Therefore, if the patient does not use Internet, she/he is still able to benefit 

from mobile monitoring while playing the rehabilitation game at home. However, 

according to [55], provided the patient does not oppose, we should install two 

cameras; one to record how the patient reacts to the system and one to record the 
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 system screen. Then we run macro and micro analysis to find out performance 

measures presented in Table 2. These measures are adapted from the performance 

measures in Daniels’ framework [19] and can be measured with following two 

methods: 

• Macro analysis – In order to analyse the videos recorded from patients, 

one of the options is Macro Analysis followed by guidelines of [55]. 

Macro analysis investigates performance measures for the whole system 

with all its functionalities and actions.  

• Micro analysis – The next step is performance measurement for each of 

the actions that the patients perform. This analysis measures performance 

of actions one-by-one and it is adapted from [55]. 

Table 2. Performance Measures [19] 

Measures 

1. The time taken to complete a task 

2. The number of tasks completed in a time limit 

3. The ratio on successful to unsuccessful interactions 

4. the number of errors 

5. The time to recover from errors 

 
Field usability evaluation - We are going to install an easy-to-use touch screen 

and ask five different categories of questions. The field usability evaluation is part 

of the Kaufman’s framework, although the categories have been borrowed from 

Daniels’ framework [19]. Therefore, the meaning of usability is for monitoring 

systems, although the field usability evaluation is based on what has been pro-

posed for home-based medical devices.    

• Thinking aloud – This method is one of the most successful methods to 

evaluate how users think and not only what they do [93]. This method 

has been recognised as one of the most successful methods in evaluation 

of usability of electronic medical devices [22,55]. The idea is a free 

comment area in the touch screen that can be filled by patients when they 

use the system. Then, we will classify and code the comments using sup-

portive tools such as those introduced in [22,89].  

• Question asking method – We will develop electronic questionnaires 

which will appear on the touch screen. The nature of this method is simi-

lar to the think-aloud method, but the goal is investigating how the sys-

tem works from Patient’s point of view. Therefore, we just select those 

actions in Table 1 that are being performed by patients. We have de-

signed our questions (see Table 3). 
• Interviews - Some aspects of usability can be found from the OT’s point 

of view by simply asking how they feel about the system under study, 

how the system can help them and their clinics and what recommenda-

tions should be taken into account. However, such a study requires  

caution, especially in interpreting the OTs’ opinions [86].  
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Table 3. Questions for Question Asking Method 

 

Activity Questions 

Patient receives a SMS in-

forming how long and which 

step she/he should play. 

1. Do you know which step and how long you 

should play? 

Yes ( )       No ( ) 

2. Do you like this feature to receive your plan 

by SMSs? 

Yes ( )       No ( ) 

3. How would you rate the ease of use of the 

product? 

Very difficult ( )    Difficult ( )    Affordable ( )    

Easy ( ) 

  

Patient sets the game and 

starts to play. 

1. Do you know how to set the game? 

Yes ( )       No ( ) 

2. Do you like the set up wizard? 

Yes ( )       No ( ) 

3. How would you rate the ease of use of the 

product? 

Very difficult ( )    Difficult ( )    Affordable ( )    

Easy ( ) 

  

Patient receives a SMS asking 

to stop playing.      

Do you like this feature to receive your dis-

charge by SMSs?  

Yes ( )       No ( ).   

  

General interest question 

1. Would you buy his product if it is available in 

the market? 

Yes ( )       No ( )      Maybe ( ) 

2. Do you think this system will help you to get 

a quicker response, if an incident happens while 

you play the game? 

Yes ( )       No ( )      Maybe ( )      

 

6   Conclusion and Future Work 

This chapter after a brief introduction on Games for Health, specifically rehabilita-

tion treatments, shows that rehabilitation research reports that exercises, designed 

for physical therapy, are often dull and repetitive. Therefore, adherence to training  
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is poor [26], which can be improved by involving patients in interactive games 

[15,87,26]. There are also bodies of research that show home-based rehabilitation, 

providing convenience to patients, are more effective than traditional methods 

[97,94,49]. However, there is an empirical report that shows the role of monitoring 

in home-based rehabilitation has been largely ignored [82]. The report shows that 

hospital-based rehabilitation treatments are more effective than unsupervised 

home-based rehabilitation exercises.  This chapter has proposed a mobile monitor-

ing system to address the supervision problem of home-based rehabilitation 

games. 

The idea of bringing rehabilitation treatments to homes requires supervision 

and reviewing of patients’ progress.  Without using mobile technology, patients 

report their progress time-by-time, which is often not enough for an effective 

treatment. Therefore mobile monitoring allows patients to easily transfer their 

accrued progress after each exercise to her/his OT. This increases the OT's aware-

ness of the patient's progress and accordingly improves the efficacy of rehabilita-

tion treatments. In order to achieve maximum usability, we have chosen very basic 

technologies i.e. SMS and Bluetooth that are supported by most of the mobile 

phones. 

The proposed MHM is new and untried either in a simulated or real production 

environment. An initial proof of concept as an exemplar is made in the chapter 

while exemplars are a common way to provide initial validation to a new method 

in software engineering. We are also planning to run an experiment based on a 

usability evaluation framework described in Section 5. 

The nature of the rehabilitation game is such that it may be possible for a pa-

tient to suffer a fall while one of the benefits of monitoring is fall detection. In this 

case, the system should detect the incident and bring online a hierarchy of recov-

ery services. This can start with sending an alarm to the hospital. In order to 

achieve this goal, fall detection requires monitoring sensors attached to the pa-

tient’s body. Although, currently, the proposed system does not support such a 

feature, we are planning to add sensing devices with bluetooth communication 

with the patient’s mobile phone. Therefore, the system will also be able to detect 

falls and alarm emergency and recovery services.  Furthermore, fall detection 

ensures patients that they are under monitoring and if an incident happens, they 

will be safe. This will help to increase the usability acceptance of the system.  
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Abstract. Intelligent Decision-Support (IDS) mechanisms to improve an 

‘in-action’ facilitator intervention model and ‘on-action’ evaluation and re-

finement model are proposed for contemporary Virtual Reality Healthcare 

& Rehabilitation training. The ‘Zone of Optimized Motivation’ (ZOOM) 

model and the ‘Hermeneutic Action Research Recursive Reflection’ model 

have emerged from a body of virtual reality research called SoundScapes. 

The work targets all ages and all abilities through gesture-control of respon-

sive multimedia within Virtual Interactive Space (VIS). VIS is an interac-

tive information environment at the core of an open-ended custom system 

where unencumbered residual function manipulates selected audiovisual 

and robotic feedback that results in afferent-efferent neural feedback loop 

closure. Such loop closure is hypothesized as the reason why such interac-

tive system environments are so effective in the context of rehabilitation 

and healthcare. The approach is adaptive across the range of dysfunction, 

from the most profoundly disabled to traditionally developed. This proposal 

considers enhancing VIS data exchange, i.e. human input information 

matched to responsive content, through dynamic decision-support of ad-

justment of difficulty encountered. To date facilitator role has included 

manual parameter manipulation of interface to affect an invisible active 

zone quality (typically, sensitivity or location) and/or content quality. In-

action human adjustment-decisions are according to interpretation of user 

state and engagement. Questioned is whether automated support for such 

decisions is feasible so that dynamic difficulty adjustment (DDA) of that 

which is encountered by the user is considered optimal to goal. Core issues 

are presented to detail and justify the concept. Findings are related to cur-

rent trends with conclusions reflecting on potential impact. 

Keywords: Afferent-Efferent Neural Feedback Loop Closure, Gesture-control, 

Sensor-based Interactivity, Virtual Reality Healthcare & Rehabilitation, Virtual 

Interactive Space (VIS), Dynamic Difficulty Adjustment (DDA). 

1   Introduction 

This position chapter discusses a body of research that originated from a  

teenager’s simple interactions with a profoundly disabled uncle. Empowerment 
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was through adaptive use of a traditional foot pedal device normally used by a 

guitarist to control musical parameters. Manipulation of auditory feedback was via 

upper torso gesture that raised or lowered the pedal positioned under an elbow. 

Euphoric response and continued, motivated interactions followed with resulting 

life quality change and well-being alongside improved communications and social 

interactions by the disabled uncle. 

The profound impact and understanding of potentials from empowering leisure, 

recreation and entertainment as fun training through sensing technologies and 

responsive multimedia were not realized until a decade and a half later. A hybrid 

electro-acoustic instrument to empower disabled people to be able to creatively 

express and freely play with sounds through residual gesture was realized. Subse-

quent studies explored beyond solely auditory. Motion controlled audiovisuals and 

robotic devices was also explored as feedback stimulus. 

To date, abductively-generated models have evolved from SoundScapes’ ap-

plied research. These models focus on how (1) facilitator intervention optimizes 

motivated-participation in technology-enhanced therapeutic training sessions, and 

(2) how original session material is analyzed and reanalyzed recursively to opti-

mize knowledge and knowing. Each model is presented in this position chapter. 

Sessions using this form of ‘training’ differ from traditional rehabilitation in-

tervention as fun user-experiences are targeted via gesture-control of virtual reality 

(games or abstract content in the form of digital painting or music making). Thus, 

a whole person-approach rather than a traditional therapist approach to interven-

tion underpins the work – this is described elsewhere in this chapter.  

A hypothesis is that intelligent decision-support in the form of machine-

learning can be developed to improve such intervention that has a goal of life 

quality. This position hypothesis is posited in this chapter.  

The next section outlines the original apparatus and method that evolved from 

the research to be responsible for a patent [10] on how gesture-responsive  

non-intrusive sensor-based interactive multimedia can be used in non-formal 

healthcare rehabilitation, and education. A background section then follows which 

informs how performance art has been influential in development of the concept. 

1.1   Outline 

A prototype open-ended interactive multimedia system was created to investigate 

a discovered need of how people with profound disability, who for example can-

not hold a traditional musical instrument, paint brush or computer mouse, desire to 

express themselves creatively and playfully just as others of higher function are 

able to.  

To enable access to such expressivity, the system utilizes whatever residual 

physical function is available to generate data via movement within active sensor 

spaces. Generated data controls multimedia. 

This player space is central to the interactive virtual environment referred to as 

Virtual Interactive Space (VIS)[7].  

The invisible space that acts as the human interface to the open-ended system is 

flexible in that it can be volumetric/3D, linear, or planar according to technology 

used (figure 1). The technologies can also be mixed and matched to suit each case. 
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Fig. 1. Non-invasive sensor profiles used in SoundScapes 

The sensors are non-invasive to enable data-generation from unencumbered mo-

tion, i.e. no need to wear, hold or touch any input device. The unencumbered ges-

ture controls responsive multimedia that is pleasing, direct and immediate so as to 

digitally mirror input to stimulate the user to further react intuitively in such a way 

as to become immersed in the interaction. Motivation is augmented. The mirroring 

technique reinforces a participant’s awareness of movement and proprioception 

and is developed from observations of traditional silver mirror use at rehabilitation 

institutes to train profoundly disabled. 

Aesthetic Resonance (AR) [11] is targeted as exhibited user state via the  

mirroring technique. This is achieved from an optimized session set-up and ex-

perienced facilitator intervention. In such a set-up, mediating technology  

affordances influence a user’s sense of self-agency leading to empowerment and 

potential microdevelopment. The aesthetic value relates to how the user recog-

nizes associations between input physical action/motion and the abstract feedback 

that stimulates further action. Resonance is a known quality of the motor system in 

how it responds during observation of an action [47]. This form of resonance be-

havior links directly to the human condition, and the body’s capacity for ‘release 

phenomena’ [57] and ‘response facilitation’ [12]. Related resonance is where 

higher order motor action plans are coded so that an internal copying of the ob-

served action - in this case the multimedia response; is not repeated but is rather 

used as the basis for a next action [47]. In this way Aesthetic Resonance associates 

directly to closure of the afferent-efferent neural feedback loop, which is sug-

gested as a reason why interactive multimedia is so effective within rehabilitation 

training [11].  

The next section introduces the background of the work.  

1.2   Background 

The patent [10] resulted from the author’s research which began around 1985. The 

concepts and approaches in SoundScapes evolved from an engineering education, 

artistic background (e.g., early work shown at The Institute of Contemporary Arts 



146 A.L. Brooks

 

(ICA), London around 1975), and close association with severely disabled family 

members. 

Over the years, SoundScapes has been used in the author’s own stage produc-

tions and performances, interactive installations (e.g., in Museums of Modern Art, 

international commissions), and as a therapeutic supplement in healthcare and 

rehabilitation. It is the latter that is in focus of this chapter, however linkages to 

performance art should be evident to those in the field.  

The research explores alternative means of creative expression and focuses on 

invisible collection of body function signal data.  

Since the research beginnings, systems to explore the concept have been cre-

ated with a variety of mediums, i.e., arrays of input motion sensing devices 

mapped to an assortment of (output) multimodal contents.  These have led to the 

current open conglomeration where hardware and software are mixed and matched 

appropriate to the user. 

User groups  

Attention for the therapeutic work has been to users who are profoundly disabled. 

This is a community consisting of many who are unable to speak, yet, through 

their idiosyncratic means, are able to communicate to guide facilitator interven-

tion. Intervention in this case refers to the actions taken by the facilitator in train-

ing sessions. 

Much has been learnt from such sessions with extreme cases where the author 

has had the role as facilitator and designer working with therapists and healthcare 

workers that usually know the user well. Such learning has contributed to the 

system, conception and methodology resulting in it being successfully applied 

within other sectors of disability with people having higher functions. These in-

clude acquired brain injury (stroke), Down syndrome, Cerebral Palsy, and many 

others. Increased use is also in the growing sector of aged towards supplementing 

future service needs. 

Recent adoptions by healthcare and rehabilitation professionals of affordable 

commercially available game systems, such as Nintendo Wii, correlate to the 

author’s original concept. Such contemporary game platforms utilizing alternative 

sensor-based gesture-controllers improve upon the author’s basic gesture-

controlled interactive non-abstract content, i.e. video games. These have been used 

in SoundScapes’ therapeutic situations since around 1998.  

An example of game-based intervention is where the Sony EyeToy was used in 

a study designed and led by the author involving children (n=18) at two hospitals 

in Denmark and Sweden. The children, 10 females and 8 males, were of high 

function and across the age range of 5-12 years-of-age, (mean 7.66). Control was 

those not in sessions.  

The children’s gesture controlled screen artifacts which motivated further inter-

action and physical activity [9]. Doctors and play therapists who conducted the 

clinic sessions responded favorably to children’s reactions. However, in this inves-

tigation the design was that there was no opportunity given for the facilitator(s) to 

change game parameters. Thus, those with high competence quickly became 

bored. Equating to the state of flow [15, 16, and 17] being diminished. A need was 
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for parameter programming change of both human motion data capture device (i.e. 

feedforward) and presented content, i.e. visuals, audio, (i.e. feedback). Addressing 

this need in a high-quality game is unusual, yet, it would give opportunities for 

facilitators to adapt the situation to maintain user engagement and motivation. 

Differing from this example is a SoundScapes study with learning challenged 

individuals at a school for cultural education and at a special school for youngsters 

who are profoundly disabled [8].  

The open-ended system enabled programming of both feedforward and feed-

back that enabled facilitator parameter change to motivate the users in an optimal 

way. This is often done on the fly in response to user interaction with the mediat-

ing technology.  

Reflecting this need for an open-ended system and approach this chapter pre-

sents the models that support the decisions in sessions as well as suggesting the 

related next step to further the work through machine-supported decision-making 

to support the service personnel load of the future. Machine-supported decision-

making is seen as a means to optimize calibration and adaptation of the interface 

in ‘real-time’ that is matched to the content control. 

The next section briefly introduces the concept and open system conglomera-

tions including the focused system that was created to be adaptive to individual 

needs and preferences. The facilitator role is presented in the subsequent section 

followed by a section on in-action and on-action decision-making. 

2   Concept Need and System Conglomerations 

Population demographics are changing dramatically so that aged and disabled are 

predicted to increase at an astounding rate. The concept in question was designed 

to be open and without constraint of user ability or age. It has been subject of 

research and development since the mid-nineteen eighties and application is re-

ported in numerous articles. It has evolved through experimentation and prototype 

iterations via system conglomerations consisting of libraries of input device and 

output content that can be mixed and matched and subsequently further tailored to 

be adaptive to a specific user and therapist goal. Custom setup designs include 

sensor-based input control devices that are worn (e.g., biofeedback), non-invasive 

(e.g., invisible such as cameras, infrared or ultrasound), or free-standing/or held 

(e.g., video game controllers). These devices offer various opportunities for alter-

native means of interaction of various interactive content such as abstract artistic 

expressions (e.g., painting or music making), robotic devices, or digital video 

games. More recently, affordable commercial systems such as Sony’s Playstation 

EyeToy®, GestureTek’s Interactive Virtual Reality Exercise System (IREX®™) 

and Nintendo’s Wii®™, and others are also used.  

The author’s created conglomerate system that is in focus in this chapter sug-

gests advancement beyond such commercial game systems for use in healthcare 

and rehabilitation. The possibility of personalization, i.e. of both feedforward and 

feedback interaction is directly associated to the decision-making topic of this 

chapter as this is a need for future efficient systems to optimally motivate  

participation.  
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2.1   Adaptive to Individual Needs and Preferences 

The concept involves system adaptation according to each user’s needs and  

preferences. Programming flexibility of the created environment/situation (re-

ferred to as Virtual Interactive Space (VIS) [7]) enables sensitivity of sourcing 

human data (mostly motion) to be tailored to the individual and then mapped to 

responsive medium(s). This is presented in such a way to stimulate the user to 

react according to a therapeutic training goal. As presented earlier in the chapter, 

user afferent-efferent neural feedback loop closure is suggested achieved in this 

way (figure 2).  

 

Fig. 2. Afferent-efferent neural feedback loop closure [see also 11] 

In figure 2 the dotted oval represents the human and the objects are the data signal 

processing (DSP). Effectors action is captured by the sensing device and sensory 

input is presented via display (visuals) or speakers (auditory). Re-programming 

(configuration change) of the VIS input device and content is according to user 

reaction and is carried out by the facilitator in the action phase of the session. It is 

also reflected upon post-session and the system is refined accordingly. By affect-

ing incremental VIS changes, reafferentation training is evoked (figure 3). This is 

a strategy of change where a familiar goal e.g. a sound according to a specific 

location in space is changed to induce user detection of error, search to correct, 

and subsequent correction and re-learning of new location. This technique is used 

to extend movement without engaging at a conscious level. Decisions innate to 

SoundScapes are evident of facilitator reafferentation strategies for each user and 

this is optimized through the use of invisible interface technologies [e. g., 7-11]. In 

other words, this form of training is where familiarity of the location of action 

effect (i.e. revisited causal - data/feedback -hotspot) is manipulated through  

facilitator change of system parameter (e.g., head direction/location, sensitivity of 

sensor). Locations of no-action ‘stillness’ zones are also designed for PMLD par-

ticipant communicated “pause”, “change”, or “end”…etc. 
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Fig. 3. Reafferentation training: incremental movement change of feedback stimuli 

2.2   Facilitator Role: Intervention 

A main role of the facilitator in this applied research is to support the user’s  

perception of what can be done. Empowerment of ‘doing’ is essential for user-

experience. As stated previously, in most instances an input device that is based 

upon technology that is invisible to the human eye is used (e.g., infrared, ultra-

sound, or camera – figure 1). In these cases the feedback content acts as the direct 

communicator of feed-forward action and thus becomes the ‘perceived interface’. 

This direct and immediate causal feedback loop, if optimally configured to be 

interesting and engaging, motivates user participation.  However, such engaged 

motivation can become problematic as user-drift from the interface sensing area 

can occur, e.g. via over-enthusiasm.  

The facilitator must ensure positioning of the means to source the human ges-

ture is optimal (input device location, direction, and setup) along with appropriate 

content with affordances to guide the user to remain connected to the sensing 

input device so that perceived ‘doing’ (i.e. interaction with the multimedia) is 

intuitive. This also assists motor control training and associated cognitive relations 

to same. Goal-directed user behavior is targeted via facilitator system-change 

decisions based upon expert input (therapist, professional healthcare, and/or fam-

ily/friends) such that user sense of self-agency is achieved that leads to a user 

sense of empowerment. This inner empowerment is represented externally through 

non-verbal indicators such as facial responses, eye contact, and interactions. The 

feedback-feedforward link is thus responsible for ensuring action possibilities 

available in the environment are evoked as natural. However, even if the VIS is 

optimally set up as outlined so that the user is immersed in the experience it is 

meaningless unless the user can perceive what he/she can achieve through partici-

pation. This instructive, often demonstrative, facet of facilitator intervention is 

often overlooked as such instances involve improvisation that often involves 

physical guidance of the known user abilities alongside knowledge of both the 

input device (interface) and the mapped content. In-action decision-making is 
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where a system-change is deemed required to maintain and optimize motivation of 

a user when undergoing a training session with the responsive virtual real-

ity/multimedia system.  

On-action decision-making reflects on archived video footage and other trian-

gulated material from a session along with facilitator notes and recall. In-action 

decision-making is at the sole discretion of the facilitator conducting the session 

with the participant as these are usually one-to-one1 with a target to promote self-

driven play, i.e. without facilitator intervention. On-action decision-making can 

involve additional input such as therapist, healthcare professional or even family 

who can suggest preferences when the user has no verbal ability. The role of fa-

cilitator involves intuitive reflection and action in the form of system change 

based upon close observation of the user’s exhibited reactions and emotions, i.e. 

feedforward, as well as the system response to user input, i.e. feedback. The facili-

tator role involves using one’s own embedded ‘enactive knowledge’, which asso-

ciates to tacit knowledge and is ‘learned by doing’. It is based on experiences of 

perceptual responses to action, both from the feedforward (observed user) and 

feedback (observed system response) perspective.  Facilitator action (ongoing 

decision-making activity) is thus a response to evaluation of user activity that is 

reactive to the system (and system-change, which is the decision made by the 

facilitator). In this way Varela’s model of ‘enactive cognition’ [58] is associated. 

This type of evaluation has been suggested as ‘the most direct, in the sense that it 

is natural and intuitive, since it is based on the experience and on the perceptual 

responses to motor acts’ [25, p. 2].  

Decision to change is developed through applying the system in various con-

texts and then subjecting the decisions and the reasons behind the decision-change 

to subsequent analysis. Complexities are inherent to such decisions that are based 

mostly upon subjective evaluation of exhibited user reactions to improvised (ex-

perience-guided) intervention. Experiences thus assist such complexities due to 

learning from making wrong decisions of change system parameters. 

2.3   Motivation 

Motivation is defined as a feeling of a need to do something [35] and it is this 

feeling and need that is a goal of design, intervention and refinement in respect of 

both participant and facilitator in SoundScapes. Included in system use explora-

tion is a dynamic relationship between the inter-related human attributes of ‘emo-

tion’, ‘motivation’, and ‘movement’ (both adapted and non-adapted). Association 

is through the word emotion deriving from Latin e movere, meaning ‘to move’ or 

to produce movement. Relationship between emotionality and adapted/non-

adapted movement is well-documented in the literature e.g. [35]. Optimization 

system use is through matching change parameters to an individual profile so that 

fun is had. Fun relates to joy, which can lead to development [30]. However, emo-

tion, motivation, and movement are all dependent on effective and competent 

parameter change that does not interrupt participant or facilitator engagement in a 

session.  

                                                           
1 Usually the participant’s care-person attends the sessions to ensure well-being.  
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Intrinsic motivation is where engaged participation in a personally challenging 

activity is just for the sake of participating. This stimulates interest, curiosity, 

satisfaction and enjoyment without thought of reward [56]. Intrinsic motivation 

links to the gameplay approach of SoundScapes intervention; it is linked to auto-

telic [55] and flow state [15, 16, and 17]. Intrinsic motivation is considered condu-

cive to creative expression, whereas, extrinsic motivation, i.e. reward based, is 

considered detrimental [2, 3]. Both can be implemented in design/refinement of a 

SoundScapes session. When extrinsic motivation is required, for example, a cre-

ated digital painting from gesture-control can be shown to others acting as a  

simple reward goal [8].  

Experiences from sessions suggest that the motivation continuum between in-

trinsic and extrinsic can be improvised in the intervention phase according to par-

ticipant profile and responses. However, when the feedback content is optimal and 

the participant is in flow state, more often than not, the facilitator role is passive. 

Participant departure from flow promotes increased activity by the facilitator to 

address participant motivation through parameter change or guidance and support.  

Facilitator diligence of participant motivation signifiers is important. Such sig-

nifiers are important because they guide the facilitator in his/her intervention  

strategy. 

SoundScapes intervention strategy has evolved through experiential analysis of 

sessions that have a goal of enriching a life. The strategy is informed through 

reflective analysis both in-action and on-action, especially of original video re-

cordings, of own experiences, especially mistakes. The next section closes the 

evaluation section by presenting the model for intervention that has abductively 

evolved.  

2.4   Intervention Model for Decision-Making 

A session facilitator is acknowledged as having a key role in intervention with 

disabled individuals, e.g. [23, pp. 72-74] [40, pp. 49-50]. Improvised intervention, 

passive or active, is via available system tools (system change parameters made 

available by session design/refinement). Optimizing participant ‘mirroring’ is via 

these resources. Implementing these resources is the foundation of the concept of 

‘Zone of Optimized Motivation’ (ZOOM) (Figure 4). 

ZOOM reflects facilitator intervention specific to system use where motivation 

is optimized (shaded diagonal) and flow state present. It is considered needed to 

contextualize how knowing the right time for introducing change (δ) can lead to 

further development [14]. Participant competence over challenge for a period of 

time can start to wane motivation as familiarity or boredom emerge, recognizing 

this, the facilitator can change a system parameter so that a new challenge pro-

vokes augmented participant input. Changes are participant dependent and flexible 

along a motivational continuum. In other words, they can be organized around 

tasks - motivationally extrinsic and discrete, i.e. in steps, or configured to be more 

intrinsic to motivation perceived as continuous, aimless and exploratory where, 

seemingly, tasks are self-determined [27]. Incrementing challenge can also pro-

voke motivation/learning collapse in line with Yan and Fischer [62]. When a col-

lapse is recognized, often signified by participant disengagement followed by 
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Fig. 4. The Zone of Optimized Motivation (ZOOM) 

communicative gesture, the facilitator has to decide on the intervention step of 

either allowing time (t) for new ‘learning’ to evolve, or alternatively, to return to a 

prior challenge level, or even to a preceding (easier) level to again motivate par-

ticipation. Facilitator experience and knowledge of participant profile guides such 

decisions. Attending caregiver assists by close observation with the aim of pre-

venting participant over exertion and ensuring well-being. 

An experienced participant can also communicate when a change is required, 

either within the current genre (e.g., sound patch change) or more diverse across 

modalities (e.g., from music to painting or game). Such a communication is where 

the participant uses what is referred to as the stillness zone, or non-active area. 

Such use is an indication of learning in profoundly disabled individuals. The proc-

ess of facilitating is improvised, iterative and not as clear-cut as may be believed 

due to participant idiosyncratic traits. Many need initial guidance [49, 50] (physi-

cal or imitation) to articulate, especially the inexperienced. Such scaffolding [61] 

is inherent in the facilitator intervention role. 

3   Therapeutic Applications 

Rizzolatti and Arbib [48] inform how the human performance system has the 

capability to observe and recognize motor actions of another individual through 

neural representations that use the resultant information to map and execute simi-

lar actions as imitation. Motor neuron behavior is thus reactive to meaningful 

visual input. They further inform that the motor system ‘resonates’ during the 

observation and they link resonance behavior to release phenomena, learning and 

instinct [57] as well as to ‘response facilitation’ and cognitive processing [12]. 
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These issues are discussed elsewhere in SoundScapes research and for the sake of 

brevity are not expanded herein.  

In SoundScapes, rather than considering observation and recognition of another in-

dividual, a belief is that brain-generated actions are stimulated from recognition (not 

necessarily consciously recognized) of associations between self-generated feedbacks 

to feedforward actions that are self-emitted (consciously intended or a subconsciously 

responsive action to stimulus i.e. not consciously reacted upon but stimulus-driven). 

Feedback is primary, i.e. self-recognition of feedforward motion, and secondary via 

the mediating content stimuli that results from the motion. As both feedforward excita-

tion and feedback association are adaptive a form of digital mirroring ensues. This 

induces closure of the afferent-efferent neural feedback loop [11]. The adaptation of 

the system-change parameters by the facilitator addresses intention, instinct and reac-

tion interpreted of user input action and reaction. The reaction informs of user motiva-

tion, interest and engagement and it is these cumulated representations that act as guide 

to facilitator improvised control of the system. 

A metaphor to this facilitator role is of a puppeteer who manipulates the strings to 

control interactions, in this case the available system parameters are as the puppeteer 

strings and the puppet is the user. However, the metaphor is temporary as the user 

reacts to perceived system affordances and develops recognition of causal competence 

that result in sense of self-agency, which leads to inner-empowerment that becomes 

externally represented. A form of micro-development ensues that relates to learning 

according to system design and therapist goal. However, system-change parameters 

are under the control of the facilitator and often mistakes are made of when to change 

and to what extent the increment of change should be. Over the years this has been a 

learnt process that is ongoing. Reflective of this acknowledgement is the emergent 

model titled Zone of Optimized Motivation (ZOOM).  

3.1   Evaluation 

Evaluating system use includes assessing participant response, and this is ac-

knowledged as complex [33]. In line with [37, 38] qualitative inductive research 

methodologies were researched and selected to be integrated with the goal to cre-

ate a flexible, multidimensional model to critically understand what was involved 

in system use. Background and development of the emergent model for interven-

tion and evaluation is presented in the following sections.  

SoundScapes has been evaluated to enhance social interactions, competence 

development, and cognitive/physical improvements [7, 39]. Participant awareness 

of enhancement, along with fun from interactions, both with system and facilita-

tor, contribute to motivation. Change is targeted through intervention and is ac-

knowledged in Action Research methodology. The next section introduces Action 

Research as an element of the method foundation.  

3.2   Action Research  

Figure 5 illustrates two sequential iterations of an Action Research process.  

Kemmis & McTaggart [31] describe Action Research as a “spiral of self-reflective 

cycles of planning a change, acting and observing the process and consequences 
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of the change, reflecting on these processes and consequences, and then re-

planning, acting and observing, reflecting, and so on…” (p. 595).  In SoundScapes 

it is considered a social model e.g., due to how planning considers influence of 

attendees, that fits well with the activity theory framework described earlier. In 

this research it contributes as a sequential ‘interactive inquiry process’ [44].  

Environments are both the physical situations where sessions take place and the 

virtual environments that are encountered in the session. Facilitator attention is 

acknowledged as influential in case studies conducted under an action research 

methodology that involves action and learning [36]. Curry [18] informs how “ac-

tion research requires trust, openness, high tolerance for uncertainty and surprise” 

(p. 6). These have been found as key aspects in this specific intervention with 

disabled people. 

 

 

Fig. 5. Example of two iterations of Action Research process 

To satisfy the investigation the temporal linear/sequential profile of Action  

Research required enriching thus a synthesis with a second approach having an 

opposing non-linear recursive profile was made. Mahoney [35] relates how moti-

vation theorists suggest hypothetical tensions resulting in polarized concepts or  

operations promote activity and learning. The multidimensional profile that has 

evolved is illustrated in figures 6(a-p) on pages 156-161. Evaluation was recursive 

considering both linear and non-linear dimensions of archived triangulated mate-

rial, which assisted both in-action and on-action reflective analysis [53, 54]. Her-

meneutic enquiry was found fitting to complement Action Research, especially as 

the approach could be interpreted to investigate systemically between part and 

whole to explore dynamic relationships [21]. 
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3.3   Hermeneutic Spiral 

Hermeneutics is a flexible core interpretive tool suitable for retrospective  

reflection of whole and part [28, p. 134], and is acknowledged as an iterative strat-

egy creating knowledge and knowing [1]. The focus is upon the relationship be-

tween the whole and the parts, which are dependent on each other, and together 

they create understanding. The approach was considered complementary to Action 

Research and the iterative research and development profile of SoundScapes. 

Schleirmacher [52] had an emphasis on knowledge creation through the herme-

neutic circle as a dialectic movement between part and whole with an emphasis on 

understanding in relation to modes of communication. In other words, understand-

ing of the whole by reference to the individual parts and understanding each indi-

vidual part by reference to the whole. His focus was on how the interpreter was 

important in the process of interpretation and for successful interpretation prior 

understanding was involved. [26] also emphasized that a necessity was pre-

understanding within the process of understanding and accordingly extended the 

hermeneutic circle as a spiral; thus with a temporal form. The act of interpretation, 

i.e. the giving of meaning to something, has a time dimension and thus, in Sound-

Scapes, interpretation of data is via forward sequential Action Research comple-

mented by the retrospectively non-linear hermeneutic approach. Interpretation is 

of activity, user-experience, and learning. 

The importance placed on reflection of how experiences between an individual 

and an environment can support development is not new [5, 32]. The synthesis of 

method (action research) and approach (hermeneutics) conducted as ‘recursive 

reflection’ is in line with Eden and Huxham [22, p. 81] who state how it is crucial 

that an appropriate degree of reflection is built into process, and that the process 

includes a means of holding on to that reflection. Further, Brooker et al. [6] at-

tempted enriching outcomes of action research through a Hermeneutic spiral in a 

different context. 

3.4   Hermeneutic Action Research Recursive Reflection 

Resulting inductively from explorative enquiry to influence and support decision-

making in virtual healthcare and rehabilitation is an emergent evaluation model 

titled ‘Hermeneutic Action Research Recursive Reflection’. The term ‘Recursive’ 

is used fitting the iterative model of enquiry where all original material is avail-

able to be analyzed and continuously reanalyzed in light of new knowledge gain. 

‘Reflection’ is used in reference to how experiences evolve into learning. The 

model involves the creation of an (all data) archive, i.e. a repository consisting of 

session notes, participant journals, video recordings, interviews, questionnaires, 

concept/mind maps, in other words all triangulated materials resulting from ses-

sions.  Subsequent evaluations and re-evaluations add to the archive. The process 

of Recursive Reflection is central to Hermeneutic Action Research as it signifies 

process of reflective analysis. The following figure sequence (denoted as figure 

6a-p) illustrates how the Recursive Reflection model is flexible to address session-

to-session analysis and refinement. 
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Fig. 6(a). Illustrates a typical four cycle/session action research profile. This consists of 

sequential segments:- (1) planning a change via action [segment a]; (2) action – the actual 

session with participant [segment a-to-b]; (3) post-session observation of the action [b-c]; 

(4) reflection on the action [c-d]; (5) refining – e.g. of the created system set-up or strate-

gies to address the natural systems [d-e], and (6) the planning for the next action [e-f]… and 

so on for the other cycles. 

 

 

Fig. 6(b). This is the same four-cycle Action Research sequence plus a single retrospective 

hermeneutic on-action recursive reflection (shown as dotted line of anticlockwise direc-

tion). Initiated from a point in time during the observation segment [g-h] on action [f-g]; 

this indicates that prior session recall [a-e] was stimulated with most recent data acquisition 

[f-g] to prompt a researcher decision to initiate a secondary reflection on the initial session 

archive. In other words, what was learnt from experiencing action [f-g] stimulated a recur-

sive reflection of preceding session action and observation. This process is illustrated in the 

figure by the start of the dotted line emitting upward and anticlockwise from the observa-

tion segment [g-h]. Retrospective reflection of the prior session includes the researcher 

consulting previous session notes, videos and other triangulated material. This reflection is 

‘on-action’ segment [a-b]. The researcher then has additional material informing to the 

research as a whole, as well as to the second action cycle/session [f-j]. Findings augment 

observation segment [g-h] of session action [f-g], subsequently improving the reflections in 

segment [h-i], and ultimately influencing refinement in [i-j] and next iteration planning  

[j-k]...etc.  
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Fig 6(c). Four-cycle Action Research sequence integrated with a single hermeneutic ‘on-

action recursive reflection’ (shown as dotted line of anticlockwise direction). This reflec-

tion initiates from a point in time located between [l-m] but instead originating from the 

third session observation segment as a reflection on the second session action segment  

[f-g]. 

 

 

Fig. 6(d). Similar to above but initiated from the fourth session observation segment [q-r] 

in respect of ‘on-action recursive reflection’ of the third session action segment [k-l] 

 

 

Fig. 6(e). Two iterations of the retrospective hermeneutic ‘on-action recursive reflection’ 

are shown where additional knowledge was believed available from the first session [a-e] 

based upon what had been observed in the second session [f-j]. Similarly, the second ses-

sion offered additional learning for the third session. 
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Fig. 6(f). Two iterations of the retrospective hermeneutic ‘on-action recursive reflection’ 

are shown originating from session 3 and session 4 observation segments respectively 

 

Fig. 6(g). Two iterations of the retrospective hermeneutic ‘on-action recursive reflection’ 

are shown originating from session 2 and session 4 observation segments respectively 

 

Fig. 6(h). Triple hermeneutic ‘on-action recursive reflection’ over a four session program 

where each subsequent session is systematically accesses prior session data 

 

Fig. 6(i, j, k). Above and the next two images illustrate further examples of single and 

double retrospective hermeneutic ‘on-action recursive reflection’ applied upon an action 

research four session program. These illustrate that the model is not limited to retrospective 

sequential application as application is from any session in respect of any prior session. 
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Fig. 6(l). Preceding figures illustrate retrospective ‘single non-sequential’ combined with a 

‘triple sequential’ hermeneutic ‘on-action recursive reflection’ applied over a four-session 

action research sequence. The above figure interpretation reads as either:- 

(1) Initial findings from the observation phase [l-m] of the third session action 

promoted an additional ‘on-action recursive reflection’ upon the first session, 

which was then brought into the observation segment of the third session, which 

in turn promoted an ‘on-action recursive reflection’ upon the second session 

action, 

– [a-b-c-d-e-f-g-ω-h-i-j-k-l-ω-m-n-o-ω’-p-q-ω-r-s-t-u] …or 

(2) Findings following the reflection and refinement on the third session promoted an 

additional ‘on-action recursive reflection’ upon the first session before a 

satisfactory planning for the fourth section was completed - 

[a-b-c-d-e-f-g-ω-h-i-j-k-l-ω’-m-n-o-ω-p-q-ω-r-s-t-u] 
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…where omega [ω] represents a retrospective sequential hermeneutic ‘on-action recursive 

reflection’ and omega’ [ω’] represents a ‘single non-sequential’ hermeneutic ‘on-action 

recursive reflection’. Thus the model is flexible in that the hermeneutic ‘on-action recursive 

reflection’ can be following the session action of after a full review of the session. 

 

 

 

 

 

 

Fig. 6(m, n, o). These figures above illustrate examples of non-sequential’ hermeneutic 

‘on-action recursive reflection’.  An emergent model for systematic evaluation of subjective 

data has evolved out of an attempt to elicit maximum session data to inductively inform and 

evolve the research theories – see final (next) image with all options illustrated. 
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Fig. 6(p). Illustrates multidimensional flexibility of the concept to enable eliciting of maxi-

mum understanding from original material - indicated by multiplicity of theoretically avail-

able recursive channels (various dotted line ovals radiating from observation phases). This 

model informs and supports decisions on design and refinement. 

3.5   Informed Design and Refinement 

Participant action relative to system feedback is a common unit of analysis in 

SoundScapes. A session facilitator conducts both 'in-action' and ‘on-action’ as-

sessment - the latter usually with the participant’s therapist. Assessment is in-

formed by e.g., facial expressions, non-verbal body language, and utterances. 

Additional assessment is available though involving ‘significant others’, e.g., 

healthcare professional, teacher, therapist or family/friend. As these people know 

the participants outside of a test situation i.e. Activities of Daily Living (ADLs), 

their insights assist in assessments, which leads to evaluations that inform the 

system design refinement for next sessions with each specific participant. 

Design and refinement includes making decisions on what is included as avail-

able for a facilitator to change in-action. System change parameters affect dy-

namic relationships as well as system whole and parts. Too many change parame-

ters can lead to redundancy while insufficient reduces flexibility and potential for 

participant development that may arise. An example of this is when numerous 

banks of auditory sound patches are used as feedback content making selection 

overly arduous and operation inefficient.  

This chapter informs of an original concept and the motion-sensitive interactive 

system created as an open research vehicle.  Research investigated a supplemen-

tary tool for therapists to motivate and enhance disabled users’ participation in 

training. Empowering disabled people to control (physical or digital) artifacts was 

envisioned to motivate training of whatever body processes were involved in that 

control thereby offering a non-traditional tool to augment control of that  

competence. Afferent-efferent neural loop closure and reafferentation training are 

presented. Apparatus and method have developed along parallel lines through 

explorative enquiry.  

As an open-ended system that is configurable across sensing, mapping, and 

stimuli, system parameter change variables enable mixing and matching to an 
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individual’s profile or therapist goal. Novel non-invasive sensor-based prototypes 

were created specific for the research and original algorithms were made to facili-

tate optimal mapping to multimedia content that include audiovisual and robotic 

device as stimuli.  

Overall, response to the work has been positive and related work corroborate 

potentials through report of participant increased joint-activities, augmented social 

interaction, and acquiring progressive capacities including ‘self-recognized 

achievement’ and ‘enhanced sense of control’ [e.g., 34, p. 33]. However, system 

operation/change is problematic for staff, especially when configured beyond a 

basic system. Reports from use of the ‘SoundScapes Room’ commissioned in 

1999 with staff training and evaluation of use included are of continued use. How-

ever, even this basic system a decade later is problematic.  If they are not familiar 

with technology and do not get allocated time to learn it will remain problematic. 

Thus the models presented in this chapter point to how decisions are made and 

tentatively suggest how machine supported intervention can assist staff in opera-

tion and optimization of practices. 

Having a manifold role as inventor/designer/facilitator/researcher included re-

configuring system parameters in the sessions with a significant other (caregiver, 

therapist, family member, and/or teacher) in attendance. However, training sig-

nificant others to operate has been problematic as many caregivers proved to be 

technophobic, unfamiliar or simply not interested in technology – despite the  

observed positive outcomes. Technical apparatus setup – system apparatus and 

multiple camera analysis (MCA) system [11], operation and reconfiguration  

(especially in-action); and the systematic archiving of data for post-session anno-

tation and evaluation were all found problematic for staff who generally were 

untrained in use of such technology. The emergent model for intervention and 

evaluation is offered as a first step towards supporting new training that is envis-

aged required in the field to support optimal use of such technical tools. Therapist 

training and applied collaborations with digital artist/programmers are foreseen as 

a direction for next generation practitioners.  

3.6   Commercial Products 

Commercially available and affordable sensor-based game controllers have re-

cently been adopted into physical training and rehabilitation. Around 2003 the 

Sony EyeToy was introduced as a single motion-sensing technology device (opti-

cal) that enabled control of video game artifacts.  

A limited number of studies explored using this device but a common restric-

tion was inaccessible motion data and game content e.g. [9, 43]. Subsequently, 

Nintendo introduced the Wii platform and game controllers, especially the “Wii-

mote” and “WiiFit balance board”. These are increasingly being adopted in reha-

bilitation training [24, 29] and education where motivation is reported [4].  

Importantly, the controllers allow access to motion data making it available for 

mapping to control independent content and to archive for analysis to support 

decision-making. This data stream is also then available to also input to machine-

learning of interaction. 
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3.7   Corroborated Outcomes 

Ellis (1995-2004) presents observations of participation progression included from 

involuntary to voluntary, from accidental to intended, from indifference to interest, 

from confined to expressive, from random to purposeful, from gross to fine, from 

exploratory to preconceived, from isolated to integrated, from solitary to individual 

Whilst terminologies are entities that remain open for subjective interpretation I 

suggest close corroboration between our findings. The findings point to commonal-

ities of user-experiences, responses, and participant progression that are not limited 

to specific feedback content or specific input device profile.  Simple ‘fun doings’ 

experienced as ’magic’ emerging from a designed situation matched to a personal 

profile would seem a key aspect. Important is that the technology needs to be indis-

cernible and capable of enabling a transparent experience of control of directly and 

immediately responsive pleasurable content. This then acts as the interface to 

achieve the desired experience. Decision-making of how to design, refine, and - in 

sessions - fine-tune the user experience opportunities are key to the work and ema-

nate from facilitator experiences. Machine-supported decision-making to support 

related investigation and practices is a challenge that lays ahead as such support 

will assist the burden predicted of future societal demographic dynamics. 

In traditional rehabilitation training intervention is focused upon targeting  

specific impaired skills believed as being the root of dysfunction. Facilitator-led 

sessions conducted under an interventionist-centered approach target achievement 

of discrete goals and outcomes without consideration of the idiosyncratic prefer-

ences, desires, likes and dislikes of the user e.g. [51]. In the author’s research, a 

whole person approach is implemented so that the facilitator is responsive to user 

needs and desires where decisions of system-change targets user-experiences of 

interaction in activities that are meaningful, interesting and pleasurable. These 

needs can be user-communicated in-action or resultant from on-action analysis.  

Under this premise individuals are more likely to be curious, engaged, and acti-

vated to participate through articulating via their residual abilities/assets [19]. Thus, 

design is of situations, interactions and interventions that can support optimizing 

user motivated participation toward making sense of cause (human feedforward 

input and subsequent reaction) and effect (content feedback response). Optimized 

user motivation thus relates to system design where activity challenge is balanced 

to user skill level, which subsequently relates to aesthetic resonance. Exhibited 

aesthetic resonance represents achieving closure of the afferent-efferent neural 

feedback loop towards developing existing assets or acquiring new skills. In this 

way opportunities to augment a users’ understanding about own abilities where 

their sense of mastery is improved become apparent [41]. Motivated participation 

can also be a result of user enjoyment from appealing qualities of the created situa-

tion or context that attract user interest and curiosity to attract involvement [45]. A 

created VIS environment stimulates immediate responses to gestures that are de-

signed to please to such an extent that participants become unaware of the effort 

involved in the generation of movement. Motivation to move resulting from pleas-

urable and meaningful experiences stimulates motor activities that can have com-

municational value via associated gestures and expressed representations that often 

go unnoticed yet in this research they are subject of recursive reflection of  
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exhibited aesthetic resonance. This chapter questions what may be needed in order 

for a machine to analyze the created situation to support the facilitator and team in 

making automatic decisions of system-change to assist. The challenge lies in the 

ability of the machine to interpret innate complexities of subjective evaluation of 

human behavior and to act upon these interpretations so as to learn idiosyncratic 

characteristics of the user to effect decisions of system-change.  

4   Machine-Supported Intervention 

Virtual Reality suggests benefits of use including that it is safe and does not tire or 

get bored with repetitive mundane activities that may otherwise influence motiva-

tion of both user and facilitator [20, 42, 43, 46, and 59]. Contemporary interactive 

virtual environments are increasingly used in healthcare and rehabilitation. For 

example, video games
2
 are more prevalent in the field following their recent use of 

untraditional input devices that escape confines of mouse, joystick, and keyboard.  

Unlike earlier examples, contemporary video games have instructions embedded 

into the game start (as opposed to manuals that should be read) that enable players 

to quickly understand input device cause and effect. Often a dedicated opening 

sequence takes the player through calibration and control of the input device fol-

lowed by the gameplay situation via examples and demos that are often followed 

by an initial training challenge. Gameplay then progresses such that as a user 

achieves a level a subsequent level is presented that offers increased challenges so 

that skill is augmented. However, many games are limited in their flexibility to 

address individual users, especially those with special needs/disability. Input de-

vices are programmed to specific interactions with specific content and incre-

mental level challenge may not reflect nuance of skill progression which relates to 

microdevelopment [62]. Software such as GlovePIE (PC & Linux)
3
 or OSCulator 

(Mac)
4
 can improve the situation by enabling parameter mapping of an input de-

vice such as the commonly used Wiimote. However, the interaction is still limited 

to mapping options that can be accessed for content control and such mappings 

have to be meaningful for the session/program therapeutic goals. Such ‘hacking’ is 

often beyond the competences and desires of healthcare professionals and weak-

nesses in robustness of such ad-hoc setups tends to also limit the appeal for practi-

tioners to explore such solutions that could address flexibility to individual needs. 

The open system that has been used as the core in the author’s research utilizes 

three robust technologies to capture gesture in an unencumbered untraditional 

way. Camera, Ultrasound and Infrared technologies are used to designate invisible 

active zones to source human motion data from gesture. Each has a distinct profile 

of capture that can be programmed to each individual’s need. The profiles are 

planar, linear and volumetric and each technique of use offers plusses and minuses 

in use as an input device to control multimedia content. Applied in the field of 

rehabilitation non-intuitive technologies have been found to motivate participation 

                                                           
2 e.g., http://www.usatoday.com/tech/science/2008-02-08-wii-rehabilitation_N.htm 
3 http://carl.kenner.googlepages.com/glovepie 
4 http://www.osculator.net 
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as they can be programmed to address weaknesses in dexterity and usability is 

efficient and effective as no additional strength is required to hold or operate an 

interface. Early investigations prior to contemporary computer vision advances 

focused on ultrasound and infrared. Both technologies enabled non-computer 

application so that a facilitator could change system parameters quickly with 

minimum distraction to the user so as to maintain continuity of contact. Unfortu-

nately it must be said that following extensive observations of use many practitio-

ners are not conversant enough with such interactive systems to be able to evoke 

fullest potentials for their use which could improve benefits to end-users. Poten-

tials of imitation as a strategy for healthcare and rehabilitation training through 

interactive virtual reality environments as outlined in this chapter are complex. 

Relating to the animal kingdom [13] reported how imitation can result in an in-

crease in the frequency of an already acquired motor pattern; can change response 

orientation in space (‘response facilitation’), or even modify the motor pattern of 

an already acquired action (‘action-level imitation’). Whiten [60] reports on how 

sequential relations between actions can be changed by imitation (‘sequence  

imitation’).  

Advances in computer vision enable machine recognition of facial expressions 

and other telling non-verbal bodily reactions to such causal interactions, for exam-

ple pupil reaction to stimuli, mouth shape, etc. Data streams from user input can 

be archived to cross-reference to such reactions. Content that affects the user in 

specific ways can also be synchronized and associated to input data and user reac-

tion. One can imagine how advances in Computer Artificial Intelligence could use 

such cumulated data and with multi-disciplinary input develop an autonomous 

support system for assisting in therapeutic situations as outlined in this chapter. A 

reference intelligent machine systems model with adaptive behavior for real time 

control change has been proposed
5
. The challenge in this context would seem to 

be in successfully interpreting all of the data to evoke system parameter change 

which at the moment is a highly subjective operation due to the complexities of 

the user interaction and intrinsic and extrinsic variables that can influence session 

intervention. Such a system, if successful, could enable many more ‘next genera-

tion’ therapists and healthcare givers to introduce interactive technol-

ogy/multimedia systems into their practice without worry of being alienated of the 

technology. Strengths & weaknesses exist when making decisions of system de-

vices, protocols and mappings. It is often too much to ask families, carers or even 

therapists to have needed competences to optimize use of such technology in train-

ing and learning. Thus, a specialist training studio is established in Denmark to 

assist families and to train the trainers. In-session decisions of change that are 

involved can at the moment only rely on the person leading the session. This can 

also be the user. Mistakes of parameter-change become evident through experi-

ence with the system under this approach to intervention. Automated system deci-

sion-making would augment the potentials for such situations. Such progress in 

the field would support families and self-driven home-training applications. In 

healthcare, participant activity and motivation are becoming increasingly impor-

tant as is indicated by the levels of obesity, injuries and disease. In education new 

                                                           
5 http://www.isd.mel.nist.gov/documents/albus/engineeringmind-96.pdf 
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paradigms are in place that utilizes the power of interactive digital multimedia into 

curricula, many involve human performance activities. In both cases, healthcare 

and education, a tool to supplement by supporting decision-making in an auto-

matic way is seen as advancing state-of-the-art. 
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Abstract. The past few decades have seen incredible development of tech-
nology and systems for image-assisted surgery.  Adoption of image-assisted 
surgical systems by medical practitioners, however, has lagged considerably 
behind the advances in technology.  Whereas this lag in adoption is not an 
unknown phenomenon when it comes to technological advancement, it is 
more troubling in the context of patient safety and patient health. With the 
use of certain image-assisted surgical systems, operative time can be greatly 
reduced, patients outcomes can be improved, and morbidity and mortality 
rates can be reduced. The question is then: why aren't the systems being 
adopted? This chapter discusses a number of issues related to the adoption 
of surgical trainers and image assisted surgery, including business and re-
imbursement issues, training issues, and health care liability structures.  Ex-
amples are taken form the author’s own unadopted advances as well as 
adopted and unadopted systems from other research and business teams. 

Keywords: surgical simulation, virtual surgery, image-guided surgery, sur-
gical planning, adoption patterns. 

1   A Brief History and Overview of Image Guided Surgery 

Technology can be used to improve performance.  That is as true in surgery as it is 
in sports and auto racing.  The scalpel and forceps were both invented over 2000 
years ago.[1]  In 1895, X-ray imaging was invented.[2]  In 2004, the FDA ap-
proved the first totally-implantable temporary artificial heart, and in 2006 the first 
totally-implantable permanent artificial heart.[3]  With each of these advances, 
came an improvement in the care of patients and the survivability of illness and 
injury.  For each of these examples, however, there are a numerous medical ad-
vances that were not adopted.  Although some advances were not adopted because 
they were not effective, investigation reveals that this is not always the case.  Cer-
tain advances have not been adopted, even though their efficacy is proved.  The 
question is why some effective advances, some truly improved technologies are 
adopted by the broad medical community and some are not.  This chapter looks at 
this issue and uses a number of examples, primarily in image-guided surgery, to 
examine the questions and raise related issues.  There are few answers, but per-
haps the patterns that are discovered and discussed herein can help elucidate what 
drives adoption of technology in surgery. 
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2   A Brief History and Overview of Image Guided Surgery 

The field of image guided surgery is considered by some to be just over twenty 
years old.[4]  The advances in image guided surgery are tied in part to technologi-
cal and scientific improvements in imaging and 3D computer graphics.  Looking 
back into the Technical Report archive at the University of North Carolina, a very 
well-respected computer graphics and medical imaging program, we see a glimpse 
of the development of the field of image-guided surgery.  The archive has in it, for 
example, the early work of Mark Levoy, Turner Whitted, Richard Holloway, and 
Stephen Pizer in the late 1980s.[5]  This work looked at new 3D computer graph-
ics rendering techniques, medical imaging, and head-mounted displays.[6], [7], [8]  
These are some of the building blocks of later image-guided surgery systems built 
at UNC in the mid 1990s and after.[9]     

Image guided surgery may be definable by its use of imaging to aid the surgeon 
to perform a more effective or more accurate surgery.  In some respects, the now-
traditional use of ultrasound to guide needles being inserted into the liver for abla-
tion might be considered by some to be image-guided surgery because the images 
produced by the ultrasound are used by the surgeon to help guide the needle.  
More likely to be included in any definition of image guided surgery, though, 
would be the use of pre-operative imaging, such as CT scans, during surgery to 
help the surgeon plan or execute the surgery.  One example of this is Pizer’s work 
at the University of North Carolina in which preoperative CT angiograms are 
registered with intraoperative fluoroscopy in order to provide the surgeon with a 
combined image of a region of the body that was not previously possible.  This 
can, for example, enable intraoperative viewing of structures inside the patient that 
would otherwise be “shaded” by bone during intraoperative fluoroscopy, and 
therefore not visible intraoperatively to the surgeon.  This technology can aid 
numerous types of surgeries, including percutaneous rhizotomy.[10] 

More examples of image-guided surgical systems are discussed in the rest of this 
chapter.  In each case, the advance uses imaging or graphics in a way that was not 
previously available in order to help the doctor perform more effective surgeries. 

3   Unadopted Advances 

The advances in image guided surgery that have not been adopted are far too nu-
merous to count and probably outnumber the adopted advances.  Researchers and 
companies are constantly creating new image-guidance technology to improve the 
medical practice and reduce costs.  Some advances even make possible that which 
was previously impossible.  Consider, for example, the work on 3D telepresence 
for use in remote medical consultation under Dr. Henry Fuchs, of the University 
of North Carolina.[11]  This group has built a system that allows a medical profes-
sional that is physically collocated with the patient consult with a medical profes-
sional that is remote from the patient.  This would be useful on battlefields or 
geographically isolated medical centers, and would provide patients at remote 
sites access to medical professionals from all over the world.  As of yet, however, 
this technology has not been adopted.   
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3.1   Improving Mandibular Distraction 

Among the unadopted advances have been some of the author’s own research 
projects.  Consider, for example, the author’s work at Stanford University in man-
dibular distraction.[12]  Mandibular distraction is a procedure in which bones can 
be severed or broken and then slowly pulled apart, or distracted, in order to pro-
mote growth in the bone.  Of course, distracting bone is not as simple as cutting it 
in two or more pieces, separating those pieces into the desired locations, and 
merely waiting for the bone in the sutures to grow into place.  Bone in a typical 
adult can grown at a rate of 1mm per day.  Therefore, in order to grow the bone, it 
must be distracted slowly and carefully.   

Typically, the mandibular distraction procedure involves attaching the bone to 
external fixators.  These fixators are normally attached to a screw or similar device 
in order to both secure the bone and control its distraction.  After attaching the 
fixators, the doctor will, on a daily basis, advance the screw in order to lengthen 
the mandible.  Once the mandible has been distracted to its desired length, the 
fixators will remain in place until the bone is properly formed, after which time 
they will be removed.  This procedure allows restoration of aesthetics and function 
that were not available previously.  Further, similar procedures are performed on 
many other bones in the human body. 

In order to how to distract the mandible, the doctor will normally look to the 
CT scans and the patient’s anatomy in order to determine a desired goal length for 
the mandible.  This is particularly the case when the mandibular deformity is uni-
lateral.  When the deformity is unilateral, the doctor can look at the non-deformed 
side in order to determine a desired length for the deformed side on attempt to 
mirror the non-deformed side.   

The image-guidance system that we built augmented this procedure and al-
lowed it to be planned in ways that were not previously possible.  Our system 
provided improvements in a number of ways.  In typical procedures, the there is 
little more than the surgeon’s expertise and reading CT scans, and possibly at-
tempting to mirror the deformed mandible to the non-deformed side, if the de-
formity is uniform.  Further, the doctor can only guess at how the skin and soft 
tissue will appear after the mandible has been distracted.  Our system provides a 
number of advancements over the traditional, non-image-guided procedure.  First, 
of all, it allows the surgeons to construct the distraction, using a virtual model of 
the patient.  The surgeon can view how the bone would grow and view the out-
come of the distraction. This also allows the surgeon to try out and refine more 
than one distraction path.  This is important because distractors distract in a single 
direction.  The location and orientation of the osteotomy and the alignment of the 
distractor will define the growth path, and thereby, the result of the distraction.  
Our system allows surgeons to “practice” by performing multiple virtual osteoto-
mies and distractions, and thereby settle on one that results in the desired  
distraction.[13] 

The system takes as input the volumetric CT data and from there performs a 
marching-cubes analysis in order to determine a 3D model of the bone in the CT 
data.[14]  Once the 3D model is in place, the model is displayed to the surgeon 
using a 3D rendering on a 2D computer screen.  We considered rendering  
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stereoscopically in order to present the data in 3D to the doctor, but this would 
require specialized hardware, such as a head-mounted display, an alternating-row 
or alternating-column display or LCD shutter system, etc.  If our system required 
such specialized hardware, we believed, then it would be very unlikely to make it 
into a doctor’s office or workroom.  Therefore, in order to increase the likelihood 
of adoption, we chose a more common configuration: the standard PC.  Further, 
we did not want to require a dedicated PC.  Therefore, we developed the system to 
run on PCs with certain graphics card and memory requirements.  Although this 
may require that a surgeon purchase a new PC in order to use the software, the PC 
can still be used for the myriad tasks for which PCs are normally employed.   

 

 

Fig. 1. Deformed mandible (Left) and a mirrored, healthy mandible (Right) 

Another manner in which the system improves the traditional procedure is to 
provide virtual mirroring for the case where the deformity is unilateral.  This is 
depicted in Figure 1.  The surgeon provides a mirror line (depicted in Figure 2) 
and, from there, a mirror of the CT scan is calculated.  The algorithm used is a 
simple axial alignment along the mirror plane and inversion of the coordinates 
along the axis normal to the mirror plane.  The mirrored CT scan is then displayed 
in ghost, or wireframe in order that the surgeon can see the mirrored CT scan.  
This provides a great advantage over the non-image-guidance procedure because it 
provides a “virtual template” or goal for the distraction procedure.  With this, the 
surgeon can perform virtual osteotomies and distractions and see how those dis-
tractions will approximate the mirrored, non-deformed jaw. 

Our system goes beyond allowing the surgeon to perform multiple, virtual  
distractions before ever bringing the patient into the operating room.  Beyond 
providing a mirrored CT image of the non-deformed mandible.  The system also 
estimates how the patient will look after the distraction.  When the mandible is 
distracted, the soft tissue, such as muscle, fat, and skin, will compress, stretch, and 
otherwise react to the changes in the underlying bone.  These changes help define 
the appearance of the patient post-distraction.  Our system looks at the structural 
properties of the soft tissue in order to estimate the appearance of the patient.  The 
soft tissue is estimated using 3D surface scans of the patient and based on the 
underlying bone from the CT scan.  From there, the soft tissue is approximated as 
a mass and spring model, which is stretched and deformed as the mandible is 
distracted.[15]   
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Fig. 2. The surgeon can define a mirror plane (shown in red).  The mirror image of the 
mandible is shown in translucent blue.  The existing, deformed mandible is shown in white. 

This system was further refined to go beyond merely improving planning of the 
traditional procedure.  Mandibular and other types of distraction rely on linear 
distractors.  Mandibular deformities are not, however, always correctable with 
linear distraction.  Further, it is also possible that a non-linear distraction might 
produce a better result, even in cases where linear distraction would provide a 
workable result.   As noted above, the furthest a physician will typically distract a 
bone is 1mm per day.  There is another issue with rate of distraction as well.  Bone 
cannot be distracted at too slow a rate.  Otherwise, the bone may fuse prematurely.  
That is, if the bone is distracted too little on a particular day, the fracture may 
ossify and distraction will cease unless the bone is refractured. Premature fusing is 
less of an issue in linear distraction because the bone is typically advanced uni-
formly along the osteotomy.  If one were to non-linearly distract a bone, however, 
then, by definition, different portions of the bone will advance at different rates.  
Consider the non-linear mandibular distraction pictured in Figure 3.  As the man-
dible is being distracted from P1 to P2 along the non-linear path, various portions 
of the surface of the osteotomy (defined by the normal to the surface of R1 at P1 
and R2 at P2) will travel at different rates.  Most intuitively, as the osteotomy 
placement rounds a curve, the points on the osteotomy on the inside of a curve 
will cover less distance on a given day and those on the outside of the curve will  
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cover more distance.  Therefore, a physician would have to be very careful to 
avoid both premature ossification and failures due to over-distraction.  Figure 4 
illustrates this and shows an example of “backtracking,” where a portions of the 
osteotomy would actually have to travel backwards in order to continue on the 
non-linear osteotomy. 

 

 

Fig. 3. Non-linear osteotomy 

 

 

Fig. 4.  An example of a collision due to “backtracking.”  One of multiple issues of concern 
when performing a non-linear osteotomy. 
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Our system handles these issues by using an iteratively-defined Hermite curve 
and performing a step-by-step analysis and analyzing the points on the osteotomy 
at each time step and flagging or otherwise prohibiting over-advancement, under-
advancement, and backtracking.[16]  The Hermite curve is parametrically defined 
as  

 
p(t)=(2t3-3t2+1)P1 +(-2t3+3t2)P2 + (t3-2t2+t)R1+(t3-t2)R2 

 
If there is a violation of the distraction constraints, then the normals used to define 
the Hermite curve are adjusted, with the normal closer to the constraint violation 
being distracted.  This flattens the curve in the region of the constraint violation, 
while still maintaining a smooth curve.  The system can output the non-linear 
distraction in a manner that would allow a physical non-linear distractor to be 
machined. 

Notwithstanding the significant advances that this system represents, it allows 
for better guidance and prediction of results as well as allowing the creation of non-
linear distraction plans that might not otherwise be possible, this technology still 
has not been adopted.  Another example of a non-adopted system is given below. 
Later I discuss possible reasons for the non-adoption of these advancements. 

3.2   Preoperative Craniosynostosis Planning 

Another example of an unadopted medical imaging advance that could drastically 
improve surgical care and save money is the work of my research group, under the 
direction of Dr. Sabine Girod, at Stanford University, which is related to the work 
of Clijmans et al., in which a preoperative surgical plan for craniosynostosis is 
developed using 3D imaging.[17], [18]  Craniosynostosis is a condition in which 
in which a baby’s skull forms improperly.  At birth, the human skull is normally 
made up of 45 separate bones attached by fibrous membranes called “sutures.”  As 
a baby grows, the sutures between bones close, resulting in larger pieces of bone.  
This suture closure will typically result in the formation of approximately 28 
bones by early adulthood.  If some of these sutures close prematurely, then, as the 
child’s brain grows, it may not have enough room to expand.  This may lead to 
increased intracranial pressure, asymmetry of the face, malocclusion, and, in some 
cases, strabismus.[19] 

Surgery is used to correct the prematurely-formed sutures.  The surgery is not 
as simple as merely performing osteotomies at the sites of the prematurely fused 
sutures.  In order to properly correct a child’s skull, the surgeon separates pieces 
of the skull and relocates those pieces.  The separated pieces of bone are reshaped 
on the child’s head, often in a significantly altered configuration.  The surgeon 
may use plates, screws, and surgical sutures to hold the pieces in place.  The scalp 
is then replaced over the reshaped skull.  The various varieties of these operations 
can take 3-7 hours depending on complexity.  As is easy to imagine, the opera-
tions takes such a long time not only because of the actual process of cutting and 
replacing the skull bones, but also because of the complex 3D nature of the  
problem.   
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In both the “Clijmans” and our group’s systems (“the Girod system”), much of 
the operative planning can happen before the operation and that operative plan can 
be taken into the operating room.  In both systems, the surgeon can import CT 
scans of the patient’s skull, and the system will allow the surgeon to manipulate 
the virtual skull, performing osteotomies and reconfiguring the pieces of bone.  
The surgeon can then view the reassembled skull in the 3D imaging system.  
Unlike in conventional craniosynostosis surgeries, surgeons can try multiple op-
erative plans using the preoperative planning systems of Girod and Clijmans.  
That is, the surgeon can make a plan for the osteotomies of the child’s skull bones 
and for placement of the separated bones to reform the shape of a child’s skull.  
The surgeon can view a realistic estimate of the appearance of the planned place-
ment using 3D visualization to view the bones themselves.  The surgeon may also 
be able to view an estimate of how the child will look by looking at a soft tissue 
simulation of the face and skull on top of the replaced bones.  If the doctor does 
not like this placement of the bones, then she can hit the reset button and work on 
a new plan for the placement of the bones.  This type of “second try” is not avail-
able in traditional surgery.  A surgeon cannot simply hit a reset button and undue 
osteotomies actually performed on a living patient in order to obtain a better 
placement or better end result.   

The operative plans developed by the surgeons using either of these systems 
can be taken into the operating room.  In Girod’s system, graphical visualization is 
used to bring the system into the operating room.  The real surgical instruments 
are tracked during the operation, as is the child’s head (and thereby his skull).  The 
planned osteotomies are seen on a monitor and a surgeon can guide the surgical 
instruments into the correct place in order to follow the plan.  Clijmans’ system, 
on the other hand, allows the surgeon to make surgical guides or templates out of 
aluminum or plastic foil.  The surgeon can bring these guides or templates into the 
operating room in order to execute the planned osteotomies. 

For both systems, the surgical times for various craniosynostosis surgeries can 
be reduced drastically when compared to similar surgeries performed without 
preoperative planning.  The surgeon will have to spend time developing the plan 
ahead of time, but the time in the operating room can be reduced by  
40%-50%.[20]  In the surgeries reported in Clijmans’ work, the planning phase of 
the operation is likely to take at least as much time as the time saved in the operat-
ing room.  Further the panning stage can take much longer if multiple plans are 
investigated.  This may mean that the doctor may end up spending as much or 
more time that she otherwise would have in traditional surgery.  It is important to 
note, however, that operative time and surgeon time are not equivalent.  Top sur-
geons may get paid an annual rate that works out to a few hundred dollars per hour 
(including operating and non-operating hours).  Operating rooms, however, may 
cost as much as a hundred dollars per minute.  A surgeon’s time is not an infi-
nitely-available commodity, but in terms of raw cost, it is far cheaper to have a 
surgeon spend a few hours in preparation in order to reduce a craniofacial surgery 
from four hours down to two hours.  The net fiscal savings is likely to be a net 
savings of around $10k for the hospital for a single surgery.  
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Money is not the only savings, though, and perhaps is not the most important.  
It is generally accepted that, other things being equal, operative time is propor-
tional to both morbidity rate, the rate of infection or other side effects caused by 
surgery, and mortality rate, the rate of death due to operations.[21]  The reduced 
morbidity and mortality are certainly appealing aspects to the patients, their fami-
lies, the hospitals, and the doctors, but they also help society at large.  Although 
clearly very valuable, it is hard to quantify the benefit to a patient or their family 
due to the reduced chance of morbidity and mortality.  It might be possible, how-
ever, to quantify the saving to society the reduction of morbidity and mortality.  In 
a purely economic sense, a reduced mortality rate would increase the expected 
value of the amount of money a person would make during their lifetime.  A per-
son can expect to make $1 million to $2 million in their lifetime, depending on 
education level.[22]  All other benefits aside, reducing mortality rate of cranio-
synostosis surgery by a mere 1% would increase the nation’s cumulative GDP 
over that person’s lifetime by $10k - $20k.  Although much harder to predict, 
reduced morbidity rates would also produce some savings in terms of reduced 
health care rates.   

3.3   Issues in the Non-adoption 

Given the clear savings and benefits that these preoperative planning systems 
provide, it is a wonder why they are not used in standard practice.  It is true that 
some of the savings are hard to quantify.  From the above discussion, it is clear 
that is would be difficult to estimate or quantify the savings to society of the re-
duced operative times provided by the image-guided craniosynostosis surgery 
planning systems or the improved functionality provided by the mandibular plan-
ning system.  The increase in quality of life of the patients and their families due 
to reduced morbidity and mortality are of high value, certainly, but are also fairly 
unquantifiable.  The reduction of mortality and morbidity rate would be of great 
economic value to society, but there is no data on what percentage reduction in to 
quantify how much the reduced operative increases productivity as measured by 
lifetime salary.   

Some cost savings associated with using the pre-operative planning systems are 
more certain.  There are the monetary savings discussed above due to the reduced 
operative times, saving $10k by reducing a four hour operation by 40%-50%.  If 
the planning system costs $100k, for example, then it would pay for itself in ten 
operations.  And since these systems may be useful for multiple types of opera-
tions, it is easy to imagine that they would pay for themselves within a few 
months, if not a few weeks.   

What, then, has caused the systems to not be used in operating rooms?  In the 
final section of this chapter is a discussion of the effect that introducing a new 
operative process can have on adoption of a new surgical system.  This is most 
clearly illustrated by contrasting adopted and unadopted advances, and is therefore 
left for later discussion.  But what else might be causing the non-adoption of these 
systems? 

Medical devices must be approved by the FDA in order to be marketed and 
sold.  Typically, doctors can get institution-internal approval to test equipments in 
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the operating room.  In order to sell the equipment, however, the selling company 
must have FDA approval for any device sold.  If there has been a similar device 
approved by the FDA previously, then the company can apply for an equivalence 
application for the device, called a 501(k) application.  If the device is not equiva-
lent to anything that has come before, then a new Premarket Approval (PMA) 
application must be submitted.  The requirements for either of these applications 
are stringent and complex, but for the purposes of this chapter, it is important to 
note the cost.  The cost to simply file a 510(k) is $2k -$4k, depending on the size 
of your company.  The fees for filing a PMA application start at $54k for small 
companies and climb to over $200k for large companies.[23]  There are addition-
ally direct and lost costs of the FDA application process.  Electronic medical de-
vices must pass, for example, UL testing, and the medical device companies often 
need to hire lawyers or other consultants in order to get the device through the 
FDA.  It is difficult to estimate the cost for FDA approval, but it is certain to be 
tens or hundreds of thousands of dollars at a minimum, even for device-
equivalence 510(k) applications. 

In addition, the economics of hospitals is such that mere FDA approval and 
usefulness is not enough to get a device into a hospital and in general use.  With-
out insurance company reimbursement, doctors are unlikely to use a new technol-
ogy and patients are unlikely to demand it (and pay for it).  Insurance companies 
make their own decisions as to the use of which medical devices are approved for 
reimbursement, and this decision will usually come after the device has been ap-
proved by the FDA.  For example, the FDA approved the now-ubiquitous mag-
netic resonance imaging (MRI) machine in March 1984.  Ten months later, the 
Blue Cross Blue Shield still considered it “premature to accept MRI as a standard, 
clinically effective, diagnostic technique even for general applications to the cen-
tral nervous system.”  In June 1985, Blue Cross Blue Shield approved reimburse-
ment for certain uses of MRI.  Further, it was not until November 1995 that the 
Health Care Financing Administration, which oversees Medicare, approved the 
MRI for coverage reimbursement.[24] 

The monetary road for a medical device company is a difficult one.  In a good 
case, the medical device company may have developed a useful equivalent of an 
existing device, and, even after spending hundreds of thousands of dollars devel-
oping the device, spend another fifty to one hundred thousand dollars getting the 
device approved by the FDA.  Thereafter, they must convince the hospitals to buy 
the device.  The company must do so in the face of the hospitals taking on the 
legal liability responsibility for the standard of care being administered.  Once the 
device is successfully sold to hospitals, then insurance companies must be con-
vinced that the device should be reimbursed as a generally accepted standard of 
care – as it is very unlikely that the insurance companies will approve something 
for use before it is in regular use in hospitals. 

With all of these monetary difficulties facing companies that make medical de-
vices, it is clear that the medical device companies will need considerable where-
withal, in terms of time, resources, and money, to go through the long process of 
getting the device approved by the FDA, into hospitals, getting doctors trained, 
and getting health care reimbursement.  Having enough reserves and enough time 
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may be less of an issue for large companies such as Johnson and Johnson, Stryker, 
and General Electric, but it is often be beyond the meager budgets of start-ups and 
research labs. 

4   Adopted Advances 

There are a number of technological advancements that have made their way into 
operating rooms.  As noted above, MRIs were not approved for insurance reim-
bursement for over a year after FDA approval, and then only for certain medical 
indications.[25]  Many technologies are not adopted that quickly.  Laparoscopy, 
which is now widely used in many forms, was under various stages of develop-
ment for hundreds of years before it was used in operating rooms.  Nezhat notes 
that “almost all elements necessary to make the endoscope viable existed [in the 
year 1710].”[26]  From there, it took over 200 years, until the 1980s until any of 
the forms of laparoscopy were incorporated into training for residents.[27]  It was 
only in the 1990s that the Society of Laparoscopic Surgeons was formed.[28]  
After the lengthy courtship with the medical profession, laparoscopic procedures 
are now generally considered to be the preferred method of treatment among al-
ternative surgical procedures.   

Another more recent advance in image-guided surgery is the work of a small 
North Carolina start-up, InnerOptic Technology, Inc.  InnerOptic has built a  
system that allows surgeons to view, in 3D on an auto-stereoscopic screen, ultra-
sound, ablation, and guidance data.  In traditional surgery, when a surgeon at-
tempts to ablate, or burn, a tumor in a liver, the surgeon opens up the patient and 
locates the tumor using ultrasound visualization.  Once the tumor is located, the 
surgeon attempts to drive an ablation needle into the tumor.  The surgeon can 
check to see if the needle is correctly located by moving the ultrasound wand and 
looking at the ultrasound image and attempting to determine from the image 
whether the needle is correctly placed with respect to the tumor.  The task takes a 
great deal of skill and surgeons will often have to drive the ablation needle into the 
tumor multiple times before the needle is properly located within the tumor.  
These multiple needle drives do additional damage to the liver and take additional 
operative time.   

InnerOptic’s InVision system is used in the operating room and tracks the posi-
tions and orientations of the ablation needle and the ultrasound wand during the 
ablation procedure.  The system takes in the position data and provides an image 
of the ablation needle relative to the ultrasound image.  The system also provides 
guidance data for the needle with respect to the ultrasound image.  The result is 
that the doctor can see how the needle is being driven with respect to the ultra-
sound image, and thereby the tumor.  The system will even display a projection 
line that will show where the needle will enter the ultrasound image if the surgeon 
drives the needle in a straight line.  The surgeon can line up the graphically-
projected driving line of the ablation needle and drive the needle to the tumor that 
the surgeon spotted in the ultrasound image.  InnerOptic has had great interest 
from surgeons.  Further, they have performed tests and report a drastic increase in 
accuracy of striking the tumor with the needle, from 66% accuracy rate with the 
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traditional ultrasound-only method, to 92% with their InVision System.   The 
study also showed that surgeon were able to successfully drive the needle to the 
tumor in 70% less time.  They have recently received FDA approval, and hope to 
soon have their system adopted by surgeons in operating rooms.[29] 

These examples are all clearly important technological advances that have al-
ready been adopted, or in the case of the InnerOptic InVision system, appear to be 
well into the process of being adopted.  The question is, then, why are some of the 
technological advances adopted and others are not?  The next section discusses 
these issues and discusses  

5   Contrasting Adoption and Non-adoption 

What drives the adoption of one technology and opposes the adoption of another?  
The answer to this question cannot be simply profit.  It is true that a company that 
gets its technologies adopted is going to be more profitable, and academics that 
get their technologies adopted are going to gain fame, and possibly money.  But 
profit is not the only thing.  Society, generally speaking, gives money for things 
that it values.  And the same is the case here.  If a technology is adopted in the 
operating room, regardless of the profit granted the technology’s creator, it is 
because it improves the operation in some way.  That improvement can be through 
temporal efficiency, which, all other things being equal, usually has coupled with 
it monetary savings, reduced chance of infection, and freeing of resources.  Addi-
tionally, in some cases, as noted above, the technology makes possible operations 
that were not previously.      

The economics of the adoption of new technologies makes taking an idea to a 
developed and accepted product difficult, as discusses above.  The costs and time 
involved may be more than many research institution and small companies can 
afford.  The economics is clearly an important factor to non-adoption, but it may 
not be the only one.  There may also be a pattern emerging from a few of the ex-
amples herein that relates to the type of change in process or surgical procedure 
that is needed in order to adopt the new technology.   

Comparing the changes in surgical procedure and process necessitated by the 
image-guidance systems developed by our and Clijmans’ teams with that necessi-
tated by the InVision system developed by InnerOptic, we see a stark contrast in 
what the surgeon will need to learn in order to use the system.  To simplify the 
discussion of craniosynostosis above, in traditional craniosynostosis surgery, the 
surgeon enters the operating room, cuts back the scalp, dissects the skull, removes 
the bones, and replaces the skull bones in a different configuration to improve 
symmetry and spacing.  Using, for example, the system built by Girod et al., the 
surgeon will first spend time in front of a computer system, develop a plan for the 
dissection and reconfiguration of the skull bones, that system will be imported into 
a imaging system in the operation room, the surgeon then views the output of the 
operating room system in order to find and dissect the bones based on the plan, 
and similarly interacts with the image-guidance system in order to place the dis-
sected bones based on the original plan.  The general sequence of steps needed for 
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our mandibular distraction system are parallel, requiring preoperative planning 
and intraoperative guidance to enact the preoperative mandibular plan. 

To simplify the traditional ablation procedure, the surgeon finds a tumor using 
ultrasound imaging, drives the ablation needle into a tumor based primarily on 
hand-eye coordination and experience, she can check to see whether the needle is 
correctly driven by looking for the needle in the ultrasound image, and then she 
ablates the tumor using microwave radiation emitted by the needle.  Using Inner-
Optic’s InVision system, the surgeon still determines the location of tumors based 
on the ultrasound image, she still drives the ablation needle to the tumor, but in-
stead guides the needle using the imaging of the projected needle in addition to her 
hand-eye coordination, and once she checks with the ultrasound wand that the 
needle has been correctly driven, she ablates the tumor. 

Both of these technologies, pre-operative planning for craniosynostosis and  
image-guidance for ablation procedures, represent great advances in treatment.  
The craniosynostosis systems allow for preoperative planning and re-planning that 
is simply not possible in the traditional surgery.  They also greatly reduce opera-
tive time, which has commensurate reductions in cost and morbidity and mortal-
ity.  InnerOptic’s needle ablation system allows for greatly increased accuracy in 
driving ablation needle, thereby reducing damage to healthy portions of the liver 
and reducing operative time.   

In contrasting the discussed technological advances, however, one sees an  
important distinction.  The craniosynostosis systems require new stages in the 
procedure, namely the preoperative planning at a computer workstation and intra-
operative guidance based on that plan.  The mandibular distraction planning sys-
tem also requires new, preoperative planning steps and intraoperative guidance.  
In contrast, the InVision system at least from the perspective of the surgeon, sim-
ply provides new information to the surgeon – it does not replace of any part of 
the traditional procedure.  A surgeon could use the ultrasound wand and the abla-
tion needle provided with the InVision system without necessarily having to even 
consider the additional information presented on the screen by the InVision sys-
tem, such as the drive projection of the ablation needle.  The surgeon could simply 
look at the output of the ultrasound and rely on her hand-eye coordination in order 
to drive the needle to the tumor.  In fact, in all likelihood a surgeon who was 
learning to use the InVision system could both rely on her hand-eye coordination 
and look at the new information on the drive projection of the needle.   

The approach of the InVision system is to take a small step forward in  
information and procedure and allow the surgeon to rely on her previous skill and 
knowledge in order to perform the procedure.  Our systems, on the other hand, 
require new skills and new types of interaction with new types of equipment.  
Certainly any surgeon can learn the skills necessary for adopting a new procedure.  
But when can they learn to use the new systems?  In the abstract, before the sur-
geon is trained on the new equipment, the surgeon may forego the use of the new 
equipment during any given operation in order to not jeopardize the quality of 
care.  When, then, will the surgeon get real-world experience using the new sys-
tem?  If the surgeon is not trained on the system, then it seems unlikely that her 
hospital would ever adopt the new technique as a standard procedure.  Further, if 
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surgeons and hospitals are not performing surgeries using the systems, then it is 
also unlikely that insurance companies will adopt the new procedure as a reim-
bursable standard of care.  Until something is a reimbursable standard of care, it 
will be difficult to get broad adoption of the procedure or the equipment.   

Applying this proposition to the InVision system, we see that it fares better.  
Since the system can be used by a surgeon for additional information during an 
existing operation, should be much easier to integrate into the medical establish-
ment.  Surgeons will be able to use it without affecting the standard of care be-
cause they will continue to have all of the previously-available information and 
can seamlessly switch between the traditional method and viewing the new infor-
mation.  Therefore, the surgeon will be able to progress with current standard of 
care and incorporate new information at whatever pace is comfortable.  Eventu-
ally, the new information, the new procedure, if it is better for the surgeon, will be 
adopted by the hospitals and insurance companies as the new standard of care.   

Returning to our and Clijmans’ image-guidance systems, new information is 
available – the preoperative plans for dissection and replacement of the skull 
bones.  If the surgeon does not feel comfortable guiding the scalpel based on the 
preoperative plan, however, then she is, essentially, reverting back to the tradi-
tional surgical technique.  The same is true if she is not comfortable reconfiguring 
the dissected skull based on the preoperative plan.  If the doctor reverts to the 
traditional system and does not use the preoperative plan for either dissection or 
reconfiguration of the dissected skull bones, then she is likely to feel that she 
wasted her time in creating the preoperative plan, and this can be hours in an al-
ready busy surgical week.  If the preoperative plan reduces hours in the operating 
room, then the hours making the preoperative plan may well be worthwhile.  If the 
plan is not used, however, then the time planning is essentially lost.    

That is not to say that there is never room for a drastically new procedure or 
technology.  As noted above, the MRI was adopted by insurance companies for 
some indications within two years of its FDA approval.  This was a new machine, 
parallel to and separate from X-ray and other imaging technologies that already 
existed at the time.  Further, and perhaps a closer parallel to the tumor ablation, 
mandibular distraction, and craniosynostosis systems, laparoscopic surgery was 
eventually adopted, even though it took hundreds of years since its first considera-
tion and decades after it was commercially available for it to become the standard 
of care.  The laparoscopic procedures required the surgeons to learn and adopt 
drastically-different procedures for numerous surgical procedures.  Even though 
the laparoscopic versions of the procedures reduced trauma and, in some cases, 
operative time, the medical community did not adopt the procedures with open 
arms and hearts.  In fact, as recently as the 1990s, many surgeons still criticized 
laparoscopic surgery as overused and laparoscopic surgeons as opportunistic.[30] 

Of course, one can never make sweeping generalizations that hold true in every 
case.  Perhaps, however, these examples of adopted and unadopted image-
guidance technologies teach us something both as technologist wishing to help 
another field and businesspeople wishing to choose a good product to pursue for 
our business.   It seems that in addition to needing the economic and temporal 
wherewithal to develop a medical device, one path to improved adoptability is to 
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make a product that provides the doctor an opportunity to maintain the existing 
standard of care while getting more information from the new system.  This would 
allow the doctor can easily maintain the current standard of care while learning to 
use the new information presented by the image-guidance system and thereby 
improving the standard of care.   
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Abstract. This chapter addresses the role of presence or “the perceptual il-

lusion of nonmediation” [26] in user responses to technologies for health-

care, with particular attention to intelligent decision support systems 

(IDSS). It begins by defining presence and reviewing relevant research  

on presence-related responses to agents, virtual reality systems, and other 

technologies. It then discusses the implications of presence to researchers 

and health practitioners with an interest in IDSS, including a series of  

recommendations.  

Keywords: Presence, telepresence, virtual reality, agents, new media  

technologies. 

1   Introduction 

When people talk about virtual reality (VR), agents, and other new forms of me-

dia, they often mention how the technologies give users a sensation of “being 

there” in a media environment or “being with” mediated others. These types of 

reactions to media technologies are now being focused on by scholars interested in 

the concept of presence (or telepresence), defined as “the perceptual illusion of 

non-mediation” [26].  Many aspects of technology contribute to presence. VR 

technology, for example, typically provides users with more sensory information 

and interface options than other types of media [4]. Through head-mounted dis-

plays, data gloves, and other forms of sensorimotor engagement, VR makes users 

feel “in” virtual environments (i.e, spatial presence). As another example, social 

agents are computer software programs that exhibit intelligence and can interact 

with people socially [33]. By exhibiting such human behavior, agents can make 

users feel “with” virtual others (i.e., social presence). Understanding the psycho-

logical side of VR and agent experiences through presence and related concepts 

has tremendous value for both researchers and practitioners with an interest in 

technologies for health.  

This chapter discusses the role of presence in responses to healthcare technolo-

gies, with special attention to intelligent decision support systems (IDSS). IDSS 
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are a broad class of technologies (including forms of VR and agents) that use 

artificial intelligence techniques to support decision making [38]. In the health 

field, IDSS can help medical professionals and patients in a number of important 

ways, such as in making diagnoses and deciding between preventive care options. 

Few (if any) attempts have been made to connect IDSS to presence, however, 

despite natural overlaps between the two literatures. This chapter defines presence 

and reviews research on presence-related responses to technologies used in health-

care, chiefly VR and agents. It then discusses implications of the concept of pres-

ence to researchers and health practitioners with an interest in IDSS, including a 

series of recommendations.    

2   (Tele)Presence: An Overview  

The term telepresence comes from Marvin Minsky, who in 1980 used it to refer to 

the manipulation of remote objects through technology. In the 1990s, a number of 

scholars picked up on the concept to help describe what was happening to people 

in response to emerging media technologies such as VR [10]. At this time, Byron 

Reeves [30] focused attention on the feeling of "being there" that can be created 

by advanced media technologies. Jonathan Steuer [36] wrote about dimensions of 

technology (vividness and interactivity) determining telepresence, while Thomas 

Sheridan [32] shortened the concept to “presence” and  used it to refer to feelings 

people have while immersed in virtual environments. VR was the subject of a 

book by Frank Biocca and Mark Levy [6] that discussed the potential for “goggles 

and gloves” technologies to immerse media users. And two years later, perhaps 

the most seminal work on presence was published, an explication of the concept 

by Matthew Lombard and Theresa Ditton [26] that inspired Lombard to start an 

organization devoted to inquiry into the concept.   

This organization, known as the International Society for Presence Research 

(ISPR), endeavored to define presence as a group and settled on it being “a psy-

chological state or subjective perception in which even though part or all of an 

individual's current experience is generated by and/or filtered through human-

made technology, part or all of the individual's perception fails to accurately ac-

knowledge the role of the technology in the experience” [20]. In the first decade of 

the 21
st
 century, scholars spent considerable time identifying and studying more 

specific forms of the concept, including involvement, immersion, social richness, 

and co-presence [10]. However, the two most commonly researched types have 

been spatial presence or feeling “in” a media environment [41], and social  

presence or feeling “with” mediated others [5]. A third type of presence gaining 

traction is self presence, or experiencing a representation of oneself (such as an 

avatar) as part of oneself inside a virtual environment [23]. In conjunction with 

working on conceptualizations of presence, researchers have also worked to iden-

tify causes and effects of the perception of non-mediation. 
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3   Determinants of Presence in Mediated Environments 

When considering perception in natural environments with no mediated compo-

nent, the concept of presence and what creates the feeling of “being there” is gen-

erally taken for granted: “I am here, in my environment, so I naturally feel present 

in this environment.”  The possibilities are limited to the experience of physical 

surroundings [36].  However, when ones tries to distinguish the experiences of 

individuals in natural environments from those in mediated environments, under-

standing what it means to feel present and what creates that feeling of presence 

becomes a more important issue.  Characteristics of the individual as well as those 

of different media technologies and content interact to determine the manner in 

which presence is experienced in different environments. 

3.1   Technological Characteristics and Presence 

As mentioned, Steuer [36] claims that the vividness and interactivity found in a 

medium help to evoke telepresence. Vividness refers to the technology's ability to 

produce a rich sensory environment, while interactivity refers to the technology's 

capacity to enable the user to influence the form and content of an environment.  

The vividness of an environment is defined by the manner in which information is 

presented to the senses. A vivid medium is one that is high in breadth (the number 

of sensory channels simultaneously activated) and depth (the degree of resolution 

within each sensory channel).  Conventional media like print, radio and television 

send signals to only the auditory and/or visual channels and therefore have limited 

breadth.  Newer media such as video games try to supplement this by activating 

the haptic system and basic orienting systems (those controlling body equilib-

rium). Some have gone so far as to engage taste and smell systems [28], though 

this is generally rare.   

A medium with great depth delivers more information or data through each 

sensory channel.  For example, the bandwidth and transmission capabilities of a 

computer showing a YouTube video provide considerably less information to the 

senses of sight and hearing than a large screen TV showing a high definition Blu-

Ray video.  A number of studies support the notion that media formal features 

such as screen size and screen resolution increase presence [25, 8]. Steuer [36] 

suggests that breadth and depth interact to create the sense of telepresence, and 

that simultaneous activation of multiple sensory systems can produce a strong 

feeling of telepresence even when signal depth is low.  

An interactive medium is one that provides the user with the ability to alter the 

form and content of the mediated environment.  According to Steuer [36], interac-

tivity is greatly influenced by three factors: speed (the time required for the envi-

ronment to respond to input), range (the number of environmental attributes that 

can be manipulated and the amount of alternatives available for each attribute 

changed), and mapping (how closely actions represented in the virtual environ-

ment match the natural actions used to change a real environment).  Recent re-

search has shown that mapping in particular positively affects presence, with more 

mapped interfaces leading to greater presence [34]. In general, real-time  



192 P. Skalski

 

interaction where the user performs natural actions that instantaneously alter a 

wide variety of characteristics in the mediated environment should create a high 

sense of presence.  However, since presence is a psychological state, some users 

may be more affected than others. In other words, characteristics of a media user 

also impact presence. 

3.2   Individual Differences in Experiencing Presence 

Although most attempts to identify determinants of telepresence deal with charac-

teristics of media, attempts have been made to determine characteristics of indi-

viduals that affect this experience. Along with fitness, alertness, and ability to 

focus attention, Witmer and Singer [40] consider a person's tendency to identify 

with characters in stories, sports or video games as a predictor of experienced 

telepresence.  Lombard and Ditton [26] cite willingness to suspend disbelief and 

knowledge of and prior experience with a medium as important predictors of sus-

ceptibility. As part of their MEC model of spatial presence, Wirth et al. [41] in-

clude a number of user characteristics potentially impacting presence, including 

domain specific interest, or how much a person cares about a type of content (such 

as a film genre). Whitbred, Skalski, Bracken, and Lieberman [39] recently found 

that receiver apprehension or general unwillingness to attend to communication 

had a negative impact on presence. Clearly, there are many individual difference 

variables that may impact the extent to which a person experiences presence, and 

these should be taken into account in designing and implementing presence-

inducing technologies for different populations. 

3.3   Content Determinants of Telepresence 

A final, understudied cause of presence is media content. Whereas research on 

technology addresses how media form or the manner in which information is de-

livered makes a person present, the message itself is also important. Lombard and 

Ditton [26] suggest that social realism (or how realistic a presentation seems in 

terms of characters, storyline, etc.), use of media conventions (such as on-screen 

graphics), and the nature of a task presented can all affect the extent to which a 

person feels presence. Recent research supports the idea that content matters to 

presence [e.g., 9]. 

One content feature that has received scant attention from presence researchers 

is artificial intelligence, which has obvious implications for the design of IDSS for 

healthcare. Artificial intelligence has been the basis for many medical diagnosis 

systems [29]. The more artificial intelligence an IDSS exhibits, the greater the 

social presence a user should feel, since intelligent interactions are a norm of daily 

life. The Computers As Social Actors (CASA) studies of Reeves and Nass [31] 

reveal how human beings, as a function of evolution, are hard-wired to treat ma-

chines as people, especially when they exhibit human-like characteristics such as 

intellect. Biocca, Harms and Burgoon [5] furthermore suggest that one of the keys 

to fully experiencing social presence is a sense of access to another intelligence. It 

may be, however, that too much intelligence detracts from social presence, if it 

goes far beyond what would be expected from a human. If so, then artificial  
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intelligence may have a curvilinear effect on presence. Future work on IDSS for 

healthcare should explore this linkage.  

4   Presence and Mediated Healthcare  

Most presence scholars in communication, psychology, and related fields are not 

just interested in presence as an outcome of media exposure, but also in how pres-

ence may impact further outcomes of interest in particular domains of study, in-

cluding entertainment, persuasion, and health, the focus of this chapter. Advanced, 

presence-inducing technologies have been used for healthcare in a number of 

ways. As Lombard [24] notes, presence principles are currently being used for e-

health purposes such as distance surgery, remote medical care, rehabilitation, and 

phobia treatment, to name a few. A handful of studies to date have explored the 

relationship between presence and health technology use outcomes. These may be 

divided into health studies using (1) VR and (2) agents and other technologies. 

4.1   Health Research on VR Technology and Presence 

One of the first research initiatives to address the relationship between presence 

and health outcomes is the EMMA (Engaging Media for Mental Health Applica-

tions) project [1]. The goal of the EMMA project has been to investigate how 

presence-inducing VR technologies may be used for non-addictive, mood stabiliz-

ing experiences.  Through understanding the relationship between presence and 

emotions, the researchers hope to develop “mood devices” providing innovative 

ways of coping with distressing emotions, such as affective, anxiety, and adjust-

ment disorders, and restricted mobility.     

Cognitive rehabilitation has also been examined. Castelnuovo et al. [12] have 

looked into the potential for VR technology to help individuals with traumatic 

brain injuries. This research has been concerned with testing the added value of 

VR over traditional approaches to assessment and rehabilitation of cognitive func-

tions. In this research, the core characteristics of a virtual environment that make it 

useful for mental health applications have been assessed by measuring presence.  

In a more targeted, applied study, Brown, Nunez, and Blake [11]  created a VR 

environment to provide nutritional information to HIV positive women in South 

Africa. Specifically, the environment was a house in which users interacted with 

others for social support, while also learning about food groups and cleanli-

ness/hygiene issues. Participants in the study who navigated through this high 

presence-inducing VR system found it usable and enjoyable. Despite finding the 

amount of information lacking, they thought the information was of high quality, 

leading the authors to ultimately conclude that this type of system is a useful way 

to disseminate medical knowledge. 

Finally, a number of clever, innovative VR and health studies have been con-

ducted by Jeremy Bailenson and colleagues. This research calls attention to the 

potential for VR technology to not only replicate real-world experiences but also 

to surpass them. Bailenson et al. [3], for example, investigated aspects of pres-

ence-inducing VR technology that are unique from a media interactivity  
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standpoint, including the ability to capture and review physical behavior and the 

ability to see an avatar rendered in real time from third-person point of view. Two 

studies were conducted that allowed users to either learn Tai Chi through viewing 

a video of an instructor (traditional method) or through seeing a captured image 

(avatar) of themselves doing moves next to the instructor doing moves, as if they 

were performing the actions together (VR method). Learning was better in the VR 

conditions, showing the potential for self-presence inducing VR to serve as a tool 

for such health applications as physical therapy and exercise.        

In related follow-up research, Fox and Bailenson [14] further examined health 

applications of self presence-inducing VR technology. They conducted three stud-

ies testing how virtual representations of the physical self affected exercise behav-

iors. Specifically, they made realistic avatars of study participants do things like 

gain weight and perform exercise and found that participants exposed to such 

avatars (versus control conditions) were significantly more likely to exercise 

themselves. In another study, Fox and Bailenson [15] focused specifically on 

presence (an untested assumption in some of this research) and avatar eating. 

Participants were shown photorealistic avatars of themselves eating healthy and 

unhealthy foods in a virtual world, to see how it would affect their real-life eating. 

Results were moderated by sex, with men who felt high presence in response to an 

avatar being more likely to eat unhealthy food, whereas women who felt high 

presence were more likely not to eat candy. 

Taken as a whole, the reviewed research streams and findings in the area of VR 

and presence have interesting implications. First, they show the diversity of topics 

in health that may be addressed using VR. Second, they point to the importance of 

considering presence (chiefly spatial presence and self presence) in this research 

as a measure of technological effectiveness. Third, they show the potential of VR 

as a tool for creating high levels of presence with equally strong impacts on 

healthcare outcomes. For IDSS, the work on VR and presence for health suggests 

that creating high presence-inducing VR experiences can make users feel more in 

virtual spaces and connected to avatars, potentially making them more motivated 

to use the systems and also increasing the ability to do so. Research on these con-

nections can help identify the extent to which VR applications for IDSS create 

presence leading to further outcomes of interest.  

4.2   Health Research on Agents/Other Technologies and Presence 

Agents have been the focus of a handful of presence and health investigations to 

date. David, Cai, Lu, and Jeong [13] looked at the effects of gender on responses 

to an anthropomorphic computer help agent. Specifically, they were interested in 

how the match (or mismatch) between agent gender and respondent gender af-

fected social presence dimensions and other outcomes. They found that agent 

gender did not have a strong effect on males, but for females a female agent was 

rated significantly higher on co-presence, attention, and understanding. The fe-

male agent was also rated higher by females than an interface without agent cues. 

This suggests that agent design and corresponding social presence can have an 

effect on healthcare, by affecting outcomes such as attention to and understanding 

of health messages.    
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Huang [18] examined how the interactivity and expressiveness of agents im-

pacted dimensions of social presence along with memory, attitude, and behavioral 

intention toward a health message focused on drunk driving. Findings were mixed, 

with both expressiveness and interactivity impacting presence dimensions. Inter-

activity of an agent also impacted learning, though expressiveness did not. Atti-

tude change and behavioral intention were not affected by either manipulation, 

contrary to expectations. 

In a similar study that attempted to better explain variable relationships using 

theory, Skalski and Tamborini [33] investigated the social presence and persua-

sion effects of a health interactive social agent, using information processing the-

ory as a guide. They predicted that an interactive social agent (versus one that 

passively communicated information) would cause users to experience more so-

cial presence. Social presence was then expected to compel listeners to process 

health information more centrally, leading to a more positive attitude and behav-

ioral intention toward a health issue (blood pressure checkups). Findings were 

generally in line with expectations, showing the potential of computer agents to 

serve as effective communicators of health information.    

Additional studies, focused on technologies other than agents, provide further 

insight into the relationship between presence and health outcomes. Hawkins et al. 

[17] explored how interactivity relates to social presence, in response to a variety 

of interventions directed toward breast cancer patients. They found that an Inter-

net-based system scored low on both interactivity and social presence, while a 

system involving a human “Cancer Mentor” scored the highest. This highlights 

deficiencies in current technologies, though these should diminish over time as the 

technologies improve. Alem, Hansen, and Li [2] tested a telemedicine system that 

allows a specialist at a major hospital to direct teams in smaller, remote hospitals. 

Their findings indicated that, while individual differences played a role in clini-

cian presence, there may still be a relationship between presence and outcomes 

such as ease of technology use and satisfaction with video quality. Bouchard, 

Robillard, Marchand, Renaud, and Riva [7] investigated how closely patients and 

therapists bond during videoconferencing sessions. They found that presence re-

lated positively to bond strength, suggesting the concept’s importance in telepsy-

chotherapy. Sponselee, de Kort, and Meijnders [35] found mixed results however 

when testing the role of presence in relieving stress through mediated restorative 

environments. 

As a final note, Sundar, Oeldorf-Hirsch, and Garga [37] advance an intriguing 

overall framework for exploring and explaining connections between technology 

and presence, known as the MAIN model. It suggests that affordances of technol-

ogy (i.e., Modality, Agency, Interactivity, and Navigability) transmit cues that 

trigger cognitive heuristics leading to presence. This model sheds further light on 

how technologies such as IDSS may induce presence. For example, if they have 

agency, the agency can trigger the social presence heuristic, which says “I can 

sense the other, therefore I am present with him/her” [37, p. 225]. The navigability 

of the system can create another browsing heuristic that further facilitates pres-

ence through exploration. The research reviewed in this section on agents and 

other healthcare technology applications suggests that they have an impact on 
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presence (specifically social presence in the case of agents), and that this presence 

can be increased through affordances such as interactivity. Moreover, the findings 

once again show how presence has a positive impact on health communication 

outcomes, further cementing the concept’s importance to achieving them.     

5   Conclusion and Recommendations 

The experience of presence is a complex process depending on the interaction of 

media form, content, and user characteristics. Nevertheless, it holds tremendous 

value as a tool for understanding IDSS and other healthcare technologies. The 

advantage of considering the human, psychological side of technology use (i.e., 

presence) over just hardware or technologies themselves is that presence is a 

common, measurable outcome of any media experience, with predictable results.  

Instead of having to account for the potentially limitless number of features that 

might differentiate current and future technologies along qualitative dimensions, 

focusing on presence allows researchers to concentrate on a single enduring aspect 

of human experience that varies along a continuum. Presence measures can be 

used to experimentally compare across different manipulations of media form and 

content, such as options for IDSS, to determine which combinations lead users to 

perceive the most “naturalness” or “realness.” In that sense, presence functions as 

a “manipulation check” for technological effectiveness, expected to relate posi-

tively to dependent variables of interest. 

Presence also functions as an organizing concept for research on new technolo-

gies like VR and agents. It has been studied by scholars in diverse fields, including 

engineering, computer science, communication, media studies, and psychology. 

Theory and research on presence helps unite these traditions as they work toward 

common goals, such as understanding the distinctions between real and mediated 

experiences and manufacturing mediated experiences that seem real. Important 

issues like these cannot be fully addressed simply by testing relationships between 

technologies and outcomes. For example, it may be that certain types of IDSS are 

more effective, but why? Answering this question requires the inclusion of medi-

ating variables such as presence in research, which are necessary for the construc-

tion of explanatory models. Models, in turn, help build theory and accomplish the 

goals of science, i.e., description, explanation, and prediction [16]. Explanation 

makes prediction easier by pinpointing variables that can cause a particular out-

come (e.g., presence). Given the obvious value in predicting outcomes such as 

how to more effectively deliver healthcare information, explanation and prediction 

should be considered in tandem. Following are some additional recommendations 

concerning presence and IDSS for healthcare: 

• Consider presence dimensions separately and only focus on relevant 

ones: There are many types and sub-dimensions of presence that have 

been advanced over the years. Although some researchers have indexed 

these to create an overall measure of presence, separate dimensions of the 

concept should be treated separately, as recommended by Bracken and 

Skalski [10]. One reason for this is that the types may not relate the same 
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to independent and dependent variables of interest in a study because 

their conceptual meanings are different. This is especially true for spatial 

presence, social presence, and self presence, which represent distinct ex-

periences. IDSS through VR technology would probably affect a user’s 

spatial presence or self presence, whereas IDSS agents would probably 

affect a user’s sense of social presence. The choice of presence type 

should depend on the type of technology being investigated and other 

variables of interest. And when in doubt, it is fine to consider multiple 

types of presence, provided that they are treated separate from one  

another.  
 

• Measure presence using established methods: Presence measurement has 

been a major subject of inquiry for scholars studying the concept, result-

ing in the development of many validated scales and other suggestions 

for measurement [e.g., 21, 22]. These measurement tools are freely avail-

able, for the most part, and their use is encouraged. They not only remove 

the hardships involved in developing new measures but also allow for 

easy cross-study comparisons.     
 

• Draw upon the large accumulated body of presence literature when 

needed: In the short history of presence scholarship, an impressive body 

of knowledge has accumulated. Lombard and Jones [27] identified more 

than 1,400 articles addressing the concept. These range from the very 

technical articles typically appearing in the journal Presence: Teleopera-

tors and Virtual Environments to conceptual pieces appearing in journals 

such as Communication Theory. Research findings on presence provide a 

useful springboard for determining, for example, technology form and 

content variables that can maximize presence. The presence literature can 

therefore suggest ideal designs for new IDSS or ways to make existing 

ones more effective. 
 

• Remember the advantages of VR and agents as “superhuman” technolo-

gies: As shown in the work of Jeremy Bailenson and colleagues, VR can 

not only be used to simulate real life but also to surpass it. Students train-

ing to be heart surgeons, for example, might benefit from a simulator that 

allows them to operate on a virtual heart with a specific problem, to learn 

how to repair it without risk to a patient.  Such a simulator might also  

allow the user to instantly change to another type of problem, or even  

another organ, making VR superior in some ways to other forms of  

education. Computer agents, likewise, far exceed a human’s capacity for 

information storage and retrieval. They can surpass any medical profes-

sional in information sharing. These systems are therefore of tremendous 

value as healthcare tools, especially if they are designed with presence in 

mind and users can interact with them in natural, lifelike fashion.          
 

• Conduct research on how IDSS technologies and variables relate to pres-

ence: A final and important step is to conduct research to empirically  
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establish the connection between presence and IDSS technologies and 

variables. Power [29] traces the development of decision support systems 

(DSS) and identifies a number of historical types, including model driven 

DSS, data driven DSS, communications DSS, document DSS, knowl-

edge-driven DSS, and Web-based DSS. Research on Communication and 

Web-based DSS are obvious linkage points between the media-focused 

presence literature and the IDSS literature. In addition, IDSS scholarship 

calls attention to the importance of variables such as artificial intelli-

gence, which may also impact presence in the manner discussed earlier. 

Understanding how healthcare technology applications affect presence 

can be valuable for physicians and patients alike. Early research on com-

puter-based clinical decision
 
support systems, for example, revealed that 

the systems have been useful in some areas, such as drug dosing and pre-

ventive care, but lacking in others, such as diagnosis [19]. The inability 

of certain technologies to induce presence may have played a role in 

these outcomes; accounting for presence may help improve their  

effectiveness.    

 
In addition to giving an overview of the concept of the presence and its causes, 

this chapter demonstrates the benefits of considering presence in health research 

using advanced technologies such as VR and agents. It also suggests areas for 

further inquiry by IDSS scholars. It is relatively easy to add presence measures to 

IDSS studies, and doing so can reveal much about users’ psychological reactions 

to intelligent decision support systems for healthcare. As Lombard and Ditton [26] 

suggest, presence is central to our understanding of the relationship between  

people and technology, “at the heart of it all.”      
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Abstract. Witnessing is core to the design of social interaction. This  

chapter explores the role of witnessing from different perspectives. The first 

perspective focuses on witnessing in its social and psychological conse-

quences. Response-ability, address- ability, the performance of testimony 

and transparency of subject position determine how individuals per-

ceive/witness each other.  The second perspective focuses on the impact of 

technology on witnessing and introduces the YUTPA framework as a tool 

for the design and orchestration of witnessing in technology environments. 

The third, fourth and fifth sections discuss initial results of exploratory re-

search performed in the Netherlands and in India. This research shows that 

the way in which witnessing is orchestrated affects the psychological well-

being of the people involved: it can be beneficial or detrimental. These re-

sults demonstrate the need to explicitly design witnessing along the four 

dimensions of the YUTPA model: space, time, action and relation. The 

sixth section addresses a third perspective, the technological perspective 

that focuses on the design of large scale socio-technological systems. The 

conclusion of this chapter argues that health systems that affect the psycho-

logical well being of the people involved must both be designed to take 

witnessing into account but also to be used appropriately. 

Keywords: Witness, Technology, Presence,  Healthcare, Cyber Therapy, 

Systems Design, Time, Place, Action, Relation, Trust, Collaboration, 

Socio-Technological systems. 

1   Introduction 

Today’s virtual environments for healthcare, eg those created for cyber therapy 

and behavioural training, orchestrate social interaction. The real world and virtual 

world are often intentionally blurred through the use of technology. Therapist(s) 

and client(s) witness each other directly or indirectly by way of technology. The 

choice of technology and options for communication determines how people in-

teract, how people perceive each other, how they can be witness to each other, and 

how they can take responsibility for each other and themselves.  

In most of these systems, information about clients is only accessible to  

the therapists. The introduction of the Electronic Patient Files (EPD) in 2008,  
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approved by the Dutch Parliament in 2008, has changed the situation drastically. 

Each and every citizen in the Netherlands has an EPD, unless he/she formally re-

fuses. The ambition of the EPD is to provide complete documentation on each 

patient instantaneously at any place of care, with explicit patient permission. This 

documentation, large repositories of medical, psychological and health knowl-

edge, may be tailored to personal needs, giving advice, support or warn people in 

specific situations. Data-mining programs, software agents, and small bots can 

easily become medical friends, coaches and even therapists. These friends interact 

with the ‘data-identity’ of human beings.  The data-identity acquires more and 

more agency over time. As the number of specific virtual environments for chang-

ing human behaviour is increasing fast and the development of larger healthcare 

systems progresses, the new interaction between human beings and systems de-

mands rigorous analysis. Note that large databases also make it possible to create 

new kinds of interaction between the healthcare system, the insurance companies, 

employers and individual human beings.   

This chapter focuses on how well-being of human beings in technology envi-

ronments can be orchestrated. It argues that the design of witnessing is crucial and 

shows that in each of the four dimensions of the YUTPA framework (time, place, 

action, relation) specific issues for the design of witnessing in larger social techni-

cal systems can be identified. YUTPA is the acronym for ‘being with You in 

Unity of Time, Place and Action”. 

Section 2 introduces an interdisciplinary social science and philosophical per-

spective on witnessing after which the YUTPA framework for design and analysis 

is shortly explained. Section 3, 4 and 5 present current exploratory research in 

which the YUTPA framework is used to better understand possibilities for wit-

nessing in a variety of presence designs. Section 6 takes the results of the explora-

tory study and formulates possible implications for system design. The discussion 

in Section 7 relates insights and concepts to healthcare as a context for design. 

2   Witnessing and the YUTPA Framework 

The performance of presence and the enactment of being, presuppose the presence 

of other beings and as a result witnessed presence. Before language is uttered, 

human beings recognize spatiotemporal trajectories of other beings setting the 

parameters for any sequential interaction [1]. Witnessing can be distinguished 

from observing, in which cognition plays a significant role, and from perceiving, 

in which sensorial input has dominance. Witnessing, as proposed in this chapter, 

builds upon perception and observation but also includes the possibility to act 

upon what is witnessed. Being witness includes taking of responsibility by acting 

upon, or testifying about, the perception and observation of the situation to which 

a person is witness. Witnessed presence, operates on all levels of consciousness: it 

is one of the building blocks of social rules, defined by space and time.  Social 

rules determine the social structures that human beings construct [2].  

In Law, in communities, in businesses and organizations the persona of the 

witness is distinct. In most judicial systems the witness has to be sworn in. By 

doing so the witness accepts responsibility to speak the truth. In other words,  
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being witness involves accepting responsibility for what happens next. When be-

ing witnessed, any act becomes a deed [3]. Perception and observation involve 

judgement on several levels of consciousness. Witnessing refers to the fact that the 

persona of the witness embodies the possibility to act upon and/or to testify about 

the act.  When witnessed, the perception or observation of an act is considered 

from the perspective of possible re-action and contextualizes perception and ob-

servation in the strive for well-being and survival in which the essence of presence 

is to be found [4]. Vice versa, when human beings feel there is no possibility to 

act (or re-act), people detach themselves from a situation and take a moral dis-

tance others, their actions and even to their own self [5].  

In traditional social structures witnessing assumes a sharing of time and place, 

being in relation to each other, and having the possibility to act within the interac-

tion that is taking place. In new space and time configurations facilitated by tech-

nology, such relations are not as easily acquired. Millions of people, however, use 

these technologies to sustain personal and professional relationships. A variety of 

presence designs have emerged and in all of these presence designs people find 

ways to communicate, to develop relationships between people in series of inter-

actions. Having a conversation, making a phone call, sending an email, postings 

on the Internet and the variety of possibilities to chat or Skype are all specific 

presence designs, which contribute in a series of social interactions to the building 

up or breaking down of trust [3]. To have presence requires agency; to be able to 

perform presence; to be able to ‘enact’ being [6]. The way in which people are 

witness to each other, in the variety of presence designs, influences how trust is 

built [7]. 

Human kind has developed a variety of social structures in which witnessing is 

distinct: family structures, community structures, organizational structures, busi-

ness structures, judicial structures, learning structures, national and transnational 

structures. In all of these structures people are witness to each other. This deeply 

influences how people interact. Conflict and tension are a given, but the way in 

which people handle conflict and tensions in one social structure differs from an-

other. In a large comparative studyFukuyama finds that ‘high trust’ societies are 

beneficial for human beings: people are happier and live longer [8]. Business the-

ory argues that high trust in organizations creates more success [9].   Stephenson 

describes trust as the sort of glue that holds social structures together [10]. In the 

establishment of trust, witnessing plays a significant role [7].  

Oliver claims that the capability of witnessing - to witness, to bear witness and 

to be in dialogue with one’s inner witness - is fundamental to being human [11]. 

She argues that being witness is characterized by the possibility of response-

ability and address-ability. Response-ability refers to the subjectivity, which al-

lows a person to respond to the person who testifies. Oliver connects this to ethical 

responsibility.
1
 Address-ability refers to the being able to address one’s testimony 

to another human being who will listen. Response-ability and address-ability func-

tion in relation with the ‘inner witness’ every human being has. Oliver argues that 

                                                           
1 This resonates with Damasio’s suggestion that in the strive for well-being and survival, 

also the ethical ground is to be found [5]. To hurt others makes one’s own environment 

unsafe. 
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when being victimized or having to deal with trauma, people need to restore the 

dialogue with their inner witness. Only through the performance of testimony in 

which one can address a person who is willing to be witness and therefore is will-

ing to respond and share responsibility for the performance of testimony, a person 

can transform traumatic experiences in such a way that repetition will stop. The 

joint responsibility of witnessing, as a source for the re-emerging truth, is needed 

to be able to give testimony of traumatic experiences of oppression and victimiza-

tion, argues Oliver. The psychological process that happens as a result of giving 

testimony, in which the unsaid can be communicated, is transformation. Such 

transformation processes are part of all stages of life, of being mother and child, 

falling in love, developing friendships and more. However, ‘false witnessing’ has 

to be addressed in this context, Oliver concludes that if a person is not in the 

proper subject position witnessing cannot be. A subject position is defined by the 

social structures in which an individual acts and therefore has knowledge about. 

One has to be a farmer to give testimony about farming for example and not an 

actress. Subject positionneeds to be made transparent for witnessed presence to be 

significant. Oliver argues convincingly that through witnessing and being wit-

nessed and through the dialogue of one’s inner witness, the essence of human 

presence develops [11]. 

The presence design of Oliver’s work on witnessing, assumes a sharing of time 

and place, being in relation to each other and having the possibility to act within 

the interaction that is taking place. Current technologies challenge this presence 

design by providing new possibilities to transcend time and place at a high speed 

and large scale. Presence, as such, has never been a given, argues IJsselsteijn, it is 

a trade-off [12]. At a certain moment in a certain place, given the specific context 

and perceived sensorial input, a certain status quo is accepted. The way sensorial 

input is understood is a trade-off. Eyes for example can only handle a limited 

amount of input in distance, colours and more. In day-to-day social presences hu-

man beings make trade-offs all the time. When a woman meets a big man in a 

dark alley at night there may be a moment that she decides to run without having 

to know exactly how strong the guy is or where he is from. 

Also the way people adapt to new technologies is determined by making  

trade-offs [12]. When film was introduced more than a century ago, an audience 

would scream and shiver when a train wouldhead their direction on screen. 

Through collective experience the understanding of the train on screen changed 

and ‘screen-reality’ has been accepted in its own right as part of day-to-day reali-

ty. These adaptation processes are time-based and are specific for certain periods 

in time in certain cultures and for certain generations as well [13]. Media tech-

nologies such as television, mobile phones, videogames, Internet and also the use 

of large databases and visualization of data-sets in professional environments for 

example, all cause new trade-offs to emerge.  

The fact that presence is a trade-off, creates the possibility to design this trade-

off. Not only time and place have a distinct influence how the trade-off is made, 

but also the relation between people and the possibility to act, The trade-off of 

presence determines how witnessing contributes to the ability to build or destroy 

trust [7].  The YUTPA framework has been developed to analyze trade-offs in 
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presence design [3]. YUTPA is the acronym for “being with You in Unity of 

Time, Place and Action”. In the YUTPA framework each specific presence design 

is analyzed along 4 dimensions: time, place, action, relation. Sharing time and 

place and being in a sustainable relationship with each other upon which one is 

allowed to act, is the ultimate YUTPA configuration in which trust increases or 

diminishes and in which ‘true witnessing’, in Oliver’s terms, may happen [11].  

The 4 dimensions between Now and not-Now, Here and not-Here, You and 

not-You, Do and not-Do,influence the ability to build a sustainable relationship as 

defined by trust. Not sharing place, not sharing time, not being in relation and not 

having any possibility to act creates zero dynamics for building or breaking down 

trust. When not sharing time and place with someone with whom one is deeply 

related, trust travels easily and technology mediates this trust. When making a 

YUTPA analysis, a rigorous describing of each of the four dimensions in relation 

to the other three sheds light on how the trade-off in a specific presence design is 

made. 

 

Fig. 1. The YUTPA framework defines in four dimensions the relation between presence 

and a sustainable relationship defined by trust. The black and white parts of the sphere pre-

sent the possibility to act (Do/notDo). 
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3   Exploring Witnessed Presence and Systems Engineering 

To explore the different ways in which witnessing has emerged in new forms of 

interaction between man and machineNevejan and Brazier (authors of this chap-

ter) designed the qualitative studythat is presented in this section. Initial results 

will be shared in section 4 and 5. To explore Witnessed Presence artists, design-

ers, engineers and business developers, whose day-to-day practice is deeply af-

fected by technology have been interviewed by Nevejan.  The choice of experts is 

not arbitrary.  They have been chosen on the basis of their reputation, knowledge 

and experience.  The intention of the interviews is to make their tacit knowledge 

on witnessed presence surface,to discover words and concepts related to witnessed 

presence and its four dimensions. The first results of this study provide a rational 

and ethical basis upon which applications and infrastructures for healthcare can be 

analyzed and designed.  

3.1   Methodology 

To explore 'witnessed presence' 17 interviews have been conducted with design-

ers, social scientists, engineers, artists and business developers in the Netherlands 

and in India. The people interviewed are fluent in more than one professional lan-

guage and have a rich experience on which their knowledge, insights and skills are 

based. All of the experts have an established reputation in their field. The inter-

views can be considered as acts of Parrèsia
2
, the ancient Greek concept for  

knowledge that evolves from personal and professional experience in respected 

contexts [14].  

                                                           

2 The Greeks made a distinction between Epistème and Parrèsia. Epistème refers to know-

ledge production in which objective knowledge is produced by logical reasoning and by 

providing evidence. Modern science is largely based on this tradition. Parrèsia refers to 

the act of speaking the truth from a specific personal experience and a recognized ethical 

position. Parrèsia is not easily accepted as a method for producing knowledge in the 

scientific realm. Yet in contrast to this, in the professional realm a personal speaking of 

the truth that derives its authority from experience and a recognized ethical position is 

widely accepted and appreciated. According to the Greeks, to be able to speak the truth a 

person needs to have the right attitude. “In Parrèsia, the speaker uses his freedom and 

chooses frankness instead of persuasion, truth instead of falsehood or silence, the risk of 

death instead of life and security, criticism instead of flattery, and moral duty instead of 

self–interest and moral apathy” [14]. The process of revealing truth to oneself involves 

formulating, taking distance, evaluating, analyzing and re–formulating. Foucault was in-

spired on Parrèsia as a methodology for analysis by Plutarch: “These exercises are part of 

what we could call an “aesthetics of the self”. For one does not have to take up a position 

or role towards oneself as that of a judge pronouncing a verdict. One can comport oneself 

towards oneself in the role of a technician, of a craftsman, of an artist, who — from time 

to time — stops working, examines what he is doing, reminds himself of the rules of his 

art, and compares these rules with what he has achieved thus far.” [14]. 



Witnessed Presence in Merging Realities in Healthcare Environments 207

 

The interviews have a very open character taking the experience and expertise of 

the experts as perspective. The interviews can be best characterized as structured 

conversations in which current thinking is shared and explored in the different dis-

courses and disciplines in which the interviewed people work. The interviewer’s 

role can be characterized as being witness to a performance of testimony on the 

interviewed person’s professional experience and reflection on this experience; 

offering address-ability and taking response-ability in a context in which subject 

positions are clear.  The interviewer knew the subjects professionally. In all of the 

interviews the notion of witnessed presence and the four dimensions of the YUTPA 

framework are addressed in relation to the practice and insights of the expert 

interviewed.  

Fundamental in this study is its interdisciplinary nature. The specific under-

standing of a phenomenon and the words that describe a phenomenon in relation 

to other concepts and phenomena in a specific discipline, are diverse and cannot 

be easily transposed to other disciplines. The understanding of interdisciplinary 

research in this study builds upon the awareness that such research requires multi-

lingual skills as well as an open attitude [15]. Specific requirements have been met 

to facilitate the interdisciplinary nature of this study. In the first place the research 

question offers a perspective to which the different disciplines can relate. Sec-

ondly the research context provides a climate ofexperience with interdisciplinary 

research in which a manner of conversation has been developed in which terms 

and concepts are under constant exploration. Thirdly, both investigators have ac-

quired multi lingual capacity in many interdisciplinary projects before. Last, but 

not least, all of the people interviewed have shown to be willing to endure the un-

comfortability that is part of exploring new territories. This interdisciplinary ex-

ploratory research project is not a comparative study. Through the accumulation 

of insights from different domains and practices, a sketch of witnessing in  

technology environments is made.  

In the interviews the perspective of the actor in an agent-actor environment is 

central. This is also the focus in the presentation of the results. The research in-

forms experiments in the field of collaborative distributed work, the modelling of 

systems for crisis management and inspires further thinking on the ethics and im-

plications of system foundations.  

To offer maximum transparency and increase the validity of this study all inter-

views have been filmed and the source material has been published on the Inter-

net. Each interview lasts one hour, filmed in the presence of a camera and a  

cameraman. 

The interviews have been filmed with a wide angle to provide an impression of 

the way people move and gesticulate while being deeply involved in expressing 

their views. The complete transcript of the individual interviews including film 

fragments can be accessed at http://www.systemsdesign.tbm.tudelft.nl/witness. 

Note that in this chapter references refer to the opinions expressed in the inter-

views themselves, often introducing the expert briefly. 
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4   Results: Exploring the Context of Witnessed Presence and 

Systems Engineering 

The nature of the interaction between human beings and systems influences the 

way presence is witnessed.  This section first focuses (1) on interaction with tech-

nology, (2) on how biological, social and algorithmic realities merge and (3) on 

how partial perspectives change through transaction.  

4.1   Interacting with Technology 

For many centuries being witness referred to an ‘inscribing with the body’ one’s 

presence and therefore being able to testify, as formulated by new media artist 

Hazra  [16]. Physically presence was needed to be witness to a situation. Today’s 

technologies, with their different scale and speed of collecting and distributing 

data, offer a perspective that human kind has not been able to perceive before. 

People can be witness to situations thousands of miles away. Both on the micro 

level as happens for example in molecular science as well as on the macro level 

with technologies like satellite, database technologies and the Internet, human 

beings can perceive realities they could not perceive before. As users of technol-

ogy human beings become actors in these environments. Both technology and 

human beings are in a process of change because they interact. 

In traditional communities of artisans witnessed presence is fundamental, ar-

gues designer Panghaal [17]. In addition to working with companies such as 

Nokia and Motorala, Panghaal also works with communities of craftspeople who 

for example work with steel in the same way as people would do 2000 years ago. 

Artisans do not make things in the past or project their work in the future but cre-

ate now and here, Panghaal explains. It is physical work and if the body is not 

centredthe artisan will not be capable to do the work the next day. The interaction 

between body and material is profound. The material actually changes the human 

being who works with it. Like material, also the interaction between technology 

and human being affects people profoundly. Panghaal cites the example of the 

mobile phone, which has a side effect of not having to make decisions anymore 

about being at a certain place at a certain time to be able to meet [17].  

The interviews support the assumption that technology has impact on the four 

dimensions of the YUTPA framework by changing e.g. scale, speed, perspective, 

granularity, and rhythm. Technology, however, also communicates concepts of 

ethics and aesthetics at the same time. Van Splunter, computer scientist, makes a 

convincing argument that when making a chair a concept of sitting is communi-

cated, when making an email program a concept of communication is created and 

so on [18].In architecture, where technology has a great impact on the tools and 

materials that can be used, algorithmic reality offers a new sense of aesthetics for 

which people can be sensitive. A new visual logic is emerging, according to archi-

tect Jansma, even though visual logic cannot be expressed in language as such 

[19]. Technology affects human perception and action and while doing so it com-

municates concepts of ethics and aesthetics at the same time as well. 
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4.2   Biological, Social and Algorithmic Realities Merge 

Infrastructures and people adapt and this is part of the evolutionary process of 

social technical systems in which people live, argues anthropologist and designer 

Sood [20]. However, argues Sood, people know what they deal with. Even when 

dealing with complex technological systems or robots or agents, human beings 

will recognize in a limited amount of time whether they deal with something hu-

man or technological.  

Today’s technology, however, offers limited sensorial experiences of quality by 

itself and therefore it mostly depends on references of profound experiences in 

other realms of life argues Panghaal [17]. Interfaces are designed to give a sense 

of gravity or force feedback, specific personalization is made possible and lower 

layers of technology are hidden. Differences between biological, social and tech-

nological input are often purposefully blurred to provide a frame of reference, to 

support acceptance, making it difficult for users to distinguish the roles, argue 

computer scientists Warnier [21] and Quillinan [22].  

Not only biological and social reality define people’s sense of the world around 

the globe, also technological reality has deeply invaded human beings perception 

of self, illustrates Hazra[16].  Medical technology and information and communi-

cation technology merge with social and biological perception into one image of 

the human body and its environment in common practices of all sorts. Taking the 

example of sleep,Hazra explains that a person has the sense of sleep, he or she 

may use a monitor to be aware of personal patterns of sleep and there are statistics 

on patterns of sleep. In the experience of paying attention to sleep all of these 

kinds of information about the self merge into one feeling and knowledge base 

about sleep. Because different realities merge, a variety of presences may exist 

and technology is capable of offering new perspectives on the self from a ‘third 

point’ as Hazra calls it [16].  

4.3   Partial Personal Perspective Changes through Transaction 

In the merging realities it is important to realize that each individual person makes 

his or her own specific configuration of different realities according to personal 

need. When sleep is not an issue, only the biological reality may be a reference for 

a person. Only when sleep becomes problematic do other realities merge. In health 

situations personal reality configurations are distinct between different people. 

The merging of biological and social reality, as in the nature-nurture debate, al-

ready creates lots of fundamental confusion. The variety of presences technology 

facilitates, and the large information and communication repositories it produces, 

makes the confusion even more profound. The fact that realities merge does not 

imply that human beings perceive more of what happens or perceive in a more 

profound way. Merging realities influence individuals’ mental maps and under-

standing of the personal body and of the contexts in which people find themselves. 

But also in larger merging realities human beings have partial perspectives. Pres-

ence is a universal concept and witnessing is not, according to communications 

scholar Parthasarathi [23]. 
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Bawa, scholar on politics of land, finds that even the way people understand 

‘the land’ has become a complex issue in which different realities merge. Owner-

ship, political and social relations, business, maps, television and databases define 

how people perceive their urban environment. Real and virtual flows merge but 

she finds that in the merging realities, the social-political position of human beings 

remains to be distinct when being witness to what happens [24]. In her work on 

religious contexts, on housing politics and in the warzone of Srinadar, she finds 

that without being in dialogue there is no interaction and the being witness to each 

other becomes a mere judging [24]. Parthasarathi argues from a different realm 

that the social-political position of people defines what they can be witness to 

even when different realities have merged. If one is not in dialogue or in transac-

tion with a specific situation, one cannot be witness to that situation [23].
3
 From 

yet another perspective Wilson, technical director of an online software company, 

supports this argument as well [25]. For her, the different realities of the online 

and offline world merge in her personal life, but do not merge at all in her social 

life. Because most of her friends do not know her online life, she cannot share this 

world and they cannot be witness to a large part of her life. There is no language 

in which she can express this other world to people who are not part of it [25].   

A partial perspective can only be changed by transaction, argues Parthasarathi 

[23]. Only when being in transaction can one be witness to each other and per-

ceive new parts of the merging realities through these transactions. Social political 

positions, in the merging biological, social and algorithmic realities, define with 

whom and with what one can be in transaction with. In healthcare other perspec-

tives are mostly created when being confronted with implications of illness or 

pathological patterns of behaviour. Also here, the need to develop other partial 

perspectives only evolves when having to enter into new transactions in order to 

safeguard well-being and life. Hazra argues that the realization of merging reali-

ties demands for a new ethics of responsibility, which is no longer based in pres-

ence alone [16]. Especially for healthcare such an ethic has to be explored.  

5   Results: Exploring Witnessing in the Four Dimensions of the 

YUTPA Framework in Relation to Future Healthcare Issues 

Time, place, relation and the possibility to act define the subject position of a hu-

man being in the social structures he or she is engaged with. When discussing the 

construction of time, place, action and relation between human beings and systems 

it is necessary to make a distinction between two kinds of interaction. There are 

interactions in which a human being directly interacts with the system and there 

are interactions in which technology mediates human interaction. In healthcare 

both interactions take place separately and intertwined in certain cases. This  

                                                           
3 In an analysis of the media-coverage of the Mumbai attacks, he argues that because the 

reporters were all familiar with the hotels that were bombed, the media coverage focused 

on these hotels. The railway station, where many more people died, was hardly mentioned 

because the reporters, nor the owners of the television stations, were regular users of the 

railway station. To them the railway station had no significance. 
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distinction is made in the following four sections on the dimensions: time, place, 

action and relation.  

5.1   Time Is the Beholder of Trust in Online Collaboration 

When designing processes, systems and applications, time is one of the features to 

be constructed: rhythm, instances of synchronization or random noise. Design of 

time is one of the four dimensions that is distinct in the experience of the users of 

a system. 

Human beings and systems have very different structures in time. Human  

beings breathe, have heartbeats, get tired.They need to sleep, drink and eat. Hu-

man beings live only for a limited amount of time and go though life cycles. A 

human being’s memory is distinct, specific events are remembered and others are 

not, whole chunks of time, disappear from conscious memory. Different senses 

have different capacity for monitoring time and triggering memory. Human per-

ception of time is determined by feelings, emotions and sensations. Computers 

time is very different. Computer time has well defined intervals of equal length.  

System behaviour can be endlessly recorded in relation to time without distinction 

between one instance and another. The recording itself may deteriorate, but if rep-

licated it may remain available on the Internet forever. Generation after generation 

of data storage technology has improved significantly and by now memory seems 

to be infinite. Humans operate on a completely different rhythm to computers. 

This makes it more difficult for humans and computers to relate find computer 

scientists Quillinan [22] and van Splunter [18]. 

However, when technology mediates human collaboration ‘timing’ is critical in 

online processes. One of the assumptions of this study is that in online collabora-

tion new kinds of witnessing, in which sharing of time and place is no longer nec-

essary, are evolving. Where before ‘place’ seemed to be the beholder of trust, in 

online collaboration ‘time’ is the beholder of trust,concludes social entrepreneur 

and Free Software advocate Abraham. In several interviews this conclusion was 

supported. But where in small companies it is a genuine challenge to find the 

rhythm that is good for all, especially in the large scale distributed work in the 

outsourcing industry time is the ultimate tool for control.  AnthropologistsU-

padhya [27] and Ilavarasan [28], who both did extensive studies in the outsourcing 

industry in India, come to this conclusion [30][31].  

In small companies rhythm in the orchestrating of workflow is crucial, argues 

Wilson [25]. Weekly online meetings with business partners, feedback to software 

patches within a day, response time to clients in a limited amount of hours has to 

be established like rule. For every task a specific medium is used: email, chat, 

Skype or phone. With different collaborators different rhythms are established. 

Wilson argues that because of these rhythms people manage to collaborate for 

over 4 years now while living in three different continents. Part of the rhythm is 

that, especially with the business partners when new plans are made or trouble is 

serious, people meet in real life. Smaller problems are usually solved in company 

hierarchies. Most important is keeping a good rapport, spending some time on 

jokes and keep writing the courtesy lines. Spending time on these ‘useless’ things 

makes a significant difference in the smoothness with which collaborations,  
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according to Wilson, evolve. In this case organizing time in an efficient way bene-

fits the workers greatly. The fact that they all keep to the rhythm is an expression 

of respect [25].  

Very different is the time management in the outsourcing industry in India. In 

the last decade the Indian outsourcing industry developed the Global Service De-

livery model within its IT industry in which Indian companies provide services 

24-7 worldwide. Fundamental to the Global Service Delivery model is that local 

Indian workers adapt to the timezones of clients abroad. Shifts around the clock 

one can find in a variety of professions, but the outsourcing industry organizes its 

time more profound. Every single day, nearly every minute of every person all 

sorts of technological systems monitor their work. This ‘low trust’ environment 

affects the people who work in it and triggers an unintended dynamic of low per-

formance as result, noticed Upadhya [27]. The lack of control, the boring work 

and especially the organization of the business and its systems, which register 

people and their deeds in a highly technological industrial manner, create contra-

dictions and conflicts. There is no concept of ‘personal’ time for professionals 

involved. People work 10- 14 hours a day and are being monitored constantly. 

Many professionals start to miss the human touch in their activities. As a result, 

psychological stress related diseases have become a factor in India’s healthcare as 

never been before, argues Ilavarasan [28]. 

 

Implications for Healthcare 

 

Genuine witnessing is embedded in Wilson’s company. People know each other, 

have met in real life and sustain their relationships over time by using technology. 

Time is core to their online collaboration: by keeping the rhythm, by creating con-

sciously patterns of presence and absence. Time is the beholder of trust. When 

transposing this experience to cyber therapy for example, it is clear that sustain-

ing relationships in real life is necessary for witnessing online to be genuine and 

effective in its intention. If not, processes of projection and attribution will trigger 

false witnessing in Oliver’s terms. However, in specific cases anonymity may be 

beneficial especially when moral conviction is at stake [3]. Further research 

needs to focus on whether and how a clear rhythm in online collaboration be-

tween client and therapist can structure these processes of attribution and projec-

tion, which are part of any therapeutic process, in a beneficial way. Patterns of 

presence and absence seem to be a requirement for genuine witnessing to emerge. 

When transposing the experience of the outsourcing industry in India to future 

healthcare systems which are more and more directed towards constant collecting 

and distribution of data of clients and their health, it is clear that ‘monitoring’ in 

it self is not beneficial for the human beings involved. It may generate lots of data 

that have the potential to lead to thorough advice and scientific results. However, 

a low trust approach creates low performance with ultimately stress and depres-

sion as a result. ‘Monitoring’ is apparently very different from witnessing in 

Oliver’s terms. The question is whether it is the monitoring, or the log-files or how 

the log-files are used, is to be held responsible. It is clear that when people sense 

or know that they are being monitored while not being in control, this is  
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detrimental for well-being. In the outsourcing industry hierarchy and production 

values undermine people’s response-ability and address-ability. In addition, no 

privacy is granted because every minute is recorded and every exchange is kept. 

In such a context witnessing becomes an exception.  

5.2   Place: Global Roots in Locality, Emotional Space and Visual Logic  

Where architecture and thinking about architecture has a tradition of millennia, 

only in the last few years has research focused on the sense of place in virtual en-

vironments. For many centuries the physical environment defined people’s dis-

tinct sense of place. The sense of place was deeply intertwined with the social 

structures. Place is still a strong beholder of trust. Simple conversations on the 

mobile phone regularly start with the question “Where are you?” Three aspects of 

the sense of place in the merging realities relevant to the design of future health 

systems surfaced in the interviews: (1) working global, living local, (2) impact of 

emotions, and (3) the sense of space. 

The first issue concerns the ‘working global, yet living local’ effect of place. In 

the global business environment people remain rooted in their local environment. 

In the IT industry people talk about 'becoming global', referring to a meaning of 

the word 'global' that somehow includes moulding behaviour into a model, which 

everyone can understand regardless of where they are from. But in spite of 'getting 

global', Upadhya finds that it really matters where a person comes from [27]. In 

international projects people attribute many of the problems to communication 

gaps or cross-cultural differences. Instead of seeing themselves as working in a 

common culture, the digital culture or global technology culture, people see them-

selves as being located in these very distinct traditional cultures. To Upadhya this 

shows that people, even when they are working in cyberspace most of the time, 

are, in fact, rooted in their localities [27]. 

The second issue that surfaces when addressing place in relation to health, is 

the fact that emotions have a great impact on the experience of place. Social rela-

tions, architecture and the environment shape an individual when growing up, 

indicates Bawa [24]. When people are involved in conflict, and feelings of dis-

comfort, anger and resentment determine how one is capable of relating to others, 

all sense of space disappears. Even a large house can offer no space in such a case. 

Conflicts influence experience of place.  The Internet influences the sense of place 

as well.  In Srinadar, in Kashmir, for example, the state shut down the Internet 

during war and this aggravated people intensely, Bawa found. Where the state 

treats Internet as a medium, for citizens it is actually a utility. It is above all a 

space, a window to the world that one really needs in times of hardship. By shut-

ting down the Internet the government shut the citizens off from the rest of the 

world. The relation between place (land and space) and the online world, between 

the real and the virtual, is not dichotomous. It all flows into each other and emo-

tions have a significant influence in this, argues Bawa [24]. 

Thirdly the ‘sense’ of place is of importance. The sense of place is very strong 

because it is fundamentally defined by how one interacts with a space, explains  
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architect Jansma [19]. By participating in a physical space, touching it, engaging 

with it, the perception and vision of the built world changes. When designing 

physical environments the human body is always key to the design: vision, hear-

ing, physical constraints of human size. The experience of one's body is crucial for 

the sense of place. Rhythm, timing, breathing, looking, smelling, temperature, 

tactility and moving with the body through the space are all elements that influ-

ence the sense of place.Having identity in a space and knowing where you are, 

makes people more relaxed. For Jansma the question whether space has acquired a 

new communicative capacity because of technology that makes it possible to send 

each other 'some space', where before we could only send some language or 

things, is irrelevant. Space has always been communication from the designer of 

the space to the user, on a non-language level. It is a very authentic communica-

tion channel, which doesn't have another truth behind it. A person, who witnesses 

the pattern in a building or an online environment, will not see the logic behind it 

but will experience the logic. How people relate to/sense such visual logic is 

highly personal. New technology is making it possible to create form or space and 

give it enough complexity to make it interesting. It has a logic and quality of its 

own, according to Jansma [19].   

Implications for Health Care 

For future healthcare environments the design of place, and the notion of knowing 

where one is, is crucial to having identity and feeling secure. Local physical envi-

ronments influence the online sense of place, just as local physical environments 

are influenced by the online world to which one has access. Emotions change the 

sense of place and place triggers emotions as well. The design of place is more 

complex than a mere offering of functionality. It communicates a visual logic of 

values and complexities to which human beings are sensitive. 

5.3   Relation: Communion, Use, Engagement, Performance and Global 

Communication Skills 

Human beings are in relation with each other and with their environment through 

the dynamics in relation, performance and global communication skills. From the 

perspective of the actor, three dynamics in relation have been mentioned in the 

interviews with respect to orchestrating communication processes in merging re-

alities. Sood, having worked extensively with Nokia for example, makes the fol-

lowing distinction [20]. In interactions with human beings and other natural and 

intelligent life forms the first of the dynamics in relation is communion. Commun-

ion offers the possibility of a shared meaning. Secondly human beings can be a 

user of things or an environment. A user is aware of the instrumentality of his or 

her actions with objects and systems with which he or she interacts. Thirdly, 

pointed out by Hazra,  a human being can be engaged with an environment.  

Engagement refers to a granularity of involvement, to the intensity of sustained 

interaction [16]. 
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Dynamics of relations have different characteristics in the variety of social 

structures human kind has developed. For many centuries people have lived in 

centred communities. Centeredness evolves from an awareness of physical being 

and behaviour. In centred communities people share place and practice and have 

immediate feedback on their work and witnessed presence in the community. Cen-

teredness is a quality that makes human beings viable and gives them the wits to 

survive, as designer Panghaal formulates[17]. In centred communities people are 

in communion with each other and their environment. Awareness of the instru-

mentality, of ones actions within the community is part of the shared meaning that 

evolves from being in communion, as is engagement.  

In merging realities in urban environments engagement is the primary means 

with which relations are defined. Through engagement a shared meaning with 

others may evolve. Being a user is also part of being engaged. In merging realities 

engagement becomes the source for authenticity. One can be as authentic on 

Facebook as if one has lived on the same piece of land for over 80 years, argues 

Hazra [16].  

Levels of trust define rules of engagement. Establishing trust in a technology 

environment is not easy, finds  Kaul [29]. Kaul trains professionals who work in 

the outsourcing industry and she finds that establishing trust requires the devel-

opment of specific competences. Integrity, sharing (confidential) information in an 

honest fashion is a first requirement for establishing trust. Secondly it is important 

to show capability; to be on time, to deliver work on time, to be consistent. 

Thirdly it is important to be clear about intentions. Building reputation is a fourth 

requirement; one has to realize that trust travels between people; the relationship 

one builds with one person will generate trust when one learns to know a con-

nected third person [29].  

Several of the experts interviewed comment on the issue of manifesting identity 

in relation to being engaged in the online world. Especially in professional envi-

ronments manifesting identity requires strategic attention. In small companies 

people stage identities towards clients, as it is good for business, but between col-

leagues a shared meaning is constantly negotiated because people trust each other 

and are dependent upon each other as well, finds Wilson [25].  

In the open source community one of the drivers for contributing to the larger 

libraries of work is the fact that one earns reputation by performing convincingly. 

Performance is very much tied into the concept of showing capacity, but also re-

flects on a person’s identity in the open source community, states Abraham [26]. 

Trust is organized in very transparent ways in these open source communities and 

the ‘benevolent dictator’ who runs such communities can be held responsible in 

the end, as Abraham formulates it [26]. The transparency of published and docu-

mented work is characteristic for the open source dynamic and facilitates people 

to perform. 

In large production environments, as in the outsourcing industry, a specific 

kind of personal performance is staged because people have to mould into the 

Global Service Delivery model, concludes Upadhya in her extensive study on the 

IT industry in India [30]. Workers are witnessed and stage an identity to be wit-

nessed with, yet the space in which they can take responsibility and be witness is 
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very limited. This leads to a staging of professional identity that reflects an image, 

inspired by Silicon Valley models of how a software engineer should be. The 

staged identity deeply invades the self-reflection of people involved and as a result 

there is a great discrepancy between the actual practice and the self-image of the 

software engineers involved [27].  

When manifesting identity and performing witnessed presence the relation with 

the self is at stake. Where before people could have different identities in different 

environments, in the merging realities the bandwidth for identity has diminished 

dramatically. Because of distributed networks and the infinite storage of data, the 

performance of different identities will inevitably clash.  Spending lots of time 

online in a variety of networks for several years now, Abraham notices that as a 

result people end up deploying the lowest common denominator of their identity 

in environments where on- and offline worlds merge [26].  

To be able to work in a global context people have to learn and adapt to cross 

cultural communication and learn ‘global communication skills’, argues Kaul [29]. 

These skills mostly focus on behavioural skills: to show that one understands, 

(instead of just understanding it in ones own mind), to show confidence, to learn 

to present professionally, to be aware of body language, to develop verbal skills, 

to manage expectations, to make clear what one needs, what one expects and what 

one wants to do with ones team and with the global teams [29]. 

Global communication skills are designed to help people communicate across 

cultures, to help people to witness and be witnessed themselves. However, in the 

low trust environment of the outsourcing industry these behavioural skills do not 

seem to prevent the rupture between performance and inner witness. Narayanan, 

director of Sristhi School of Art, Design and Technoogy, having witnessed the 

development of Bangalore since the 1950’s, strongly states that ultimately in the 

end humanness, being witness to each other and connecting with one’s inner wit-

ness, is a personal choice to trust [32]. One has to stand by this choice to trust and 

accept the consequences. Failing is crucial when one wants to learn and make 

things. Guiding people through processes of failing, finding ways to deal with it 

and energizing people’s motivation again, is what true leadership in collaboration 

is about according to Narayanan [32].   

 

Implications for Health Care 

 

For the design of future health environments notions of engagement and perform-

ance are distinct. Through being engaged shared meaning and new use evolve. 

Engagement is triggered by desire, motivation, fascination, perseverance, neces-

sity and more. Granularity and intensity of involvement have to be addressed. 

Secondly the notion of performance requires attention. How much performance is 

beneficial for human beings and how do people detach their ‘inner witness’ from 

their potential to be witness and be witnessed? It is clear that trust in the variety 

of social structures has a significant impact on how people relate and can or  

cannot be witness to each other. In merging realities trust benefits from a clear 

understanding of subject positions, from a matching of online with offline  
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experiences, from acquiring global communication skills. Finding the wits to sur-

vive and having the courage to trust and possibly fail, is in the end a personal 

choice. 

5.4   Action: Inscribing Physical Presence, Online Transactions and  

Performance Online 

The experts interviewed referred to action with respect to inscribing physical  

presence, online transaction and performance online. To better understand ‘acting’ 

in merging realities in relation to physical presence, first the situation in the Dutch 

Courts of Law is discussed. Proof of actions is part of finding the truth in Law. In 

actions, as well as traces of these actions, technology plays a significant role. 

In Law the witness is a distinguished persona and in the merging realities the 

court is faced with new questions and dilemmas, explains judge and professor of 

constitutional law Van derVlies [33]. In Law a witness has to be sworn in and by 

this act words become deeds as well. Lying, when under oath, is considered to be 

a crime. Especially in Court where witnesses often have intense emotions about 

the crimes discussed, the judge has to disentangle emotions and facts. To this pur-

pose, judges first make a common ground in the emotional realm. Sadness and 

anger have to first be recognized and accepted before the unfolding of facts can be 

addressed, as Van derVlies finds in her practice as judge [33]. For the Law tech-

nology creates a ‘void’ and therefore technological evidence cannot be accepted 

on face value:  an expert opinion on the validity of the artefacts is needed for the 

judge to be able to understand their value in the process of establishing facts in the 

process of law. A trusted expert needs to report on the validity of evidence. Also 

witnesses have to be physically present in Court, either in the Court of Law at 

which the Judge resides, or (currently in experimental phase) using videoconfer-

encing technology, in another Court of Law in which a Trusted Third Party (TTP), 

eg another judge, witnesses the testimony of the witness.  The oath is taken in 

front of the TTP. So far, being witness in processes of Law involves being  

physically present in front of the Law [33].  

In the online world an individual only exists because of transactions online,  

argues Abraham [26]. There are two types of transactions. There are machine re-

cords of transactions and there are mediated witnessed interactions (editing of 

pages, public postings, making links, 'I show I know you'). Digital witnessing con-

tributes to the establishment of reputation and authenticity, through hyperlinks and 

records of transactions between humans and machines as well as between humans 

mediated through machines. One has to do transactions all the time to prove exis-

tence in time and space, finds Abraham [26]. As indicated in a number of previous 

sections, in the outsourcing industry recording of transactions is taken to the ex-

treme. But also in a small company log showing that transactions have taken place 

proves physical presence at work. Log-files as well as the response time to each 

other’s transactions online, are crucial indicators for people’s presence and trust-

worthiness online [25] [27] [29]. Such transactions are part of production proc-

esses and are not geared towards a fundamental process as finding the truth and 

taking ethical responsibility in this process. Especially in the open source commu-

nities the transparency of transactions and the documentation of previous  
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transactions while sharing work, creates a great sense of value, personal reputation 

and trustworthiness [25] [26] [27]. Apparently the dynamic of ‘sharing’ transac-

tions is different to the one of ‘controlling’ transactions. 

Testimony and presence in on- and offline environments is highly dependent on 

performance. Change in performance is another element that has been addressed 

in the interviews. Parthasarathi has studied the Indian music industry and has dis-

covered the following phenomena [23]. In live performance of music the interac-

tion between the singer and the listener is vital. The way the listener responds to 

what is being sung changes how the singer performs. In recorded versions of the 

same music the voice that could only be heard before at a special occasion is set 

free from the boundaries of time and place. As a result, the relation between the 

performer and the listener has changed profoundly: the context, the nature of the 

performance, the relation between the voice and the ear, the relationship between 

where the voice is coming from and where the voice is heard. The experience of 

listening to music has become anonymous for both the listener and the singer.  If 

the singer does not know for whom he/she is singing then a more standardized 

composition will be the result, concludes Parthasarathi [23]. This resonates with 

the idea that in online environments people lose bandwidth for the performance of 

identity. Because relations are more anonymous, the nature of action is changed. 

The primary quality of transaction between the real singer and the real listener 

is the physical relation of presence between them. The moment it is mediated 

there is not this real transaction but nevertheless people experience the mediated 

presence in the recorded music.  In the mediated experience the cognitive under-

standing of what one is listening to, as well as the context in which one experi-

ences the replayed music, mostly influence the experience, argues Parthasarathi 

[23]. Different media today create different kinds of presences dependent on how 

they facilitate different kinds of transaction in time and place. The telephone for 

example offers synchronous dialogues and therefore it is not replay, it is 'live' 

transaction. Because people use technology devices, they also adapt to them. 

When focusing on adaptation the question arises how far the design of technology 

can stretch the human capability to adapt. It s clear that there are physical thresh-

olds of weight, size, sound level, clarity of the screens and so on. When focusing 

on social or psychological effects of media-use one may ask very different ques-

tions, according to Parthasarathi, like for example what happens to the understand-

ing of the national news when one watches it alone, with a group or with three 

generations present [23].  

 

Implications for Healthcare 
 

For future healthcare applications these questions are very relevant. Physical 

presence is distinct yet human beings adapt to mediated presence, find ways to 

establish authenticity and reputation online and find ways to perform presence in 

online environments. However, the effect of these solutions reaches further than is 

visible at first sight because apparent ‘handy’ solutions deeply influence how peo-

ple establish trust and find truth. Synchronous mediated communication and just 

in time exchanges of transactions seem to be crucial for establishing trust. Time is 

this sense, as stated before in section 3.3.1 is the beholder of trust. For future 
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health applications in which online communication is vital, orchestrating a time 

design in transactions is distinct. The nature of transactions online in the interac-

tion between the witness and the one who witnesses online, is determined by the 

limited possibility to perform one’s presence. The context in which the mediated 

communication is perceivedhas great impact on how the communication is 

 experienced. 

5.5   Discussion of the Results of Exploring Witnessing in the Four  

Dimensions of the YUTPA Framework in Relation to Future Healthcare  

Issues 

As computers are capable of many different types of interaction they have been 

attributed with many different qualities. In 1966 Weizenbaum’s program Eliza 

showed that the endless patience of a computer posing repetitive questions mod-

elled after Rogers conversational style of psychotherapy, convinced people to 

freely express their experiences and true feelings. The fact that the computer is 

there and like the stuffed animal or the doll does not get impatient and therefore 

freely allows for processes of projection and attribution, is part of the success of 

this program. Today when surfing anonymously on the Internet, and using that 

hole in time that is available 24/7, these processes of attribution and projection are 

at least as strong. In some cases these processes are effective, contributing posi-

tively to the health of people in, for example, anonymous help with abortion [34]. 

Digital interventions through low threshold self help programmes are proofed to 

be significantly successful in curbing drinking problems [35]. In other cases, as is 

the case with anorexia sites for instance, the processes of attribution and projec-

tion seem to confirm pathological behaviour and are destructive for many young 

women involved [3]. 

The question these developments pose is how much ‘realness’ people need to 

be able to be responsible for their own well-being and survival. When designing 

future health environments ‘realness’ can be the result of any one of the 4 dimen-

sions of the YUTPA framework. Time design can offer synchronicity and just in 

time transactions. Place design has to respect the locality of the people involved. It 

may resonate or even trigger emotions and by its design will influence how people 

feel. Relations have to be established in the merging realities. Through being  

engaged in different kinds of presence, in physical presence and in the different 

media that are available, shared meaning may evolve. In the establishment of rela-

tions the confusion between systems and human mediated communication, be-

tween communion and use, may be profound. Over time people will realize the 

differences between types of systems and especially in crisis situations people will 

know in which systems or people to place their trust. Action in online environ-

ments is largely dependent on transactions. Through series of transactions the 

sense of interaction emerges. As in real life controlling transactions offers a very 

different dynamic than sharing transactions. Sharing work through transaction is 

beneficial for many people involved. The performance of presence in online envi-

ronments does not support a rich enactment of identity and is dependent on the 

orchestration of series of transactions. For certain health environments anonymity 

and no physical presence is beneficial, yet synchronicity of transaction is vital. 
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Others need physical presence only once in while and will benefit for asynchro-

nous transaction in between. 

 

Future health environments need to take into account that:  

(1) time is orchestrated to be the beholder of trust  

(2) on- and offline place are designed to support emotional well-being with  

respect of the locality of the people involved  

(3) the relationship between people has been established in an offline context,  

will enable health applications that support response- ability, address-

ability, transparency of subject positions and the performance of testimony, 

contributing to the humanness of people involved. Mutual witnessing is the 

result. In specific cases anonymity may be beneficial for people involved. 

Further research has to show how witnessing in such cases can or cannot be 

orchestrated. 

(4) Series of transactions online create a sense of interaction in which patterns 

of (physical) presence and absence are distinct.  

6   Witnessed Presence and Systems Design 

In merging realities systems transparency is leading in design.  Users need to  

understand the roles they play in interaction with a system, and the responsibilities 

associated with these roles.  The same holds for the systems with which users in-

teract: their roles must be transparent as must be their responsibilities. Systems 

have the responsibility to manage interaction with users, their own processes, user 

data and system data responsibly. The subject position of both the user and the 

systems must be transparent.  In this chapter the YUPTA framework has been 

used to analyse the elements that determine subject position.  

With respect to Time this chapter argues that synchronisation of rhythm is core 

to trust.  Systems and users need to synchronize their rhythms when presence in 

interaction is of importance.  Systems and users also need to be designed to sup-

port different patterns of presence and absence in their own roles and in their  

interaction. 

With respect to Place this chapter emphasizes the importance of experiencing 

place-ness and supporting well-being of human beings in system design.  Visuali-

sation plays an important role in this respect. Transparency of place-ness and well-

being of data (ie location and integrity) is also a requirement for system design. 

With respect to Action this chapter stresses the need for transparency in action 

and interaction: transparency of conduct between agents and human beings, trans-

parency in the tasks and roles and responsibilities in their interaction, is essential 

to trust and integrity. 

With respect to Relation this chapter identifies the need for transparency in the 

relations between the roles humans and systems play.  The distinctions between 

human/human, human/system/, system/system, but also transparency with respect 

to their interaction with their environment, needs to be made explicit. 
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Transparency, integrity, identifiability/traceability, privacy, autonomy, and 

trust are key concepts identified by Brazier, Oskamp, Prins, Schellekens and 

Wijngaards for the design of actor-agent systems (systems in which autonomous 

software systems interact with human actors) from the perspective of legal accep-

tance [36] [37].  These concepts are very closely aligned to the concepts devel-

oped within the here presented study.  

Designing systems to support the types of requirements identified above  

involves multiple challenges.  Hardware, operating systems, middleware platforms 

and applications, and their interaction in different environments, together  

determine if and to which extent the above requirements can be fulfilled.  Each 

computer system, for example, has its own rhythm, its own clock. The operating 

system translates information provided by the hardware to a concept of time.  This 

notion of time is used by middleware platforms and applications to synchronise 

interaction with human users and other computer systems.  The time experienced 

by a user in interaction (within a virtual environment for example), although ab-

stracted from the underlying computer systems, is often not identical. Applications 

define how interaction with the human user, with other automated systems and 

with the environment is structured in the context of a social structure, relying on 

the functionality provided by the hardware, operating system, and middleware.  

Applications define how time is experienced. If, however, the underlying levels in 

system architecture fail, so will the time experienced.  In the synchronisation of 

the clocks, participation and interaction between human beings and systems ac-

quire meaning.  Ultimately the applications define the rhythm in interaction, de-

fine absence and presence, in the experience of the user.  

New types of systems in which multiple realities are involved, requires iterative 

processes of design to make such systems beneficial to human well-being. To this 

goal, ‘realness’ is a factor of distinction but only evolves in series of transaction 

and interactions between different systems.  Orchestrating trajectories, using 

trade-off, making up for loss of YUTPA at certain moments by creating synchro-

nicity of time or place or shared action in between, requires interaction with the 

clock. 

Social structures define a human beings subject position.  Many systems mirror 

existing social structures and the division of power within these structures.  The 

Internet, however, has created the ability to create new social structures, creating 

new roles for human users.  The creation of autonomous computer systems (both 

hardware and software) is creating new forms of agency both for technological 

agents and for human beings as well.  New insights and skills are required for hu-

man beings to deploy these systems, taking responsibility for their own well being 

in the biological, social and technological realities as they merge. 

7   Future Research 

Soldiers can be taught to work together, to learn social skills and effective  

collaboration in specific situations in VR environments and many more [38]. But 

can a soldier who returns from war go to a VR environment and learn to deal with 

his trauma?  Can the machine listen to his pain? Can a person who is not there but 
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definitely listens by phone for example, help him out? Literally out of his trauma 

by offering to be witness and sharing responsibility for his testimony? Can we 

share responsibility in online environments? Situations and trauma that a war vet-

eran faces, reach beyond individual destiny but demand political and social com-

mitment as well [39]. Frantz Fanon already argued, that every individual change 

needs a social context to behold this change [40]. Can a networked systems envi-

ronment offer such a social context? 

How virtual environments and physical environments collaborate for the well-

being of people involved is a new domain of research [41]. The here presented 

work shows that such research should have the ambition to move beyond cogni-

tive behavioural therapy, in which virtual environments are used more and more 

already today. Health and well-being are more complex. Further research into wit-

nessing will focus on how response-ability and address-ability and the locality of 

subject position can be shaped, when not sharing place. Time design will be in the 

focus of attention in this work. 
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Appendix 

Interviews can be found at http://www.systemsdesign.tbm.tudelft.nl/witness. For 

convenience short descriptions of the interviewed persons are given below. 

Sunil Abraham is director Policy of the Centre for Internet and Society is a 

Bangalore based social entrepreneur and Free Software advocate. He founded 

Mahiti in 1998, which employs more than 50 engineers today. Between June 2004 

and June 2007, Abraham managed the International Open Source Network a 

project of United Nations Development Program's Asia-Pacific Development In-

formation Program serving 42 countries in the Asia-Pacific region.  

ZainabBawa works as an independent researcher on issues of urbanism,  

governance and impact of technology on political practices and institutions. Cur-

rently Bawa is pursuing her Ph.D. from the Centre for the Study of Culture and 

Society (CSCS) in Bangalore. In the past, Bawa has traveled extensively and has 

worked collaboratively with researchers in Kashmir and in Bangladesh on issues 

of space, conflict, violence and their impact on society. 

AbhishekHazra is a visual artist based in Bangalore. His work explores the  

intersections between technology and culture through the narrative device of a 

'visual fable'. He is interested in the social history of scientific practices, and his 

current, ongoing project attempts to explore the history of science research in co-

lonial India. Hazra works with animated shorts and digital slideshows that often 

integrate textual fragments drawn from fictional scenarios. He is also interested in 

the way in which the languages of science journalism and information visualisa-

tion participate in the complex dynamics of 'knowledge dissemination' and 

'translation'.  

P. VigneswaraIlavarasan is presently Assistant Professor in the Department of 

Humanities and Social Sciences at Indian Institute of Technology Delhi. He ob-

tained his PhD (Sociology) from the Indian Institute of Technology (IIT) Kanpur. 

In the last few years Dr. Ilavarasan did extensive research on the culture of the IT 

industry, India's booming sector since the mid 1990's. 

Rein Jansma is architect of many public buildings and mobility throughout the 

Netherlands, Dubai, Georgia and more. Around 1990, together with Moshe 

Zwarts, Rein Jansma founded Zwarts&Jansma architects. They build soccer sta-

diums, railway stations, bridges, tunnels and other mobility infrastructure. In 1992 

Zwarts&Jansma created the Dutch Pavilion on the world expo in Seville.  

PriyaKaul is psychologist  and a practicing therapist in Bangalore, India. She is 

consultant with CWSolution, a firm that facilitates workshops on leadership de-

velopment, cross-cultural awareness and professional skills. Kaul has over 10 

years experience with business development. 

Geetha Narayanan has been at the forefront of the developing digital industry in 

Bangalore, India's renowned ICT centre for several decades now. Being the 

founder and director of the Srishti School of Art Design and Technology, she has 

been developing and implementing programs that blend design thinking, problem, 

project or place based learning with new digital technologies. Geetha Narayanan 

is formally trained in mathematics and international education. Currently she is 
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finishing her dissertation "Complexity and System Thinking, Memetics, New 

Technologies, Learning and Social Change" at Sheffield Hallam University. 

JogiPanghaal is concerned with the shift from product to service design, with a 

special focus on how craftsmanship and traditional artisan communities can be an 

inspiration for the design of services in current modern societies. For many years 

Panghaal was a contributor to Doors of Perception, a conference and network in 

which design, industry and social science collaborate to develop new ideas for 

service design. Panghaal graduated in Product Design from the National Institute 

of Design (NID) in Ahmedabad, India in 1977. Mr. Panghaal has been a visiting 

teacher at National Institute of Design in India, ID, at Les Ateliers Paris, at the 
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