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Series Editors’ Foreword

The series Advances in Industrial Control aims to report and encourage technology

transfer in control engineering. The rapid development of control technology has

an impact on all areas of the control discipline. New theory, new controllers,

actuators, sensors, new industrial processes, computer methods, new applications,

new philosophies,. . ., new challenges. Much of this development work resides in

industrial reports, feasibility study papers and the reports of advanced collaborative

projects. The series offers an opportunity for researchers to present an extended

exposition of such new work in all aspects of industrial control for wider and rapid

dissemination.

The Internet and the World Wide Web (WWW) have created a revolution in

the way information is archived, accessed and processed. Furthermore, these

systems have wrought changes in communication modalities that have been no

less profound. Business, commercial and societal interactions have all changed

irrevocably. The ways in which the control systems community works have under-

gone comparable changes, ranging from the new mechanisms societies like the

IEEE Control System Society use to communicate with their members, run their

conferences and publish their conference proceedings and journals through to

the actualities of remotely controlling industrial and laboratory processes. It is the

impact and potential that the Internet has for control system design, implementation

and operation that is the subject of this new Advances in Industrial Control

monograph entitled Internet-based Control Systems: Design and Applications by

Professor Shuang-Hua Yang of Loughborough University in the UK.

The monograph is very interesting to read and is comprehensive in its coverage

of “control using the Internet”. It reports on the characteristics of Internet data and

on the features of Internet communications and discusses control architectures,

control design procedures and implementation concepts for use with Internet-based

control systems. The monograph also contains applied case studies of the concepts

presented and ideas proposed by the author. Two issues emerge from the text:

l The Internet as a process
l Design and implementation for control systems that use the Internet

ix



Among the characteristics and special features of the Internet as a process, we read

about:

l Time delays that are unknown and mostly associated with data transfer times
l Information disorder and loss, so that packets of data can arrive at a destination

out of time order, or may not even arrive at all
l Security, where hacking into data processes to change or disrupt control actions

is always a possibility
l Safety, involving the issues of remotely monitoring and promoting the safe and

fault-free operations of control systems and their controlled processes

Professor Yang deals with all these aspects in the monograph, prescribing ways to

improve and enhance the reliability of the Internet process. Moving on to the second

issue of design and implementation for control systems that incorporate a unit or

block called “the Internet”, Professor Yang investigates key areas including random

time delays, mixed continuous-discrete systems, hierarchical control architectures

and multi-rate sampled systems. Where implementation is concerned, safety and

safety issues play an important role and ideas from the domain of performance

monitoring and controller assessment are used. In the monograph, both simulation

examples and real application case studies are reported to provide convincing

evidence of the viability, soundness and performance of the control designs pre-

sented and the implementation strategies proposed by the author.

The topicality, immediacy and comprehensiveness of this monograph are likely

to be appreciated by a wide range of readers. Industrial engineers from a broad set

of disciplines will find the monograph can help to provide answers to questions like,

“How can using the Internet help a company control, and optimise its processes for

better economic and technical performance?” or “What measures does a company

need to take to protect Internet-based control schemes?”. Many academics and

students may already have experienced using the Internet to control and experiment

with laboratory equipment based at geographically distant locations. This mono-

graph can provide an overview of and detailed insights into the techniques used in

such endeavours, and an entry for those unfamiliar with the techniques involved.

Consequently, a control community and educational readership should find the

monograph of interest, too.

The Editors are very pleased to have this monograph enter the series as it

well demonstrates and offers the real prospects of advances in industrial control

technology.

Industrial Control Centre M.J. Grimble

Glasgow M.A. Johnson

Scotland, UK

2010
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Preface

Nowadays the Internet plays a very important role not only in our daily life and

work, but also in real-time industrial manufacturing, scheduling and management.

During the last decade, considerable research has been carried out to develop

new technologies, called Internet-based control systems in our research, that

make it possible to supervise and control industrial processes over the Internet.

The use of the Internet for real-time interaction and for the remote control and

monitoring of plant would bring many benefits to industry. Although such an

approach seems promising, there remain many new challenges raised by the

introduction of the Internet into control systems. The design methods of traditional

control systems appear not to be completely suitable for this new type of control

system. Consequently, new design issues need to be considered including require-

ment specification, architecture selection, user interface design, Internet latency,

networked control system stability, safety and security. For example, Internet

transmission delay can lead to irregular data transmission and data loss. In the

worst case, this can make the whole system unstable. We also need to address the

problem of security. If malicious hackers gain access to an Internet-enabled control

system, the consequences could be catastrophic.

This book is concerned with the study of Internet-based control systems, which

are systems by which sensors and actuators in different locations may be controlled

and monitored from a central hub, using the Internet as the communications

network. The book aims to systematically present the methods developed by the

author for dealing with all the above design issues for Internet-based control

systems. Furthermore, the application perspectives of Internet-based control are

explored through a number of application systems. The book contains the latest

research, much of which the author has performed or been intimately involved with,

which presents new solutions to existing problems and explores the manifold future

applications of Internet-based control systems. This book is unique in bringing

together multiple strands of research, mainly from computer science and control

engineering, into an over-arching study of the entire subject. Every time when I talk

to industrial people about Internet-based control systems, the immediate question is

xi



“Is it really worth doing in view of the safety risk of Internet-enabled control

systems”. This book may build your confidence in fully exploiting the new

technologies described here in your research and/or industrial work.

This book consists of 13 chapters, including an introduction and conclusion.

Chapters 2–10 focus on providing solutions to the above design issues from a

control engineering, or computer network perspective or from a fusion of the two.

Chapters 11 and 12 explore the future applications of Internet-based control systems

in remote performance monitoring, remote design, testing and maintenance.

The book can serve both as a textbook and a reference book. The potential

audience for this book includes researchers in control engineering and computer

networks, control and system engineers, real-time control system software devel-

opers and IT professionals. This book can also be used as a textbook for a final year

option or elective on Internet-enabled system design, or as an advanced example of

real-time software design at the postgraduate level. It can also be used as a textbook

for teaching Internet-enabled systems in general.

Loughborough, UK Shuang-Hua Yang
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Chapter 1

Introduction

1.1 Networked Control Systems (NCS)

The Internet has shown itself to be the most successful communications network of

the past decade, allowing a level of information sharing previously unimaginable.

Online libraries can be accessed in seconds and video and audio files can be shared

between millions of consumers in an instant. Its popularity as a tool for information

dissemination and communication has led to it being ubiquitous across the globe,

with more and more devices possessing Internet connectivity. This makes it an

incredibly flexible network as there is almost always an access point close at hand

and, as it is an existing network, it is less expensive to use than other networks. These

factors have made the Internet the ideal communications system for both government

and industry to use in controlling objects as diverse as robotic laboratories and

industrial plants in different locations around the world. Much like the networked

control systems (NCS) that came before, Internet-based control promises a great

many benefits for government, industry, and individuals alike.

NCS as a research area is incredibly important and promises many new

advances. It is the study of how to use existing communication networks to link

controllers or control centres with actuators and sensors that may be in geographi-

cally disparate locations. Such networks may be hard wired, such as through a

phone line, or wireless, such as the Bluetooth and Wi-Fi systems. It is important to

distinguish between an NCS, which is control over a network, and control of a

network, which aims at improving quality of services.

In the early development of control systems, the principal structure was a

centralized control structure; the controller, the sensors and actuators of which

had to be point-to-point wired and physically located in a short distance. While this

resulted in no time delay in signal transfer and no signal loss, it was very expensive.

In the 1970s and 1980s, there was an increasing use of control systems in distributed

large-scale systems, which were too large and complicated for the implementation

of a centralized control structure. A manufacturing plant would be split into

subsystems, each with their own controller and with no signal transfer between

these separate subsystems. However, this decentralized control system was mark-

edly inefficient and could not produce the required performance, leading to the
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creation of quasi-decentralized control systems (Gajic 1987) in and around the

1990s. These were, as the name suggests, a mixture of decentralized and centralized

control systems; most signals were collected and processed locally; however, some

were shared between local plants and remote controllers. At the time, remote-

communication for online control was possible but exorbitant in cost, which kept

the shared signals to a minimum.

NCS provided a means of returning to the efficient but expensive centralized

control systems by using existing, shared communication networks to massively

reduce cost and to allow access from other points to which the network is

connected. Whilst using shared communications networks carries the risk of

over-congestion leading to signal delay and data packet dropout, this risk is not

inherent and, with improvements in communications networks such as Quality of

Service (QoS), can be significantly reduced.

1.2 Internet-based Control Systems (ICS)

Internet-based Control Systems (ICS) (Yang 2005) are NCS that use the Internet as

the shared communications network. It is obvious that such control systems could

be incredibly useful as so many devices are Internet enabled – from phones to

watches and PDAs to MP3 players. Not only the ability for these items to connect

to the Internet has grown but the number of people possessing them has also

expanded, which means more people have more items that connect them to NCS.

Internet technologies enable the swift dissemination of information – such as

variations in global markets, but, with ICS, it is theoretically possible for someone

to directly control, monitor, and maintain a manufacturing plant in Beijing with a

PDA in Swansea. Whilst this may seem somewhat absurd and even slightly

worrying, it gives the ability for transnational companies to site the majority of

their control engineers in one central facility in, say, New York, but be in control of

systems in China, India, and other places where manufacturing costs are lower,

which leads to massive saving on flying experts to diverse locations and allowing

direct adjustments to changing market demands.

As with all remote control networks, ICS have certain key components:

l A control point from which commands may be issued and data may be monitored.
l A point at which those commands are carried out and data collected, often

involving sensors and actuators.
l The Internet that communicates between the two.

Whilst no remote control network can work without these components, there are

many that are far more complicated, with multiple control points, sensors and

actuators, and some using different types of communication networks. As has

been previously mentioned, the success of the Internet has been astounding. It has

made a significant impact on society through its use as a communication and data

transfer mechanism. Many systems are being created all over the world to
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implement Internet applications. Most of them are focused on tele-robotic systems.

The creation of virtual laboratories over the Internet for educational purposes is also

one of the areas that is being currently developed. Normally, we call the NCS

involved with the Internet “ICS”. Research on ICS is focused on guiding the design

process, dealing with Internet latency, and ensuring safety and security. ICS creates

a new window of opportunity for control engineers and has a range of practical

applications, from monitoring military personnel and equipment to allowing con-

sumers to see manufacturing conditions inside a plant in real time.

In terms of industrial manufacturing, it can provide companies with much

greater flexibility as control engineers and specialists can all be sited in one place

and command and monitor plants in diverse locations, saving on the time and

expenditure entailed in flying out teams of experts. As the Internet has a vast

number of access points, it allows skilled and experienced plant managers in one

plant to give remote assistance to other plant managers and collaborate together

even though they may be in different locations and none of them may be at the

actual plant itself. It also gives the ability for sales and marketing teams to change

production rates based on demand and market fluctuations. It may also be used to

increase transparency – government watchdog agencies and consumer groups could

monitor conditions within a plant to ensure best practice through public scrutiny.

Beyond the world of manufacturing, ICS may be used in collaborative research

and educational projects, allowing multiple groups in universities, schools, and

research facilities to share laboratories and carry out experiments for which they do

not have the equipment to do themselves.

1.3 Challenges of NCS/ICS

There are a number of challenges that NCS and ICS (Yang and Cao 2008) must face

regardless of whether NCS and ICS are established on wired or wireless networks.

Three major challenges are network latency, safety and security, and multiple user

access. The data transmission latency is the main difference between NCS/ICS and

other tele-operations. Most tele-operating systems are based on private media, by

which the transmission delay can be well modelled. The Internet, in contrast, is a

public and shared resource in which various end users transmit data via the network

simultaneously. The route for transmission between two end points in a wide area is

not fixed for different paths and a traffic jam may be caused when too many users

traverse the same route simultaneously. The transmission latency of any public

network is difficult to model and predict.

Although introducing a public communication network such as the Internet into

control systems has yielded benefits through the open architecture, there are various

risks, which result from the application of network technologies. One typical risk is

operational difficulties caused by cyber terrorists, especially in systems linked to the

military or potentially dangerous industrial operations. The Internet is always open to

hackers because of its open architecture. The hackers will try to cause failures by
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triggering them through the Internet using the open architectures. Therefore the scope

of the ICS-controlled plant safety cannot be limited to within plant sites, because

there is a possibility that the local control system would be accessed or falsified by

outsiders through the Internet. On the other hand, authorized remote users may cause

failures in the plant as well due to the Internet environment constraints.

Compared with local control systems, the special features of NCS and ICS are

the multiple users and the uncertainty about who the users are, how many users

there are, and where they are. In NCS and ICS, the operators cannot see each other

or may never have met. It is likely that multi-users may try to concurrently control a

particular parameter. If authorized users have the same opportunity to fully control

the whole plant some problems could arise. Some mechanism is required to solve

control conflict problems between multiple users and coordinate their operations.

Although the notion of NCS and ICS is still in its infancy in the academic control

community, it is not new to industry. It has been used in manufacturing plants,

aircraft, automobiles, health care, disaster rescue, etc. A number of automation and

instrument companies have made their hardware and/or software products Internet

enabled. For example, the latest version of the LabView™ produced by the National

Instrument (NI) has a function for remote control over the Internet. Intuitive Tech-

nology Corp. provided “web @ aGlance” for feeding real-time data to an Internet-

enabled Java graphics console. WinCC®, from SIEMENS, is able to link local

control systems with the Internet. Sun Microsystems, Cyberonix, Foxboro, Valmet,

Emerson, and Honeywell all have also made their products Internet enabled.

However, if you ask industry how to choose a NCS and ICS architecture, how to

overcome the data transmission time delay and data loss, and how to ensure the

safety and security for the Internet-enabled control systems, the answer you receive

might not be very convincing. The reason is simple. These fundamental issues in

the design of NCS and ICS are currently under investigation in the academic control

community and there are no available convincing answers to them, although they

have captured the interest of many researchers worldwide.

ICS suffers from the fact that it is communicating through a network, which was

not designed to carry so much traffic – telephone landlines. This leads to multiple

problems in terms of congestion appearing as network delay, sampling times, jitter,

data packet dropout, and network scheduling. These are usually considered the

preserve of Control of Communications Networks and they have a very obvious

impact on the performance of ICS. This book shows how to deal with these

problems from both control engineering and computer science aspects.

1.4 Aims of the Book

This book is intended as a reference book or textbook for undergraduate and

postgraduate students as well as researchers of control engineering and information

technologies. It is also useful for control and system engineers, company managers,

real-time Internet enabling software developers, and IT professionals. Thus, it sets
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out to explore and examine the theory and applications of ICS, looking at specific

examples and current research in the area and also at the future of ICS. This book

confines itself to examining the purely technical side of the ICS and does not explore

the ethical implications, such as the increased power it may give to governments, and

corporations through rigid centralization, or the opportunity for terrorists to cause

serious damage to delicate and toxic manufacturing processes. However, these may

be important considerations for anyone intending to implement ICS.
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Chapter 2

Requirements Specification for Internet-based
Control Systems

2.1 Introduction

The design process for the development of Internet-based control systems includes

requirement specification, architecture design, control algorithm design, interface

design, and security and safety analysis. Specifying requirements for Internet-based

control systems is the first task in the design process because different requirements

may lead to different control architectures. The requirements specification should

be met by the architecture design. Many requirements validation techniques exist,

ranging from the building of prototypes or executable specifications to waiting until

the system is constructed, and then testing the whole system. This latter approach

leaves any testing until it is too late and too expensive to make any change in the

specification of the control system, although certainly much can be learned by

“testing” the specification (Levson et al. 1994). In this chapter, we discuss a way to

systematically specify requirements for Internet-based control systems and to build

a functional model to describe the requirements specification and then extend this

functional model into an information hierarchy. The information hierarchy gives an

indication to the architecture of the Internet-based control systems.

2.2 Requirements Specification

Generally, a system comprises a set of components working together to achieve

some common purpose or objective. For a control system, the goal is to maintain a

particular relationship between the inputs to the system and the outputs from the

system in the face of disturbances in the process.

In addition to the basic objective required by the process, such systems may also

have constraints on their operating conditions. Constraints limit the set of accept-

able designs by which the objectives may be achieved and may arise from several

sources including physical limitations and safety considerations.

As a result of such system constraints, the goals of a system may not be entirely

achievable. These unachievable goals cannot be the requirements since it is not
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possible to achieve them. The major task in the requirements specification is to

identify and resolve trade-offs between functional goals and constraints, which may

cause goals to be not completely achievable. For Internet-based control systems,

the requirements should include process monitoring and control objectives. Some

requirements, however, require a deterministic timing regime and therefore may

not be achievable due to Web-related traffic delay. Such requirements, which

are not entirely achievable over the Internet, should be excluded.

We use process control as an example here to describe the procedure for

specifying requirements for an Internet-based process control system. As shown

in Fig. 2.1, process control system hierarchy is, in general, composed of manage-

ment, plant-wide optimization, supervisory, regulatory, and sensor/actuator levels.

The hypothesis advocated is that the possible requirements for such Internet-based

process control are solely composed of those requirements that are achievable

through the additional Internet control in the process control hierarchy. The process

of the requirements specification is to refine and formalize the preliminary descrip-

tion of the goals, into a formal description, that is a requirement. The process can be

classified into horizontal and the vertical dimensions. In the horizontal dimension,

the goals split into sub-goals at the different levels. Through formalization, these
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sub-goals generate the sub-requirements corresponding to the control levels. The

system requirements are obtained by integrating these sub-requirements together.

In the vertical dimension, since the higher-level sub-goals need some support from

low-level ones, they may generate the sub-goals and add these sub-goals to the low

level, which can be considered as a top-down process. On the other hand, through

conceptual analysis of the initial requirements and consideration of the Internet

capability and customer inputs, constraints are generated to refine the initial

requirements. The generated constraints propagate from bottom to top to refine

the requirements. Through these processes, the final requirements can guarantee the

maximum likelihood of achieving the goals subject to the constraints.

2.3 Functional Modelling of Internet-based
Control Systems

In order to represent requirements specification, a functional model is required.

Functional modelling consists of making a specification of a control system as

expected by the user, which expresses what the control system has to do to allow the

process to be controlled. These user needs are usually represented by Data Flow

Diagrams (DFD) identifying control functions on the basis of the {B, I, C} triplet

(Iung et al. 2001) as shown in Fig. 2.2, where

l B defines the behaviour of the function. It is modelled by function algorithms.
l I defines information produced or consumed by the control system of the

function. It is modelled by the function interfaces.
l C defines communication. It is modelled by means of data flows connecting the

functions with other functions within the system.

The structuring of the DFDs should allow designers to identify an actuation

channel, to which an operator can send requests to fulfil the system objective, and

a measurement channel, which reports the effects of these requests on the system.

The objective of establishing Internet-based control systems is to enhance rather

than replace ordinary computer-based control systems by adding an extra Internet

level to the control system (Yang et al. 2002, 2003). A pictorial schematic of an

Internet-based control system is shown in Fig. 2.3. The Internet-based control

system provides a means of monitoring and adjusting process plants from any

Input
Output

• Behaviour 

• Information

• Communication

Functional Model

Fig. 2.2 System functional

modelling
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location via the Internet using standardWeb browsers and PCs. Obvious advantages

of this approach include the following:

l Access to the monitoring functionality regardless of location
l Use of zero cost software (standard Web browsers) on the client side to access

the information
l Internally or externally collaboration between participants

In order to describe the functions of Internet-based control systems in terms of the

{B, I, C} triplet, a Process Control Event Diagram (PCED) is adopted here and

modified to provide the functional modelling of Internet-based control systems.

The PCED was firstly introduced by Yang et al. (2001) as a means to symbolically

represent the flow of information between a process, actuating, measuring, and

controlling devices in addition to operators. The original PCED illustrates the

interaction between six different layers (Lay) of a controlled process, from top to

bottom: Operator (Op), Human Input Device/Display (HID), Communication

(Com), Computer (Comp), Sensor/Actuator (S/A), and Process (Proc). It is used

to represent the exchange of information between these different layers on a

qualitative time scale. Assigned to these layers are three different types of nodes

(Nod), object nodes (Nodobj), I/O-nodes (NodI/O), and computation nodes

(Nodcomp): An object node is used to specify that information is retrieved from

the process through a sensor, or passed to the process through an actuator, or that

information is exchanged between the operator and the human input device (HID).

The I/O-nodes mark the exchange of signals between the controller (i.e. the

computer layer) and the communication layer or the sensor/actuator level. Finally,

the computation nodes represent an action of the controller: This is either a jump to

another computation node or the evaluation of the controller logic in order to

compute a control signal that is delivered to an actuator. The arrowheads specify

the direction of the signal flow that is denoted by arcs (Edg) that connect two nodes.

The sequence of the nodes in the horizontal direction (from left to right) corre-

sponds to the temporal order in which information is processed. The detail can be

found in Treseler et al. (2001).

Compared with the original PCED described above, the PCED shown in

Fig. 2.4 has replaced the communication level with an Internet level. Therefore,

Internet

Remote 

side
Local 

side

Fig. 2.3 Pictorial schematic of Internet-based control systems

10 2 Requirements Specification for Internet-based Control Systems



the modified PCED is designed for Internet-based control systems. If a certain

signal is assumed to be emitted from the Process layer, the modified PCED

represents the behaviour of Internet-based control systems as the flow of data and

information through the layers, i.e. as the {B, I, C} triplet.

The PCED can be formally defined as a triplet:

PCED ¼ ðLay;Nod;EdgÞ (2.1)

in which Lay denotes the six different layers. INT denotes the Internet layer:

Lay ¼ ðOp;HID; INT;Comp; S=A; ProcÞ (2.2)

Nod denotes the three types of nodes:

Nod ¼ ðNodobj;NodI=O;NodcompÞ (2.3)

Edg denotes a finite set of edges, each of which connects two nodes with data

transferred as a label:

Edg ¼ fe1; � � � ; eng (2.4)

The above formal description includes all the information in the {B, I, C} triplet

functional model as follows:

B ¼ fNod1comp; � � � ;Nod
n
compg

I ¼ fNod1I=O; � � � ;Nod
k
I=Og

C ¼ Edg

8

<

:

: (2.5)
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Fig. 2.4 Functional model of Internet-based control systems
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The advantages gained from using the PCED here are that the structure of the PCED

is easy to understand and can be further extended into an information architecture

that gives an indication of the physical control system architecture.

2.4 Information Hierarchy

The local computer level in Fig. 2.4 can be further separated into four levels above

the sensor/actuator level as shown in Fig. 2.5. These layers are distinguished from

each other by “4Rs” principal criteria (Rathwell and Ing 2000):

l Response time: As one moves higher in the information hierarchy, the time

delay, which can be tolerated in receiving the data, increases. For example, at the

regulatory (control loop) level, data become “stale” very quickly. Conversely,

information used at the management and scheduling level can be several days

old without impacting its usefulness.
l Resolution: Abstraction levels for data vary among all the levels in the archi-

tecture. The higher the level is, the more abstract are the data.
l Reliability: Just as communication response time must decrease as one des-

cends through the levels of the information architecture, the required level of

reliability increases. For instance, host computers at the management and sched-

uling level can safely be shut down for hours or even days, with relatively minor

consequences. If the network, which connects controllers at the supervisory

control level and/or the regulatory control level, fails for a few minutes, a

plant shutdown may be necessary.
l Reparability: The reparability considers the ease with which control and

computing devices can be maintained.

As shown in Fig. 2.5, the Internet can be linked with the local computer system

at any level in the information architecture, or even at the sensor/actuator level.

Sensor/Actuator

Regulatory
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Optimisation, Maintenance

Management, Scheduling
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Internet

fast

slow

more high hard
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Local 

Computer
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Fig. 2.5 Information

hierarchy
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These links result in a range of 4Rs (response time, resolution, reliability, and

reparability) depending upon the level at which the connection is made. For

example, if a fast response time is required a link to the control loop level should

be made. If only management information is needed, the Internet should be linked

with a higher level in the information architecture such as the management level or

the optimization level.

Table 2.1 shows a simple evaluation for the possible links. This table can be used

to guide the selection of the links between the Internet and the existing levels in the

information hierarchy. For example, as shown in Table 2.1, smart devices (Internet-

enabled sensors and/or actuators) can directly communicate with the Internet with

their Internet capability. Programmable Logic Controllers (PLCs) can be directly

integrated with the Internet using a Transmission Control Protocol/Internet Protocol

(TCP/IP) card (Maciel and Ritter 1998), which allows them to talk to the Internet.

However, in most cases direct access to a sensor, an actuator, or a controller

introduces a high risk of being attacked by malicious hackers and is probably not

desirable. Furthermore, information exchange between process plants and Internet-

based clients can be achieved through corporate systems – such as commercial data

systems, relational databases or real-time databases, instead of control units. For

example, information from the corporate system can be wrapped in a self-describing

object written in the Java programming language, seamlessly and efficiently sent to

the client’s workstation, ready to be published, or included in a form suitable for use

in most application software. The disadvantage of these high-level links is the loss of

real-time data from the process plants.

Table 2.1 Pros and cons of possible links between the Internet control levels and existing control

levels

Existing

information level

Information

exchange Advantages Disadvantages

Management

level

Commercial data

systems

Transmits commercial

data to customers and

managers effectively

Not suitable for real-time

monitoring and control

tasks

Plant-wide

optimization

level

Global database Effective access to

plant-wide

process information

Not suitable for real-time

monitoring and control

tasks

Supervisory

level

Process database Easy access to the

real-time status of

process plants, suitable

for implementing

advanced control

Missing management

information

Regulatory

level

PLC, control unit Allows controllers to

directly talk to

the Internet

Introduces a high risk of

being attacked by

malicious hackers

Sensor/actuator

level

Smart devices Monitors and controls the

smart devices directly

from the Internet

Introduces a high risk of

being attacked by

malicious hackers
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2.5 Possible Implementation of Information Architecture

Various system monitoring and control requirements are fulfilled by the links with

the Internet established at the different levels in the information architecture.

Considering the case that links with the Internet at all the information levels are

essential in order to meet some requirements, a possible implementation would be

the integrated–distributed architecture as shown in Fig. 2.6 and discussed below.

Nowadays, many control elements have been embedded with Internet-enabled

functions, for example, PLC with TCP/IP stack (Maciel and Ritter 1998), smart

control valves with a built-in wireless communication based on the TCP/IP, and
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Fig. 2.6 Integrated–distributed control architecture (Yang et al. 2004)
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process control computer (DCS) with an Internet gateway. All these Internet-enabled

control elements provide services and form a Web-centric distributed architecture

for control systems. Furthermore, if some required service is not formally embedded

into control elements, it is often practical to facilitate the service by assigning them to

a central computational and/or management device. In that case, the service should

be located at the same level as its information source. Therefore, a Web-centric

distributed architecture of control systems is a reality. Figure 2.6 shows all the

services, represented in dotted line boxes, at different information levels in a control

system hierarchy.

However, it could prove to be not practical for the system management and users

to manage and use these services if too many services are available simultaneously

on the Internet and are not integrated properly. The joint management shown in the

top level in Fig. 2.6 is a promising way to overcome these problems. The individual

services register themselves with the joint management, via a number of physical

links, and provide it with a set of parameters describing the service that they can

offer. Once the services have been registered, the joint management serves as the

repository of all these services.

There are several reasons for doing the management in this way. Firstly, the joint

management is the only agent that directly communicates with Web clients in

control systems. All control elements are located behind the joint management.

Any malicious hackers trying to attack the control systems are actually attacking

the joint management rather than the control system itself. This means that the

system needs to only defend one access point. This structure will consequently

reduce the risk of being attacked by malicious hackers. Secondly, the integrated

architecture reduces the number of actual links with the Internet to one, but, at the

same time, provides control elements with unlimited virtual links with the Internet.

This meets the requirement for linking with the Internet at all the information

levels. Finally, most control elements have a very limited capability for networking.

The joint management is located at the top level of the control architecture and can

offer a great potential for networking for the control system. Therefore, this

structure improves the capability of networking and is consistent with congestion

control in the Internet.

2.6 Summary

The requirements specification is the first step for the design of Internet-based

control systems. It determines the architecture of this new type of control systems.

This chapter represents the requirements in a {B, I, C} triplet-based functional

model – in this case the functional model is a PCED description, in which the

structure information is clearly embeded in it. The information architecture is

further derived from the computer level in the PCED and assessed in terms of

4Rs (response time, resolution, reliability, and reparability). The links with the

Internet at various levels in the information architecture have been evaluated.
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Distributed service and integrated management architecture have been proposed as

an ideal implementation, in which the links with the Internet at all the information

levels are placed and managed by a joint management agent.
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Chapter 3

Internet-based Control System
Architecture Design

3.1 Introduction

Internet-based and networked control systems represent control systems that

communicate with sensors and actuators over a communication medium (wired

or wireless) such as the Internet. Control loops that are closed over a communica-

tion network, from a simple field bus to the nested Internet, are more and more

common as the hardware devices for network and network nodes become cheaper.

It makes real-time control over the network acceptable to industry. In recent years,

much attention has been paid to the use of real-time networks in a control loop and

the networks have been increasingly used as a medium to interconnect different

components in large-scale plants and in geographically distributed systems. Typi-

cal applications include industrial automation, large-scale power systems, and

intelligent transportation systems. The general control structure of Internet-

based/networked control systems is shown in Fig. 3.1 (Yang et al. 2005a). A net-

work becomes a component in the closed loop and connects a controller with an

actuator and a sensor with a controller. Two communication time delays are

included in the closed loop. Tca is the time delay between the controller and

the actuator, and Tsc is the one between the sensor and the controller.

This chapter starts with the discussion of the traditional tele-operation systems

and then introduces the Internet into the control system by using process control as

an example. Three typical control structures are described at the end of the chapter.

3.2 Traditional Bilateral Tele-operation Systems

Unlike local control, remote control allows an operator at one location to control

an object at some other, perhaps quite distant, location. Remote control was

previously called tele-operation. The distance between the controller and the object

controlled can vary widely. For example, in the case of nuclear processing, just a

few centimetres of lead glass separate the operator from the controlled object; while

in the case of subsea tele-operation, several kilometres of water may divide the two.

S.‐H. Yang, Internet-based Control Systems: Design and Applications,

Advances in Industrial Control, DOI 10.1007/978-1-84996-359-6_3,
# Springer-Verlag London Limited 2011
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However, regardless of the application, all remote control systems have the

following specific features:

l An operator interface or a master input device that the operator uses to command

the system
l A local control device or a slave output device that performs the operator’s

commanded actions at the remote site
l A communication channel between the remote and local sites

Tele-operation is the performance of remote work. A human operator at the master

station controls manipulators to perform work at a remote slave site. The separation

between sites may be as simple as a glass window or as complex as a satellite link.

The connection between sites may be a mechanical linkage or an electrical signal.

Figure 3.2 shows the general concept of tele-operation. The “world” is divided

into two parts: the master site and the slave site. The main aim of tele-operation

is that the operator has some task to do at the remote site where they cannot

physically be. The tele-operation system extends the operator’s capability to be

able to work at the remote workplace. This extension is achieved by a master–slave

system. Themaster–slave system is realized as two information channels: action and

feedback channels. The action channel, called the feed-forward channel transports

the information from the operator to the remote workplace. The feedback channel

transports the information to the opposite direction: from the remote workplace

to the operator.

The first tele-operation systems were developed by Goertz at the Argonne

National Laboratory for use in handling radioactive materials (Sayers 1999). The

operator could observe the slave manipulator directly through a thick lead glass

window and cause it to move by holding a moving end of the master manipulator.
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Fig. 3.2 General concept of tele-operation
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In these earliest implementations, the master manipulator and remote slave arm

were exact scaled copies of each other. They were kinetically identical. This

guarantees that any singularities or joint limits in the slave manipulator will be in

exactly the same place on the master arm. Thus, the operator needs only to operate

the slave manipulator.

The two robot arms were also mechanical linked. This provided a natural

bilateral system in which any forces applied to one robot arm will be felt on the

other. This has the desirable effect that when the operator pushes harder on the

master arm, the slave arm pushes harder on the environment. When the environment

pushes back, the operator feels that impact on their arm. The negative side effect of

realistic force feedback is that the operator actually has to do physical work in order

to perform work at the remote site. In later systems, the use of electrically powered

manipulators removed the need for a direct mechanical connection.

In the earliest tele-operation systems, the distance between operator and remote

site was constrained by the need for the operator to directly view the remote

environment. This is called short-range tele-operation. In this case, there is no

constraint on the flow of information between sites, and there is no communi-

cations delay.

The addition of CCTV camera means that the separation between operators and

the remote environments could be greatly increased. These systems enable

medium-range tele-operation (or remote control). If the connection between sites

in such systems is entirely electrical and based on private media, there will be no

perceptible communication delay. The operators may see what is happening via a

CCTV camera, they may hear what is happening via a microphone and speaker,

and they may feel what is happening via a force-reflecting master manipulator.

In most cases, there will be a communication delay, which means that operators

can no longer rely on their reflexes to detect and correct problems that happen at the

remote site on the slave device. Instead, they must provide the slave device with

sufficient intelligence to enable it to immediately react to problems by itself.

Therefore, the communication between the operators and the slave device is only

carried out at a more abstract level, rather than at a detailed command level,

i.e. raising the level of communication between the operators and the slave device

at the remote site.

Intelligent autonomous control (Yang 2005) means embedding part of the

operator’s knowledge about the use of the remote system at the remote site on

the slave device and part at the local site on the master device. The result is that the

master device can provide immediate feedback for the operator without needing to

wait for the slave device, and the slave device may react immediately to its

environment without needing to wait for any operator response. Therefore, the

problem caused by the communication delay is significantly overcome with

the distributed knowledge more evenly through the system.

The principle of the intelligent autonomous control is shown in Fig. 3.3. At

the operator station, the partial copy of the remote site, i.e. the model of the

slave environment and device, is used to create a virtual reality representation of

the slave device at the remote site. This simulation provides the operators with
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immediate sensory feedback. Since the operator interaction is entirely within that

simulated world, it is largely insulated from the limitation of the communication

delay. At the remote site, the partial copy of the master device is used to create a

level of local autonomy that allows the manipulator for the slave device at the

remote site to react immediately to sensory data.

The communication between sites is still necessary for supervision and error

correction, but at a symbolic level and a lower frequency. This feature permits the

remote control tasks to be performed via a delayed low-bandwidth communica-

tions link.

To cope with the unexpected event, the system encodes predicted results within

the control command stream. As the slave executes each command, it compares

expected and actual sensory readings, watching for discrepancies. Small differences

may be accommodated by mechanical compliance. Large differences may be the

result of an unexpected failure or an inconsistency in the model and the environ-

ment. When such an unexpected event occurs, the slave device pauses and sends a

signal to the master device. This information may be transmitted from slave to

master so as to be immediately available should an error actually occurs. It is then

up to the operator located at the local site with the master device to diagnose the

error and take corrective action, causing new post-error commands to make their

way to the slave device at the remote site.

An example is given in Han’s recent work (Han et al. 2001) on a personal robot

control. A personal robot simulator and a virtual environment are located at the

operator site, equivalent to the master device; an intelligent path generator and a

path following controller are at the robot site, equivalent to the slave site in Fig. 3.3.

The control architecture is shown in Fig. 3.4. The personal robot simulator and the

virtual environment provide the operator with a complete control environment and

the controlled object and allow the operator to work within the simulated world.

The intelligent path generator restores the moving path of the virtual robot. The

path following controller guarantees that the real robot follows the generated path.

The path generator and the path following controller can reduce the time difference

between the real robot and the virtual robot.
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Fig. 3.3 Intelligent autonomous control
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3.3 Remote Control over the Internet

In the last decade, the most successful network developed has been the Internet.

It has been widely used as a communication and data transfer mechanism. The

Internet can be used as a global platform not only for information retriving but also

for remote control. Many Internet applications are being created all over the world.

Tele-robotic systems (Han et al. 2001; Baruch and Cox 1996; Golberg and Mascha

1995; Luo and Chen 2000; Paulos and Canny 1996; Taylor and Dalton 2000; Yang

et al. 2004a) and virtual laboratories for distance educational purpose (Copinga

et al. 2000; Yang and Alty 2002) are two typical Internet-based real-time applica-

tions. In the area of control systems, some work has been developed for guiding the

design process, dealing with Internet latency, and ensuring safety and security

(Yang et al. 2003, 2004b, 2005b).

With the fast development and major use of the Internet, a global information

platform has been created for control engineers, allowing them to do the following:

l Monitor and condition of machinery via the Internet
l Remotely control machine
l Collaborate with skilled operators situated in geographically diverse location
l Integrate client needs in production lines

Personal robot 

simulator

Virtual

environment

Operator 

site

Robot site

Path generator

Path following

controller

Personal robot

Environment

Internet

User 

interface

Fig. 3.4 An Internet-based personal robot control
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l Manufacture on demand through the Internet
l Provide students in distance learning locations with experimental environments

through real and virtual laboratories

Introducing the Internet into control systems brought the benefits described above

to industry and also introduced many new challenges to control system designers.

These challenges are summarized as follows:

l System architecture design, i.e. how to structure this new type of control system,

and where to place the Internet in the control system
l Overcoming Web-related traffic delay, i.e. dealing with Internet latency and

data loss
l Web-based interface design, i.e. how to provide an operator an efficient

operating environment
l Concurrent user access, i.e. dealing with multiple users operating the system

simultaneously
l Web-related safety and security, i.e. ensuring the safety and security of remote

control and stopping any malicious attacks and mis-operation

These challenges make the design methodology for Internet-based control systems

different from those for traditional computer control systems. This chapter focuses

on the system architecture design. The rest of the challenges are addressed in the

following chapters of this book.

If we consider process control as an example, applications range from standa-

lone computer-based control to local computer network-based control, such as a

distributed control system (DCS). Figure 3.5 shows a typical computer-based

process control system hierarchy. Process control in Fig. 3.5 is broken into the
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following hierarchical levels: plant-wide optimization, supervisory, regulatory, and

protection. The global database and the plant data processing computer system are

located at the top level where considerable computing power exists. Process

database and supervisory control are located at the second level in which many

advanced control functions are implemented. DCS and process and protection are at

the lower two levels, respectively. Suppose that the objective of establishing

Internet-based process control systems is to enhance rather than replace computer-

based process control systems by adding an extra Internet level to the hierarchy.

The extra Internet level should be properly placed in the existing process control

system hierarchy according to the control requirements. Figure 3.5 shows possible

links between the Internet and a process control system. The additional Internet

level above the process control system hierarchy might be linked with the existing

process control system via the plant-wide optimization level, the supervisory level,

or the regulatory level. Therefore, the Internet-based process control is implemen-

ted as an Internet control level in the process control hierarchy. Figure 3.6 illustrates

the Internet control level as a remote monitoring and control station linked with

Field Bus via wireless an Internet connection and a modem. This typical imple-

mentation is focusing on remote monitoring and supervision over the Internet rather

than real-time remote control.
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Fig. 3.6 DCS linked with the Internet (Yang et al. 2003)
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3.4 Canonical Internet-based Control System Structures

A traditional control system structure is shown in Fig. 3.7. An operator gives a

desired reference input to the controller. The controller outputs the control signal to

the actuator based on the difference between the desired reference input and the

measured output. The actuator passes the control action to the plant. The measured

output is fed back to the controller through the sensor.

The straightforward control structure over the Internet is to allow the operator

located in the remote site to send control commands through the Internet, such as

sending desired input to the controller located with the plant in the local site.

The structure is shown in Fig. 3.8. In order to monitor both the performance of the

controller and the situation of the plant, the measured output and/or some visual

information are required to feedback to the operator at the remote site. Because

the Internet is excluded from the closed loop and the controller is located at the

same location as the plant, the Internet transmission delay will not affect the perfor-

mance of the control system. Obviously, the Internet transmission delay will affect

the transfer of the desired input from the operator site to the controller site. Some

measures must take place to compensate these effects.

In some cases such as a virtual control laboratory and remote design of con-

trollers, it is necessary to locate the controller in the remote site, which is connected

with the actuator and the sensor through the Internet, as shown in Fig. 3.9. The

Internet has become part of the control system in this case. The transmission delay is

introduced in both the actuator and sensor communication channels. These trans-

mission delays will significantly affect the performance and stability of this type of

control system. In this structure, the Internet sits between the controller and the

sensors/actuators/plant. The sensors/actuators/plant component, which provides the

primary data and receives the commands, could be identified as the passive control

part; in contrast, the controller, which issues the commands depending on the

received data, could be identified as the active control part.

Many existing Internet-based control systems adopt a bilateral control structure,

i.e. one controller located in the plant site, another in the operator site, and linked

through the Internet as shown in Fig. 3.10. For example, based on this control

structure, robotic tele-operation uses the controller in the plant site to control the

slave device and the one in the operator site to control the master device. Another

example is the advanced control for manufacturing processes. Usually, the

Controller
+

Actuator Plant

Sensor

Measured output

−

Desired input Actual output

Fig. 3.7 Traditional control system
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controller in the plant site is responsible for regulating the normal situation. Once

the performance of the controller is degraded due to a disturbance in the environ-

ment or the change of the production situation, the controller in the operator site is

brought into use for tuning the parameters and/or changing the desired input for the

controller in the plant site.
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from an operator
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Fig. 3.8 Control structure
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3.5 Summary

Internet-based control system architecture design is the design task immediately

after the requirement specification in the Internet-based control system design.

Various requirements might need to be met by different system architectures. For

example, in process control Internet-based control aims to enhance rather than

replace computer-based control system by adding an extra Internet level to the

control hierarchy. This chapter introduces three canonical Internet-based control

system structures, with the operator located remotely, the controller located

remotely, or with bilateral controllers, i.e. one in a local site and another in a

remote site.
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Chapter 4

Web-based User Interface Design

4.1 Features of Web-based User Interface

Advances in control and information technology have shifted the operator role from

being the key element in the control loop to the new function of plant supervisor

and troubleshooter. Internet-based process control facilitates this shift since many

routine control functions have been taken over by computer-based control system at

the regulatory level in the process control hierarchy. The Web-based user interface

should be designed to suit this shift. The central design objective for a Web-based

user interface in Internet-based process control is to enable the operator to appreciate

more rapidly what is happening in process plants and to provide a more stimulating

problem-solving environment outside the central control room. It should be borne in

mind that media available in the Internet environment outside the central control

room will be very much limited compared to those in the central control room. For

example, a large-scale screen has been applied to many types of industrial plants

(power plants, railway, traffic control system, chemical plants, and so on). The user

interface in the central control room has some of the following features:

l Has a wider display area and gives more information
l Has a video wall system to help operators to monitor information from all plants

under control, and to share information between operators
l Apply multimedia technology or use various types of displays

However, the Web-based user interface outside the central control room cannot

always possess the above features and it may be a simple laptop. This chapter clarifies

the steps involved in Web-based user interface design, particularly selecting the most

suitable media to display the information.

4.2 Multimedia User Interface Design

The technologies from the areas of “multimedia” and “virtual reality” show consider-

able potential for improving yet further the human–computer interfaces used in process

control technology (Hori and Shimizu 1999), and different media can transmit certain
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types of information more effectively than others and hence, if carefully chosen, can

improve operator performance (Alty 1999). Choosing the best media for different

interface tasks andminimizing the amount of irrelevant information in the interface are

two main guidelines in the user interface design. This section focuses on choosing the

best media for different interface tasks, which are classified into two types of functions

(Kawai 1997) according to operational goals: process operation functions and process

monitoring functions. Process flowcharts indicate current process status, historical

trend displays, and visual information of the plant, which form the elements of process

monitoring functions. Operation window displays the elements of process operation

functions, including start-up/shutdown button and controller panel, etc.

A medium is an agreed mechanism for communicating information between

operators and computer systems. Media have different capabilities for communi-

cating certain types of information. Figure 4.1 shows the features of various media

where video, text, graphics, and animation are contrasted using the three axes of

qualitative–quantitative, real–abstract, and still–animated. Numbers are more pre-

cise than video or graphics. Video is more real than graphics and graphics are more

abstract than text. Video and animation are highly animated (Alty 1999).

Multimedia interface is to simultaneously use more than one medium for

communicating between human beings and computer systems. For human beings,

using multiple media is normal – spoken language, body language, and touch are all

used to transmit a message to another person, in parallel. Input and output media are

used to communicate with users. Input media are used to communicate information

to the system, and output media often involve text, graphics, video, and animation.

The main goals for applying multimedia design techniques in process control

interface are as follows:

(a) To enable the operators to appreciate more rapidly what is happening in a

dynamic system

Video

Video

Graphics

Animation

Quantitative

Quantitative

Still

Animated

Real Abstract

Fig. 4.1 Features of media in interface design
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(b) To enhance the operator’s ability to assimilate what is being presented in a

new situation

(c) To provide a more stimulating problem-solving environment

All these situations are concerned with choosing the most appropriate representa-

tion to enhance problem solving. The following three properties are essential to all

appropriate representations:

(a) All the information required must be currently available in the representation

chosen.

(b) The information should be presented in such a way as to be readily perceived

and understood in the right context by the user.

(c) Other information, not relevant to the problem-solving process, should be kept

to a minimum.

A key question is when should particular media be used, and in what combination,

to achieve the operators’ goals? It is well known that some media transmit certain

kinds of information better than others. The problem has to be approached from two

aspects – what do the operators want the information for, and how do the constraints

of a particular medium enhance or diminish the capability of the operators to

succeed in their goal? We use the following case study to illustrate the answers to

the above questions.

4.3 Case Study

This section describes the author’s experiences (Yang et al. 2004) in building an

interactive Web interface for operating and managing an Internet-enabled arm

robot in the author’s laboratory. A multimedia technology, Macromedia Flash,

has been employed to build a simulator for the arm robot, which is embedded in

the client Web interface. Through operating the simulator, the users generate

various control commands and send them to the remotely located arm robot without

recognizing the difference between the real arm robot and the arm robot simulator.

Therefore, the operability of the arm robot has been dramatically improved.

4.3.1 System Architecture

The hardware structure of the Internet-enabled arm robot system is depicted as

Fig. 4.2. In the local side, it consists of a physical arm robot, a Web camera, and a

server machine. The physical arm robot is connected with the server machine

through the RS232 link. The server machine comprises not only the Internet server,

but also functions as a local control system for the arm robot. The server is

implemented mainly based on Apache HTTP server. The camera is connected to

the server in order to provide a visual feedback on the robot status. In the remote
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side, Web clients use a 3D interactive interface to operate the arm robot. An arm

robot simulator has been employed in the interface to provide a highly flexible and

direct way for the robot operation. Macromedia Flash, a multimedia technology, is

used in the development of the simulator.

A three-tier architecture is used to implement the above system, as shown in

Fig. 4.3. On top is the client tier, in which usually Web browsers are used to interact

with the rest of the system. The middle tier is the Apache HTTP server, which is in

charge of communication between the other tiers and provides Internet services,
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such as processing HTTP requests and formulating responses. The PHP scripting

language has been chosen as the middle-tier scripting language. PHP is particularly

suited for Web database applications because of its integration tools for the Web

and database environments. Furthermore, the flexibility of embedding scripts in

HTML pages enables easy integration with the client tier. The application tier is at

the lowest level, which consists of a mySQL database for user management and a

real-time Java program for controlling the RT100 arm robot. The Java program

communicates with the Web server through TCP/IP sockets and works indepen-

dently. The mySQL database is used to log the user’s details such as the number of

times of logging-in and logging-out and user Web addresses.

4.3.2 Design Principles

The design objective for the Internet-enabled arm robot control is to enable Web

clients to directly manipulate the arm robot and appreciate more rapidly what is

happening in the physical arm robot located remotely from the users. There are a

number of general user interface design principles available (Hori and Shimizu 1999;

Alty 1999; Kawai 1997; Sutcliffe et al. 2006), such as user in control, directness,

consistency, feedback, and simplicity. A set of design principles of human interfaces

for process control based on functional analysis are followed here (Kawai 1997):

Principle 1: Judgement – a system designer should consider the principle that the

computer should not replace the judgement functions of operators by providing

information on transparency of dynamic process and supporting information of

automatic output functions.

Principle 2: Dialogue – a system designer should take into consideration the

dialogue function in the interface design by ensuring the consistency of interaction

and providing flexible interactive functions.

Principle 3: Monitoring – a system designer should consider the principle that the

monitoring function is the basic one in the interface design and should provide

global information access functions to the users.

Principle 4: Operation – a system designer should provide a promising environment

for the users to make fast responses in interaction and directly manipulate the process.

In applying the above design principles, a task analysis is required to extract the

essential information for the operation. The method (Hori and Shimizu 1999) is

explained below:

1. Each task is clarified in every operation mode (normal, trouble shooting, start-

up/shutdown, etc.).

2. The essential information items for each task are extracted.

3. A display style and media (text, graphics, animation, and video) for each item of

information is selected.
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A more detailed approach to multimedia interface design was proposed in Alty and

Bergan (1995). A task analysis is carried out on individual operation tasks to

establish the information requirements. These needs must then be characterized in

terms of a defined information processing need. The capabilities that the various

media provide are then matched to these needs to obtain a set of possible multimedia

candidates. Finally, a desired interface can be derived by checking the possible

interfaces through refinements based on lessons learned from user participation and

from previous iterations.

4.3.3 Implementation

Macromedia Flash has been chosen for the development of the interface in this case

study. Flash allows users to create full screen animation (flash movie) and interac-

tive graphics. The flash file is saved in a vector-based format, which results in

extremely compact files. This feature enables the flash-based animation to be

embedded in and quickly downloaded from a Web page.

The objective of this implementation focuses on providing a flexible, direct,

and easy-controlled 3D interface for the Internet-enabled arm robot. Following

the above general design principles and the method of task analysis, we first

identify the operation tasks for the arm robot users such as initializing, start, stop,

and moving the arm to a desired position, and then match the information for

each task with the display style and media. The interface is illustrated in Fig. 4.4.

The four principles have been taken into consideration in the interface design. For

example, we choose dynamic text to display accurate position of the arm with

an animation to show the movement of the arm from an initial position to a

desired position. Therefore, the interface provides information on transparency of

dynamic process for judgement. Graphics are used to display the operation

buttons, in which different working modes are shown in different colours. In

doing so, the interface provides a promising environment for the operators to

make fast responses in interaction and directly manipulate the arm robot. The

Web camera is used to show the actual position of the arm robot in order to get

direct access to its real-time information for the monitoring purpose. In order

to display the visual feedback from the Web camera, the NetMeeting ActiveX

control has been added to the client interface. The visual window is popped out/

off by pressing the “OpenCam” button in the interface. A dynamic simulator is

embedded in the interface for virtually operating the physical arm robot. With this

simulator, users can control the arm robot offline, choose the best position for

the arm, and then send the automatically generated control command to the

physical arm robot by pressing the “Send data” button. The arm robot will follow

the control command to move to the desired position. The embedded dynamic

simulator provides a flexible interactive function for dialogue, monitoring, and

operation.
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4.4 Summary

This chapter discusses the Web-based user interface design for Internet-based

control systems. Since there is very limited resource available for remote operation,

the Web-based user interface must adopt the most suitable media selected from

video, text, graphics, and animation to display the information. Failing to do so will

slow down the response in the remote operation. The general design principles are

illustrated by a case study for an Internet-enabled arm robot control system. We

briefly mentioned another important issue on identifying the essential information

items to display in the Web-based user interface. A formal method-based research

on this issue can be found in Hussak and Yang (2007) and a detailed discussion is

omitted here to avoid shifting away from the core topics in the subject.
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Chapter 5

Real-time Data Transfer over the Internet

5.1 Real-time Data Processing

A basic requirement in any successful application of a web-based system, such as

Internet-based control systems, is the provision of efficient real-time processing

and data transfer over the Internet. In a significant number of real-world environ-

ments, real-time web-based systems involve the transfer and exchange of large

amounts of numerical data over the Internet. The heterogeneity and limited traffic

resources of the Internet considerably complicate the transfer of such bulky data;

for example, if a number of clients simultaneously try to connect with the same

server or multiple data sources are accessed over the Internet via different plat-

forms. Such situations require that a data transfer format has to be acceptable to

heterogeneous platforms. Additionally, large amounts of data, such as graphics,

desktop videos, and images uploaded to the Internet (which may sometimes consist

of gigabytes of data), are increasingly being accessed, while, at the same time, the

bandwidth available for communication is limited because of the increasing

popularity of the Internet.

Most relevant research on real-time data transfer has focused on the data

required in high computing applications. Widener et al. (2001) used a number of

wrapped message formats, using the eXtensible Mark-up Language (XML) (Brag

2000), to provide flexible run-time metadata definitions that facilitated an efficient

binary communication mechanism. Clarke et al. (2001) set up a distributed interac-

tive computing environment, using the eXtensible Data Model and Format

(XDMF), which incorporated network distributed global memory, Hierarchical

Data Format (HDF) (McGrath 2001), and XML for high performance computing

applications. XDMF is an active, common data hub used to pass values and

metadata in a standard fashion between application modules and to provide compu-

tational engines in a modern computing environment. Nam and Sussman (2003)

implemented the HDF format to store National Aeronautics and Space Administra-

tion (NASA) remote sensing data within a specific schema. The ScadaOnWeb

system (2001) targeted a new standard together with a generic architecture for

handling numerical data, in addition to enabling process control, monitoring, and

optimization via the web.
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5.1.1 Features of Real-time Data Transfer

In Internet-based control systems, real-time data often need to be exchanged

between system components, such as sensors, actuator, and controllers, via the

Internet. Such real-time data normally have the following features:

l Timeliness: real-time data are time sensitive and have strict time restrictions. The

correctness of a system depends not only on the logical correctness of any compu-

tations performed, but also on time factors; late data in a stream will result in a

media information interruption, while very early data can cause buffer overflow.
l Heterogeneity and complexity: scientific data measure physical phenomena and

extend to a large range of data types. Sampling scientific data can be a single binary

number, a series of numbers describing physical phenomena, or text and image

descriptions of physical devices. A data recordmay have blocks ofmany thousands

entries, with data corresponding to different times, positions,measuring points, and

variables.
l Server Push: real-time applications can be categorized into interactive and

streamed applications. Interactive applications are characterized by a two-way

exchange of data, examples of which are Internet telephony and distributed

simulations. Streamed applications, on the other hand, are essentially one-way

flows of information, such as remote monitoring systems. Data exchange in both

types of application is pushed by a server, which is responsible for setting up a

communication channel, initiating the transmission of data and providing vari-

ous data access services to remote clients.

Managing and using real-time data in the Internet environment present many

challenges, including the following:

l Handling huge volumes of data efficiently: because of the amount of data, it is

important to use efficient algorithms and mechanisms for data storage and transfer.
l High data retrieval performance: Internet-based control systems need to offer

high-quality, cost-effective data entry services suitable for high volume data

computing such as data extraction from a database and accessing and mining

data from distributed data sources with minimum operating time.
l Performance across heterogeneous systems: some data are stored and retrieved

within the same context; others are shared or distributed to many contexts.

Across heterogeneous systems, operating systems are not identical and users

are heterogeneous. A storage data context may be incompatible with a particular

user’s system and may, consequently, need reformatting, translation, or some

other form of data modification to create or recreate the intended meaning for the

user to understand (Nam and Sussman 2003).

5.1.2 Light and Heavy Data

To simplify real-time processing of heterogeneous data, such data are classified into

light and heavy data (the distinction is made in terms of the amount of data, i.e. data
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entries, and its physical meaning). Thus, light data are considered to be small

quantities of scientific data, while heavy data are considered to be large amounts of

data. As a rule of thumb, if data have “more than 300” entries, they are classified as

heavy data.

XML is a natural candidate for light data description and binding. An XML

document is composed of a hierarchy of elements and can be nested to any level

of depth. Elements are logical units of information in an XML document. Real-time

data are two-dimensional and consist of a sampling time and variable values.

The description of such real-time data in XML is achieved using XML elements.

Each data point corresponds to an element. An element has two sections that define its

value and sampling time. Information between an element’s two tags indicates data

content and sampling time, respectively. The structure of real-time data stored in

XML is shown in Fig. 5.1. The XML tags are user-defined and application-specific.

Light data are wrapped using XML in this chapter. An example is given in Table 5.2

Light data wrapped using XML semantics can be manipulated in Java. There are

three popular methods to manipulate an XML document using Java: the Java

Document Object Model (JDOM), the Document Object Model (DOM), and

the Simple API for XML (SAX). The tree-shaped DOM/JDOM model is suitable

for data storage and manipulating an XML document. It is because that data

with multiple-level attributes are arranged into a single XML element using a

SAX-based method; generated classes under the DOM/JDOM-based method are

lightweight; and data binding applications use a minimum amount of memory and

can, therefore, run efficiently.

We store heavy data in HDF format using HDF datasets and groups. Data stored

in HDF are organized in a hierarchical pattern with two primary structures: groups

and datasets. A grouping structure contains instances of zero or more groups or

datasets. Metadata contains a group name and a list of group attributes. A dataset in

HDF, such as a multidimensional array of numbers, has additional metadata

logically associated with it. This metadata describes attributes of the dataset such

as the rank of the array and the number of elements in each dimension. Several

datasets can form a group. HDF groups and links between the groups can be

designed to reflect the nature and/or intended use of stored data. Real-time data in

an HDF dataset are shown in Fig. 5.2 as a three-dimensional unit, which consists of

the sampling time, the position of the variable in the dataset, and the variable value.

The description of variables includes the properties of the data point and an

associated explanation of these properties. As shown in Fig. 5.2, all original

datasets are first presented in HID and then wrapped with XML, which is described

in Sect. 5.2. An example is given in Table 5.3

Sampling Time
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Data
Section for data value description

Section for sampling time description

XML Element

Fig. 5.1 XML data structure
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5.2 Data Wrapped with XML

XML provides a standard way to store and structure specific application data and is

omnipresent on theWeb. Wrapping HDF using XML can fully incorporate all XML

features and extend HDF from a local environment to a web environment, thereby

making the HDF format acceptable for Internet-based control systems.

Wrapping HDF data using XML consists of two stages: structure mapping and

data mapping. Structure mapping is used to ensure that relationships between data

described in HDF can be fully expressed in XML. Data mapping is the transference

of HDF data content, attributes, and types to an XML format.

5.2.1 Structure Mapping

XML descriptions have a tree structure with a single root and objects nested below

their parents. Every JDOM document must contain one root element. Each element

can contain as many children elements as needed to represent data in an XML

document. JDOM provides Java-specific XML functionality. With the support of

JDOM, an HDF group can be mapped to a JDOM document object and its dataset

can be mapped to a JDOM element object. There are two cases for wrapping HDF

in XML.

Case 1: HDF with a tree structure.

For a simple HDF file, which has a tree structure and is implemented as a directed

graph, the HDF file can fully map to XML; in this case, the HDF group is treated as

a single JDOM Document object. All objects within an HDF group are treated as

Variable

Position

Sampling Time

Data

HDF Semantics

Fig. 5.2 HDF data storage structure
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elements of the structure. Attributes of groups can be presented naturally as JDOM

Document attributes.

Case 2: HDF with a complicated structure.

For complicated HDF files, which have elaborate grouping structures where some

datasets are shared by a number of other groups and have more than one parent, the

relationship between groups is not parallel but parental. Therefore, their structure

does not match an XML tree structure, as there might be more than one parent for a

single dataset. To map these complicated HDF structures to the structure of XML,

the structure of HDF with shared datasets needs to be divided into a number of

subsections, which divides the overall structure into a number of tree structures.

A typical example is shown in Fig. 5.3. Here, dataset 2 is shared by Group A and

Group B, and Group A is a member of Group B. To simplify this complicated

structure, the structure in Fig. 5.3a is decoupled, as shown in Fig. 5.3b. Mapping the

decoupled structure into an XML structure will lead to theXML tree structure shown

in Fig. 5.3c. Group A and Group B are mapped as JDOM Document A and

Document B, which are at the upper level in the hierarchical structure. Datasets

are mapped as JDOM elements. Due to the child–parent relationship between Group

A and Group B, Group A is mapped as Element A, a child of Document B. Dataset 1

HDF File

Group BGroup A

Dataset 2 Dataset 3

HDF File

Group B
Group A

Dataset 1 Dataset 2
Dataset 1 Dataset 2 Dataset 3

Group A

Dataset 1 Dataset 2

Element 1

Child 1 Child 2

Document A

Element 2

XML

Element 2 Element 3 Element A

Document B

HDF structure
HDF fractionalized structure

XML structure

a b

c

Fig. 5.3 Converting HDF structure to XML structure
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and Dataset 2 are mapped as Child 1 and Child 2. The contents of Element 1 and

Element 2 in Document A are identical in JDOM to Child 1 and Child 2 in Element

A, respectively.

5.2.2 Data Mapping

Data mapping between HDF and XML is achieved via JDOM elements, which

have three sections: “DataValue”, “DataType”, and “DataAttributes”. The dataset

name, the size of a dataset, and other data attributes of the dataset are categorized

as “Data Properties” in HDF and stored in “DataAttributes” of a JDOM element.

“DataValue” and “DataType” are identical in both HDF and JDOM. Both JDOM

and HDF can be accessed in the same Java environment; therefore, data in HDF

can be transferred into JDOM by reading data from an HDF dataset object and

writing these data into a JDOM element. These JDOM Document/Element objects

are used in the same way as any other Java objects and can be transferred over the

Internet in the Java environment via the RMI infrastructure described in the

following section.

5.3 Real-time Data Transfer Mechanism

5.3.1 RMI-based Data Transfer Structure

Figure 5.4 depicts the structure of the data transfer mechanism proposed and is

built on the RMI infrastructure (Sun 1999). The structure is composed of four basic

elements: an RMI server, an RMI Object Registry, a data processor, and remote

clients. The RMI server provides back-end communication services. The Object

Registry plays the role of object management and provides the naming service for

remote objects. The RMI transfer system can pass data objects as arguments and

return values, using the full power of object-oriented technology in a distributed

computing system. The data processor’s role is to collect and process data from

actual sites. Owing to its heterogeneous features, transfer data are first categorized

into light or heavy data, based on their physical meaning and requirements. Heavy

data are organized into HDF format. Both categories of data are then wrapped

using XML and processed as JDOM Document/Element objects in the Java

environment.

It is necessary to generate a client stub and a server skeleton for RMI communi-

cation. A skeleton is a server-side entity that contains a method to dispatch calls to

a remote object implementation. A stub is a proxy for a remote object at the

client side, which is used to forward method invocations to remote objects.
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The stub/skeleton will be bound to the client/server through a binding action

before objects begin to transfer within the RMI infrastructure. In the RMI infra-

structure, Object Registry works together with the RMI server to achieve object

transfer. The RMI server creates remote objects and binds each instance with a

name in the Object Registry. When a client invokes a method for a remote object, it

first looks up the remote object in the Registry using the remote object name. If the

remote object exists, the Registry will return a reference for the remote object to

the client, which can then be used to make method invocations upon it. As long as

there is a reference to the remote object, the object will be reachable from the

remote clients.

The sequence of data transfer in the RMI infrastructure is summarized in the

following five stages:

Stage 1. Categorize heterogeneous data into light and heavy data according to its

features.

Stage 2. Organize heavy data into HDF format and wrap both types of data

using XML.

Stage 3. Generate a stub and skeleton for remote objects.

Stage 4. Start the Object Registry and bind remote objects in the Object Registry.

Stage 5. Transfer data by employing the RMI method at every sample interval, with

a data object as an argument.

Transfer

Data

Light Data
XML

HDF

Object Reference

Obtain a reference Lookup Return

Reference

Bind

Observer

Call

Remote Object

Wrapped

Heavy Data Object

Light Data Object

JDOM Document/Element

Heavy Data

Data Processor

Object Registry

Clients

RMI Server

Fig. 5.4 Data transfer mechanism based on RMI
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5.3.2 Data Object Priority

Light and heavy data are stored in XML documents, which are treated as data

objects in the Java environment. These data objects describe both data values and

their structure. By assigning different priorities to data objects, some data objects

can be transferred faster than others, so as to meet the different requirements of

clients. Normally, vital data are assigned a high priority, and ordinary data given a

lower priority. Data with high priority are sent out before data with a lower priority.

Priority levels are maintained in the server and updated upon the arrival of any

new data transfer requests or when a transmission is completed. Clients can

terminate data transfer if necessary.

Data priority submission is implemented using the Java interface Priority-

Submission, in the RMI infrastructure. By extending the interface java.rmi.Remote,

the PrioritySubmission interface makes itself available from any virtual machine.

The signature of the interface PrioritySubmission is as follows:

public interface PrioritySubmission extends Remote {

public void DataPriority (String [] sequence) throws RemoteException;

public void EmergencyStop (boolean [] stop) throws RemoteException;

}

The DataPriority() and EmergencyStop() method are supported by both the server

and client side. The DataPriority() method is used by a client to submit defined data

priority to the server. The EmergencyStop() method is used to notify the server to

suspend some data transfer. Both methods are defined as being capable of throwing

a Java.rmi.RemoteException. The data object name with highest priority is placed

at the start of a priority sequence, while less important data objects are placed at the

end. The stop sequence is a Boolean array, and defines a logic value True/False,

with reference to continuing or terminating data transfer.

Data transfer using various priorities is realized via the proposed observer at the

server side, as shown in Fig. 5.4. The proposed observer acts as an object manger.

When a client submits an invocation to a remote object, there will be an order to

enter the Registry to look up the remote object and obtain references at the server

side. The observer is designed to make the order identical to the data priority

sequence submitted by the client. In detail, the observer unbinds all remote objects

in the Registry before performing a remote object look up. When the invocation is

requested from the client, the observer will rebind the remote objects step by step,

according to the data priority sequence. The highest priority object is rebound first,

while the lowest priority object is rebound last. Only rebound remote objects can

obtain a reference from the Registry so that they can subsequently be accessed by

the client; other objects, which fail to obtain a reference, continue to wait until they

obtain a reference from the Registry. Therefore, by controlling access to a refer-

ence, remote object transfer is governed using data priority levels. In the case of a

suspension request from a client, the observer will be notified to refuse rebinding

of remote objects, which is requested to terminate data transfer, so that references

for remote objects can no longer be obtained and data transfer is terminated.
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The procedure of looking up remote objects is shown in Fig. 5.5. Each request

from a client repeatedly makes the look up appeal until a reference is obtained. The

LookUp() method is responsible for looking up a remote object’s reference.

The value of the Boolean variable “hasReference” is set by the return value of

the LookUp() method. When “hasReference” is true, it indicates that the LookUp()

method has found the reference and the method. GetReference() is invocated to

obtain the reference and locate the remote object via the Locate() method.

5.4 Case Study

In order to demonstrate the above data transfer mechanism, a remote monitoring

system for a reactor process simulator was used as a test bed. The details of its

implementation are discussed in this section.

5.4.1 System Description

The reactor process simulator (Yang and Alty 2002) shown in Fig. 5.6 consists

of a heat exchanger E201, a reactor R201, and four-hand valves for Nitrogen inlet,

liquid outlet, gas outlet, and emergency liquid outlet. The inlet temperature of

the reactor is controlled by a PID controller, which manipulates the hot stream

flow rate of heat exchanger E201. Figure 5.7 shows the structure of the remote

monitoring system, which consists of three parts: the reactor process simulator, an

RMI data transfer system, and several remote clients. The local control system

Clients

DataPriority()

Loop (for each looking up

request from the client)
hasReference:=LookUp() 

[hasReference]

GetReference() Locate()

Observer
RMI

Registry Reference
Remote

Objects

Unbind()

ReBind()

Fig. 5.5 Procedure for looking up remote objects
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collects data from the reactor process and passes them to the data processor. The

process data are analysed and organized into XML and HDF data formats in

the RMI data transfer system. The RMI system is linked to remote clients via the

Internet. Remote clients can monitor the local reactor process, define data transfer

priority levels, and submit a request to the server. Acquired data are processed as

JDOM Document/Element objects and then regularly transferred to the remote

clients with a defined priority level (once any requests from clients are accepted).

Fig. 5.6 Reactor process simulator (Dai et al. 2006)

Internet
R 201

Reactor Process

RMI Transfer

System

Remote Monitor

Remote Monitor

Request

  Respond

Request

  Respond
Request

  Respond

Fig. 5.7 Architecture of the remote monitoring system (Dai et al. 2006)
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5.4.2 Priority of Data Transfer

All process variables are categorized as static or dynamic data. Static data include

the parameters of the PID controller and the states of the four values (open/close

and manual/automatic): nitrogen inlet, liquid outlet, gas outlet, and emergency

liquid outlet. Static data are categorized as light data. This type of data is normally

of limited size and amount and changes slowly. Dynamic data include all the

process variables, i.e. reactor temperature, pressure, concentration, and flow rate.

It is categorized as heavy data and collected every sampling interval in HDF format.

The main objective of the monitoring system is to remotely monitor control

performance; for example how well a controller works, together with a process to

track the setpoint of process output. Output variables, such as temperature and

pressure in the reactor, the work state of control devices, and PID parameters, are

essential for monitoring purposes. Data priority levels are set as shown in Table 5.1

in terms of the monitoring system specification. All light data are set with the

highest priority. The small data size of the light data utilizes limited data commu-

nication bandwidth and introduces minor extra load on the communication channel.

The transfer priority of flow rate is set with the lowest priority here.

5.4.3 Implementation

Two XML files were created to store and transfer light data. One contains

PID parameters, while the other contains the work state and mode of the four

control valves. The sampling interval of data collection is 1 s. Each data element

stored in an XML file is a real-time data point, which includes the value of

the variable and its corresponding sampling time. Heavy data are collected in an

HDF file; the HDF file has four groups which collect the pressure, temperature,

Table 5.1 Data priority

Transfer

priority rank

Light data State of nitrogen inlet valve 1

State of gas outlet valve

State of liquid outlet valve

State of emergency liquid outlet valve

PID parameters

Heavy Data Concentration 1

Pressure (top) 2

Pressure (bottom)

Temperature (top) 3

Temperature (middle)

Temperature (bottom)

Flow Rate 4
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concentration, and flow rate. The structure of the HDF file is shown in Fig. 5.8.

It has a tree structure and can fully match the XML structure; each data variable

is three-dimensional: the sampling time, the variable position in the dataset, and

the variable value. The data type of the datasets is “Double”, and the data length

is 300, which covers a 5 min sampling period.

The HDF file is mapped to JDOM data objects in XML. The four groups in the

HDF file are converted into four JDOM documents; the datasets are mapped to the

elements of the JDOM documents; property information is stored in the element

attributes. Mapping to the XML elements, “DataValue” has two XML tags:

<Variable value> and <SamplingTime>. The position of data points is not used

here. Variable values and sampling times are inserted between these two opening/

closing tags. “DataType” is represented using the tag <DataType>, and “DataAt-

tributes” using the tag <Attributes>, and saves the data dimension and size of the

amount of the HDF dataset. All data are presented as JDOM objects in the Java

environment. Remote clients access the JDOM objects by invoking the LookUp()

method. RMI security manager has been installed at both the local and remote side,

which allows a legal Java virtual machine to download stub and skeleton class files.

5.4.4 Simulation Results and Analysis

Tables 5.2 and 5.3 illustrate the wrapping of light and heavy data. Using the RMI

infrastructure, the work status of the four control valves and the PID controller

parameters is wrapped in XML as light data objects and sent to a remote monitoring

site via the Internet. User-defined tags include<PID_P>,<PID_I>,<PID_D>, and

<SamplingTime>. All PID parameters are wrapped between the opening and closing

tags of these tags. Table 5.2 provides an XML file for PID controller parameters.

Each data object, such as PID_P in Table 5.2, is treated as an element object in

JDOM, which has two sections: the PID_P parameter value and sampling time.

Group 1 Group 2

Pressure

 (Top)

HDF  File

Group 3
Group 4

Flow Rate Concentration
  Pressure

 (Bottom)
Temperature

(Top)
Temperature

(Middle)

Temperature

(Bottom)

Dataset

Fig. 5.8 HDF data structure
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Heavy data are collected in the HDF format wrapped as JDOMDocument/Elements.

Table 5.3 shows the tree structure and individual dataset in anXMLfile for heavy data,

inwhich a super group “Root”, its subgroup “Group4”, and its dataset “Concentration”

are nested with various XML tags. The heavy data of this dataset are transferred

from an HDF file named “HeavyData.h5”. The attribute describes the dataset as

Table 5.2 XML file of light data

Table 5.3 XML file of heavy data
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two-dimensional, with unit “%”, type “Float” and 300 data points. Both light and

heavy data are stored as JDOM Document/Elements and incorporated into the RMI

transfer system. The server binds the data objects in the Object Registry so that any

data objects can be looked up from a remote site. The data priority policy is applied in

the RMI-based data transfer mechanism. Figure 5.9 shows the concentration of

product and temperatures received at the remote client site, at the top, middle, and

bottom of R201.

5.4.5 Advantages of RMI-based Data Transfer

Traditional data transfer methods are usually based on socket technology, which

is an end-to-end communication mechanism used to establish a connection

between a client and a server program. The server communicates with the client

via a socket and listens for client connection requests. Communication with a

client is conducted by a data stream read from and written to the socket. To assess

the proposed RMI-based data transfer scheme, a standard TCP socket-based data

transfer method was implemented to carry out the identical data transfer tasks

described above.
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Two significant advantages were identified as follows:

l The amount of data presented using HDF and XML is smaller than that

presented as a data stream when using socket technology to transfer data.

Therefore, data transfer latency using the proposed RMI-based method may

be shorter than that using traditional socket technology. In a comparison study,

a 65,536-byte dataset was collected and transferred to a remote client in 1.553 s.

The same dataset when stored in HDF format only required 22,630 bytes,

because HDF supports a highly customized data filtering and scatter-gather

algorithm (McGrath 2001). After wrapping in XML, the dataset was extended

to 39,297 bytes due to the addition of XML tags; however, this is still much

smaller than the original dataset. The RMI-based data transfer method took

1.492 s to complete the data transfer, which is slightly faster than the TCP

socket method.
l Data objects presented using JDOM are well structured and easy to locate, query,

and retrieve. Therefore, the proposed RMI-based data transfer method is more

efficient during data query and retrieval than data streams in a traditional socket

approach. In detail, all data in the RMI-based data transfer method are wrapped

using XML and formed and transferred as JDOM data objects (which are

structured as hierarchical trees and can be directly accessed by clients as local

objects). To retrieve data, a client only needs to make an invocation on objects.

Under the tree structure, data retrieval in terms of data objects is simple and fast

for client applications.

5.5 Summary

Internet-based control systems need an effective data transfer mechanism to

process and transfer real-time heterogeneous data. This chapter introduces an

RMI-based data object transfer mechanism. Heterogeneous transfer data are cate-

gorized into two basic groups: light and heavy data, based on physical meaning and

data amount. Light data are wrapped in XML. Heavy data are wrapped in HDF

initially and then in XML. Both light and heavy data are processed as JDOM data

objects in the Java environment. JDOM data objects are transferred over the

Internet using the RMI mechanism. This structure is flexible as it not only allows

a server to transfer data objects, but also allows clients to define and submit a data

priority sequence to the server and therefore to guide data transfer. The main

advantages of the mechanism introduced here are as follows: (a) it simplifies heavy

data retrieval in client applications via remote invocation of remote data objects

and a hierarchy of data objects and (b) the size of a dataset is reduced because of

the compact storage structure of HDF; therefore, transmission latency might be

reduced. The DMI-based data transfer mechanism has great potential to improve

the efficiency of data transmission and therefore meet the requirements of data

transfer over the Internet in real-time applications.
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Chapter 6

Dealing with Internet Transmission Delay
and Data Loss from the Network View

6.1 Requirements of Network Infrastructure
for Internet-based Control

Overall, in most cases, Internet-based control systems have been developed by

means of extending discrete control systems, which do not explicitly consider

Internet transmission features. For example, the laboratory control system devel-

oped by Overstreet and Tzes (1999) achieves the Internet-based control by adding

the Internet communication elements between the remote controller and the

sampling switches, which maintains the discrete control structure. This structure

implies that the Internet communication is no more than a bounded time delay

element to the control system. This assumption is not true since the Internet

transmission is characterized as unpredictable time delay and data loss, which is

difficult to model at any period time. In fact, the Internet is a public and shared

resource in which various users transmit data via the Internet simultaneously. The

route for data transmission from end to end may not be same for every data

exchange, and collisions may occur when two or more users transmit data via the

same route simultaneously. In order to really achieve Internet-based control system,

the underlying mechanism of the ideal network infrastructure should meet the

following requirements.

6.1.1 Six Requirements for Ideal Network Infrastructure

for Internet-based Control

l Real-time transmission. It should provide the appearance boundary of the

transmission time, which can be programmed from API.
l Reasonably reliable transmission. It should provide connection-oriented and

retransmission mechanism. During the certain transmission time, it maximizes

the effort to guarantee the information delivery.
l Timeout notification mechanism. When a certain time has passed by, it

should terminate sending and/or receiving actions and inform the application.

S.‐H. Yang, Internet-based Control Systems: Design and Applications,

Advances in Industrial Control, DOI 10.1007/978-1-84996-359-6_6,
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This is vital information for the application to efficiently deal with the time

delay and data loss condition.
l Priority-based transmission. The control system communication could involve

several catalogues of control signal. Depending on the crucial level for the control

system execution, priority levels are assigned to the different catalogue signals.

According to the priority, the most crucial control signals should have the highest

priority to be transmitted, while those with less priority are transmitted afterwards.
l Time synchronization. Since the control systems are not only logically but also

physically distributed around world, it is essential to synchronize the clock of the

different part of system, so that the control action can be coordinated.
l Penetrating firewall. Any local network will be protected by one or more fire-

walls. Internet-based control systems need to penetrate these firewalls and

establish a connection between any two nodes on the Internet.

The ideal network infrastructure involves the consideration of Internet trans-

mission behaviours from the control system perspective and requires a new

control structure and time delay compensation elements for Internet-based control

systems.

6.2 Features of Internet Communication

Different from other private transmission media, the Internet is a public transmis-

sion media, which could be used by many end users for different purposes. The

major obstacle of Internet-based control systems is how to overcome uncertain

transmitting time delay and data loss problems. According to a study of the Internet

transmission (Luo and Chen 2000), the performance associated with time delay and

data loss shows large temporal and spatial variation. As this study shows, the

performance decreases with the distance as well as the number of nodes traversed.

The performance also depends on the processing speed and the load of network

nodes. Uncertain transmission time delay and data loss problems are not avoidable

for any Internet-based application. The reasons why the variable time delay occurs

are as follows (Magyar et al. 2001):

l Network traffic changes all the time because multiple users share the same

computer network.
l Routes or paths of data transmission decided by Internet Protocol (IP) are not

certain. Data are delivered through different paths, gateways, and networks

whose distances vary.
l Large data are separated into smaller units such as packets. Moreover, data may

also be compressed and extracted before sending and after receiving.
l Using TCP/IP protocols, when error in data transmission occurs, data will be

retransmitted until the correct data are received. Therefore, data loss and time

delay in data transmission can be treated identically.
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In detail, the Internet time delay is characterized by the processing speed of

nodes, the load of nodes, the connection bandwidth, the amount of data, the transmis-

sion speed, etc. The Internet time delay Td(k) at the instant k can be described as

follows (Han et al. 2001):
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X
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i¼0
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t Li ðkÞ ¼ dN þ dLðkÞ; (6.1)

where li is the ith length of the network link, c the speed of light, tRi the routing

speed of the ith node, tLi ðkÞ the delay caused by the ith node’s load, M the amount

of data, and bi the bandwidth of the ith link. dN is a term, which is independent of

time, and dLðkÞ is a time-dependent term. Because of the time-dependent term dLðkÞ,
it is somewhat unreasonable to model the Internet time delay for accurate prediction

at every instance. Internet time delaymust be explicitly handled through the network

infrastructure, control system architecture, and time delay compensation algorithms.

6.3 Comparison of TCP and UDP

The previous results of the Internet transmission features are normally obtained

by using the Internet Control Message Protocol (ICMP), which can avoid the

possibility of flooding the network with probe packets. However, it cannot be

used as the basis to deliver control signals. Therefore, it is necessary to further

investigate the behaviours of the protocols, which can deliver the control signals.

Generally, the protocols fall into two categories (Comer 2006): reliable protocol

represented by Transmission Control Protocol (TCP) and unreliable protocol repre-

sented by User Datagram Protocol (UDP).

As a reliable protocol, TCP is a connection-oriented and full duplex service and

guarantees a reliable bidirectional stream of data by means of retransmitting data,

discarding duplicating data, and reordering out-of-sequence data packets. As a

result, TCP functions poorly in time-sensitive application over long distances

with many routing hops. As an unreliable protocol, UDP is a simple and connec-

tionless protocol. It preserves datagram boundaries between the sender and the

receiver. Consequently, it could provide real-time transmission. However, there is

absolutely no guarantee that the datagram will be delivered to the destination host.

Not only can the datagram be undelivered, but also it can be delivered in an

incorrect order. Another factor, which affects TCP and UDP transmission, is the

presence of a firewall. In order to prevent UDP from flooding the network, UDP

traffic is blocked by restrictive firewalls, which eventually cause the failure of the

UDP transmission.

Combining with the features of the Internet transmission, the different

protocols determine the performance of delivering control signals in some aspects.
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As shown in Fig. 6.1, the signal source is designed as the sine function

yðtÞ ¼ sinð0:2ptÞ and the sampling time is given as 100 ms. Through the TCP

transmission, the information of the control signals is compressed at some points,

caused by the time delay, so that the function shape is almost lost. TCP ensures the

control signals in the same order and the same number. In contrast, through UDP

transmission, the function shape is almost maintained, which is caused by the small

overhead of the UDP transmission. However, disorder and the loss of the control

signals do occur, although irregularly. Another factor shown in the experiment result is

that TCP requires extra bandwidth and processing overhead to perform the error

corrections. It is clear that neither TCP nor UDP can fully fulfil the requirements of

the Internet-based control systems. Therefore, it is necessary to develop a new network

service to meet the requirements based on the available technologies.

6.4 Network Infrastructure for Internet-based Control

In order to establish a dedicated network infrastructure to meet the six requirements

mentioned above, we organize TCP, UDP, RCP (Real-time Control Protocol)

(Perkins 2003), and NTP (Network Time Protocol) (Rybaczyk 2005) together,
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as shown in Fig. 6.2 (Chen and Yang 2002). The new network infrastructure adjusts

the strict layering between the protocols and adopts a more cooperative relationship

between them. The structure, which could be considered as an application layer,

replaces a complicated protocol TCP with a simple UDP-based framework, which

can be used more flexibly and directly. The network service is divided into three

layers: UDP, RCP, and quality service provider, with TCP used for initialization

and NTP for time synchronization. The communication process starts by using TCP

to initialize a connection, which can penetrate firewalls. In detail, while one end

opens a TCP server socket associated with a well-known port to accept the

incoming connection request, the other end creates a TCP socket and requests a

connection. Once this virtual connection is created, the two sides begin to negotiate

the transmission specification via TCP. After the completion of the negotiation, the

connection is established and kept alive for the entire period. The communication

process continues with RCP beginning real-time transmission by binding the

underlying UDP to TCP. Afterwards, the communication relies on RCP, and TCP

only provides function to detect the absence of members. Through the entire

communication process, RCP will maintain the established connection until the

connection is destroyed.

6.4.1 Real-time Control Protocol

RCP was mainly designed to address two issues:

(a) Reliable transmission, providing similar functions of TCP to solve the reliabil-

ity problems such as data loss, disorder, and duplication.

(b) Real-time transmission, providing predictable transferring time and priority-

based transmission. RCP also provides a mechanism to maintain a constant

connection between communication peers.
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6.4.1.1 Reliable Transmission

In order to obtain the reliable transmission, RCP employs a queue windowmechanism

to cope with data loss, disorder, and duplication. As shown in Fig. 6.2, the sender and

the receiver maintain a sending window and a receiving window, respectively.

At the sender side, once a packet has been sent out, it is recorded in the sending

window. If the sending window is full, the packet will be kept in the sending queue

to wait for transmission. The sending window will not free the record until the

remote receiver has acknowledged that the corresponding packet has been received.

If the record has not been freed and the retransmission time is due, the sender

window retransmits the unacknowledged packet. During this process, a unique

sequence number is used to facilitate the acknowledgement.

At the receiver end, the expected sequence number is used to facilitate the

receiving packet process. If the received packet sequence number is less than

the expected sequence number, which means the packet has been received before,

the acknowledgement message will be sent to force the sender end to provide a

correct packet. If the number is greater than the expected number, which means if

the packet loss occurs, the received packet will be kept in the receiving window,

and the receiver sends a message to enforce the sending side to retransmit the

missed packet. Once the received packet is the expected one, it will be put in

the receiving queue, which finally delivers the message to the application.

In fact, the sequence number and the acknowledgement number are embedded

in the packet head. In most cases, the control application is the interactive periodical

application, so it is unnecessary to use the specific acknowledgement message to

confirm the received packets, which potentially reduces the Internet workload and

gives an advantage to the control application.

6.4.1.2 Real-time Transmission

The real-time transmission issues consist of predictability, priority, and exception

notification. In practice, “real-time transmission” does not mean that the transmis-

sion speed would be increased or that the transmission delay and jitter would be

avoided, as this is impossible to be achieved without increasing network capacity.

This work is based on a simple hypothesis: the requirements of the Internet trans-

mission capacity can satisfy the ordinary condition and different types of control

information having different priorities. The real-time Internet communication

means that the higher priority control information has more chance of reaching

its destination on time through deliberately scheduling transmission tasks. This is

intended to increase the predictability of the Internet transmission. In abnormal

situations, any transmission failure can be detected and analysed so that the excep-

tion can be efficiently handled. From the designer’s perspective, it is primarily

concerned with explicitly scheduling retransmitting time, being informed of the

sending and receiving timeout, and processing the sending and receiving packets

based on the priorities.
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In order to address the above concerned issues, two elements have been

introduced to RCP: a timer and a connection thread. As shown in Fig. 6.2, each

connection has its own timer and connection thread. The main task for the timer is

to generate the event that triggers the retransmitting action, determined by the

required operation period. When the sending and/or receiving timeout occurs,

the timer responds by informing the related parts to handle the exception. In

addition, it provides the standard time for the receiver to check the packet time-

stamp. If the timestamp has expired, the receiver will drop the packet, and at the

same time, the receiver informs the sender about the packet being dropping. Since

every pair of sender and receiver windows will be operated in an individual

connection thread, it enables to process packets in the right order by setting

different priority of the thread. It could solve potential priority inversion in cases

where a packet with a low priority arrives just before one with a high priority.

Furthermore, the scheduling of the packets in the queue depends on the assigned

priority of the packet.

6.4.2 Quality Service Provider and Time Synchronization

Although RCP provides the essential service for control applications, it is very

complicated and difficult to comprehend. Quality service provider fills the gap

between the control application and RCP by means of encapsulating the RCP

functions. Furthermore, it also provides some essential services for RCP.

For the control application, it provides an API, which is similar to the

well-accepted socket API such as “Connect”, “Accept”, “Send”, and “Receive”. It

also provides some extended APIs, which relate to real-time features such as

“SetPriority”, “SetSendTimeout”, and “SetReceiveTimeout”. It also utilizes the

control application data transmission by means of fragmenting the data into

the proper size packet assigned the relative priority and the timestamp. At the

same time, the control application provides the essential information to the quality

service provider, so that it can determine the connection establishment.

For RCP, the quality service provider supports the connection establishment.

When the connection request arrives, it includes the expected period of time and

priority. It will determine the request acceptation by estimating the capability of

network and application. Furthermore, it enables passing exception events to

applications.

In addition, the quality service provider provides the time synchronization,

which is an essential element for the control application and RCP. In the single

process system, it is easy to facilitate with standard timer devices or simply uses

the micro-process timer function. In fieldbus systems, it is facilitated by introducing

the external timer devices as part of the fieldbus system infrastructure. For the

Internet-based control, although the resolution of the clock tick is not required as

accurate as at the controller and device levels, it is still an essential part of the

system. Currently, most Internet-based control systems use the local time clock
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instead of a global time clock, which could lead a serious problem. In fact, since

the system is available worldwide, the local time clocks, which exist in different

time zones, could be out of synchronization and, consequently, are not suitable for

an Internet-based control system. This problem can be solved by means of syn-

chronizing the local clock of all the control units and the protocol with a sufficient

accuracy time source. NTP server is one of the solutions. According to the survey

done by Mills (1997), there are more than 36,000 servers available for the public,

and the error of the most NTP clocks is within 21 ms (microsecond) of their servers.

There may be additional errors due to asymmetric paths, but this is bounded by one-

half the round-trip delay. It could lead to a more accurate result by combining

several servers’ results together. Overall, the time clock synchronized at a hundred

ms level is sufficiently accurate for both the control application layer and the

protocol layer.

6.5 Typical Implementation for Internet-based Control

6.5.1 Experimental Set-up

The pilot study uses two water tanks in the process control laboratory at Loughbor-

ough University as a test bed. As shown in Fig. 6.3, both of the two water tanks are

similar in structure. The inlet flow of the tank is controlled by a hand valve; the

outlet flow of the tank is controlled by a pneumatic valve. The control system

collects the data from the liquid level sensor via a data acquisition instrument and

sends the command to the control valve, so that the liquid level of the tank can be
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Fig. 6.3 The layout of the experimental set-up

60 6 Dealing with Internet Transmission Delay and Data Loss from the Network View



kept at a desired value. The control system shown at the top is identified as the

slave controller; the one at the bottom is identified as the master controller.

The slave one maintains the liquid level at ratio 2:1 of the master. There is a camera

at the slave site, which is set up for two purposes. The primary purpose is to test its

ability to transmit video data alongside the control data at different priorities, which

are 4 and 6, respectively. The maximum and minimum priorities are 10 and 1,

respectively. The second purpose is to provide extra information to remotely

monitor the slave process. The master and slave control systems are linked via

the Internet.

Figure 6.4 presents the control structure of the pilot system in terms of the

canonical Internet-based control system structures proposed in Chap. 3. The slave

control system receives the desired input from the master control system via the

Internet, which is the current liquid level of the master tank. The slave control

system adopts the canonical Internet-based control system structure with the oper-

ator located remotely as shown in Fig. 3.6. The master control system is a general

closed-loop control system linked with the Internet and provides the desired input

for the slave control system from a remote site.
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6.5.2 Implementation

The canonical Internet-based control system structure shown in Fig. 3.8 has the

Internet sitting between the controller and the sensors/actuators/plant. The sensors/

actuators/plants component, which provides the primary data and receives the

commands, was named as the passive control part; in contrast, the controller,

which issues the commands depending on the received data, was named as the

active control part. We extend these definitions to the control structure shown in

Fig. 6.4 and name the slave control system as the passive part and the master control

system as the active part. The Internet sits between the passive and active parts

and provides the communication channel for these two parts.

The procedure of implementation of the network infrastructure for the Internet-

based control system shown in Fig. 6.4 could be divided into three phases: endpoint

initialization, service initialization, and service process. The communication

between the passive and active parts is described as follows and illustrated

in Fig. 6.5.

l Endpoint initialization phase. The passive part creates a server endpoint that is

bound to a network address such as an IP address and a port number. The server

endpoint listens for connection requests from peers. The “Open” method of the

passive part also includes service-specific initialization such as the service

capability estimation. For the active part, it uses the “connect” method to

actively establish connections.
l Service initialisation phase. When a connection request is received by the

quality service provider, the provider responds by invoking the “Accept”

method. This method performs the strategy for initializing a service handler. It

involves assembling the resources necessary to create a new concrete service

handle and to assign the connection into this object. The object will be registered

to the provider by calling the “RegisterHandler” method. The passive part then

calls the “Initial” method to perform service-specific initialization. When the

active part successfully establishes the connection, the “RegisterHandler”

method will be called to register the active part service handler.
l Service processing phase. Once the connection has been established, the passive

and active parts enter into the service processing phase. This phase performs

application-specific tasks that process the data exchanged between the passive

and the active parts. Generally, the passive part initializes the process cycle

by calling the “Send” method. The active part receives and processes the data by

calling the “Receive” and “Process” methods, respectively. The result is sent

back to the passive part. The passive part finally receives the result and carries

out control operation. This cycle will be continued until any part quits. During

the process, the encoding and decoding of the application data should be

performed in the “Send” and “Receive” method, respectively. Once the sending

and/or receiving error occurs, while the passive part appends the sending data to

the next sending data packet and drops the received data, the active part drops

the received data and the sent command.
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This implementation enhances the reusability, portability, and extensibility of

the control systems by classifying the systems into passive and the active modes.

It provides the formal structure, which could guide designers to implement the

application, enabling designers to use a framework to reduce the implementation

effort.

The experimental results are illustrated in Fig. 6.6. The control process achieves

the control objective, i.e. the slave tank can follow the master’s tank liquid level.

It should be noted that the value of the master’s level has been doubled. As shown in

both control process and video frame interval diagram, the Internet congestion did

occur during the experiment process, which was represented by video packet being

dropped at around 750, 960, and 980 s. However, the control data transmission has

not failed during the experiment. Since the control data transmission has a higher

priority than the video, it has precedence over the video transmission so that the
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control data transmission was guaranteed. There was a overtaking occurred at the

point around 950 s for the control data transmission. Because of the timeout

notification mechanism, this overtaking did not affect the control performance as

shown in Fig. 6.6.

As the result, the network infrastructure shown in Fig. 6.2 has fulfilled the six

requirements for ideal network infrastructure for Internet-based control.

6.6 Summary

Any network infrastructure for Internet-based control system ideally should meet

six requirements: real-time, reasonably reliable, timeout notifying, priority enabled,

time synchronization, and the ability to pass through a firewall. But the reality is

far from perfect and causes Internet transmission delay and data loss. This chapter

presents a network infrastructure for Internet-based control, in which TCP, UDP,

RCP, and NTP are integrated together to satisfy the above six requirements.

The communication process starts by using TCP to initialize a connection.
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The communication process continues with RCP beginning real-time transmission

by binding the underlying UDP to TCP. Afterwards, the communication relies on

RCP only, and TCP only provides functions to detect the absence of members. NTP

is for time synchronization. The implementation of the network infrastructure in the

chapter consists of three phases: endpoint initialization phase, service initialization

phase, and service processing phase. The experimental results show that the six

requirements for Internet-based control have been preliminarily fulfilled.
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Chapter 7

Dealing with Internet Transmission Delay
and Data Loss from the Control Perspective

7.1 Overcoming the Internet Transmission Delay

Performing remote control over the Internet is making global-range remote control

systems a reality. This new type of control system allows for the remote monitoring

and adjustment of industrial plants over the public Internet. With the pervasiveness

of the Internet, plants stand to benefit from new ways to retrieve data and react to

plant fluctuations from anywhere around the world and at any time. A pictorial

schematic of an Internet-based control system is shown in Fig. 7.1. The remote

operator may view what is happening via a Web camera or an image display.

The total time for performing an operation (a control action) per cycle is

composed of four parts:

1. t1 time delay for making control decision by a remote operator

2. Tf time delay for transmitting a control command from the remote operator to

the local system (the Web server)

3. t2 execution time of the local system to perform the control action

4. Tb time delay for transmitting the control information from the local system to

the remote operator

Previously, in Chaps. 2–5, we have discussed a number of new features in the

design of Internet-based control systems, such as requirement specification, archi-

tecture design, interface design, and real-time data transfer. In Chap. 6, we consid-

ered one of the most important problems in the case of remote control, the time

delay that appears in the information transmission. Chapter 6 was concerned with

overcoming the time delay and data loss from the network view. This chapter

focuses on how to overcome the Internet transmission delay and data loss from

the control perspective, including control system architecture design and time delay

compensation. Much literature (Zhivoglyadov and Middleton 2003; Montestruque

and Antsaklis 2003; Magyar et al. 2001; Yang et al. 2005a; Liu et al. 2005) exists in

this area. The majority of publications (Zhivoglyadov and Middleton 2003; Mon-

testruque and Antsaklis 2003) adopt the model-based output feedback control

approach. Some of them (Yang et al. 2005a; Liu et al. 2005) focus on how to

design a model-based time delay compensator or a state observer to reduce the

S.‐H. Yang, Internet-based Control Systems: Design and Applications,
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# Springer-Verlag London Limited 2011
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effect of the transmission time delay. These approaches maintain a process model in

the remote site to approximate the plant behaviour during the time periods when the

time delay or data package loss causes sensor data being not available. This process

model is incorporated in the controller process and is sometimes updated regularly.

Whenever time delay and data loss occur in the data transmission, the plant is

controlled in open loop, and all measurements are generated by the plant model.

When the network communication is recovered, the plant is controlled in closed

loop. The difficulty is that the plant model must be able to accurately describe the

behaviour of the plant; otherwise the open-loop control will not function correctly

over a long period. It is somewhat excessive to have to model the Internet time

delay for accurate prediction at every instant. This chapter aims to provide more

practical solutions than the model-based approach to overcome the effect of the

Internet transmission delay and data loss for Internet-based control systems.

7.2 Control Structure with the Operator Located Remotely

The control structure with the operator located remotely shown in Fig. 3.8 is one

practical approach for Internet-based control, which is insensitive to time delay. Yang

and Chen (2003) named this control structure as Virtual Supervision Parameter

Control (VSPC). As shown in Fig. 7.2, the detailed control functions are implemen-

ted in the local control system. Internet-based control over VSPC is invoked only

when updated parameters like setpoints and Proportional-Integral-Derivative (PID)

parameters are required to be sent to the local control system. The new set of VSPC

parameters is used as input for the local control system during the next iteration

by VSPC until another set of parameters is received. One of the advantages of

VSPC is the preservation of any investment in legacy systems, such as scheduling

Internet-based control systems through existing DCS and PLC. Also, VSPC offers a

high safety level, because the local control system will be working as normal even
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if the Internet is disconnected from them. Furthermore, it is unlikely to be greatly

affected by any Internet time delays because the Internet time delays Tf and Tb, as

shown in Fig. 7.1, are excluded from the closed loop of the control system shown in

Fig. 7.2. When VSPC is not able to meet the requirements specified, wider control

functions should be shared by Internet-based control. For example, the remote user

should be able to invoke a model-based advanced controller implemented in the

local control computer. In this case, the output of the Internet control level may be a

start-up command and/or several initial conditions for the model-based advanced

controller.

Maintaining the existing level of safety for the process plant and the local control

system at the abnormal status is essential for the VSPC to be applied in any real

plant. The real challenges are how remote operators are able to detect an emergency

situation and how to avoid the emergency control function being affected by

Internet time delays and the abnormal status of the network systems. The VSPC

runs a “better safe than sorry” safety model, which means that if anything goes

wrong in the plant, the local control system, or the network systems, local operators

have the authority to move the VSPC into a mode in which any command from the

remote side will be ignored.

7.3 Internet-based Control with a Variable Sampling Time

As a consequence of the nature of Internet transmission, the architecture of the

control system entails the network service transmitting the control signal and the

functional structure accepting the control functions. In this section, a novel Internet-

based control architecture is proposed to minimize the effect of the Internet time

delay and data loss, which is based on the canonical one, with the controller located

remotely as shown in Fig. 3.9.

It is arguable that the traditional discrete control functional structure is unsuitable

for Internet-based control, which uses a fixed sampling time and the execution

time is predictable as shown in Fig. 7.3a. Since the Internet transmission delay

time is unpredictable, the execution time of the traditional discrete control is not

predictable, which could lead to serious problems. One problem, which could arise,

is that the control information arrives just after the sampling time has passed.
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As a result, the control system could lose a number of control signals and/or

potentially increase the delay time because of the fixed sampling time. Therefore,

it is necessary to develop a new functional structure to deal with the uncertain

execution time.

Conceptually, the architecture should include the underlying network services

and the control functional structure. Here, we only address the control functional

structure based on the developed network service targeted for the control system

(Chen and Yang 2002). A new Internet-based control functional structure as shown

in Fig. 7.3b could evolve from the traditional discrete control structure as shown in

Fig. 7.3a, which maintains the main function of this latter structure, such as Zero-

Order Hold (ZOH). If the discrete control structure is considered as a tight coupling

structure, the new structure as shown in Fig. 7.3b is a loose coupling structure,

which introduces a tolerance time Dt to handle the unpredictable Internet commu-

nication. The value of the tolerance time is less than the sampling time, so that the

control law can still be maintained. Instead of a single point receiving control

signals, the new structure allows for a bounded period of time to receive and at

every sampling time to transmit, which potentially maximizes the opportunity of a

successful transmission. It should be noted that the sending/receiving actions are

triggered by the timers synchronized by the network service.

For a long time delay and data loss, the structure employs the signal buffer at the

feedback channel. In any control system, the control command becomes useless

after an unexpected long time delay, which can be considered as noise. In contrast,

the historical feedback signal could be still useful, particularly for correcting the

model. We will use the historical feedback to compensate the control action in

Sect. 7.5. In other words, the structure ignores the timeout control command signal

and guarantees the delivery of the feedback signal.
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Discrete control with the Internet
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Fig. 7.3 Discrete and Internet-based control functional structures
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7.4 Multi-rate Control

7.4.1 Two-level Hierarchy in Process Control

As shown in Fig. 3.5, any plant-wide process control system involves four levels

of control. From bottom to top, the four levels are the process and protection level,

the basic regulatory control level, the advanced control level or called supervisory

level, and the overall plant optimization or supervision level. The work in Chap. 3

(Yang et al. 2003) introduced the Internet as an extra level and suggested that the

Internet can be connected to any level according to the control requirements. If the

Internet is connected with the regulatory control level and the advanced control level

is located at the remote site to cooperate with other plants, the control system will

have a two-level hierarchy as shown in Fig. 7.4, in which one controller is located at

the local site, and another at the remote site, and linked through the Internet. Usually

the controller at the local site is responsible for the regulation of normal situations.

Once the performance of this controller is degraded due to disturbances from the

environment or a change in the production situation, the controller in the remote site

is used to tune the parameters and/or change the desired input for the controller at the

local site. This two-level control structure has been widely used in robotic tele-

operation (Han et al. 2001; Yang 2005; Yang et al. 2004; Luo and Chen 2000; Sayers

1999), which uses the controller in the local site to control the slave device and uses

the one in the remote site to control themaster device. One of the obvious advantages
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of using the two-level hierarchy in an Internet-based control over using the single

level one, which most of the existing networked control systems use, is that should

the network communication collapse for a period of time, the plant would still be

under control through the local regulatory control system. Comparing Fig. 7.4 with

the canonical Internet-based control structure shown in Fig. 3.10, it is obvious that

Fig. 7.4 follows the canonical structure with bilateral controllers.

As described in Sect 7.1, Internet time delay is one of the major obstacles in

making Internet-based process control systems a reality. It can destabilize the

control system. Luo and Chen have tested the transmission efficiency of the Internet

by repeatedly sending 64 bytes data from their Web server to different remote Web

servers (Luo and Chen 2000). The resulting statistics of the experiments show that

the Internet poses serious and uncertain time delay problems.

Considering the pictorial schematic of the Internet-based control system shown

in Fig. 7.1, when the control system is in an automatic mode, the time delay for

making a control decision by a remote operator, t1, does not need to be considered.

The execution time of the local system to perform the control action, t2, can also

be excluded from consideration because it was inherited from the local system and

can be overcome in a traditional way. Therefore, if the feed-forward and feedback

time delays Tf and Tb that appear in the information transmission over the Internet

are always constants, then the Internet-based control has a constant transmission

time delay. Unfortunately, as shown in Luo and Chen (2000) this is not the case.

The Internet time delays, i.e. Tf and Tb, increase with distance and also depend on

the number of nodes traversed and the Internet load (Han et al. 2001).

The network communication delay means that remote operators can no longer rely

on their reflexes to detect and correct problems that happen to the controlled object.

In the aeronautical and space industry such as NASA, intelligent autonomous control,

which follows the principle of the two-level hierarchy shown in Fig. 7.4, has been

widely employed (Sayers 1999). The intelligence of the local control system is

sufficient to enable it to autonomously and immediately react to problems. The local

control system is normally designed as a fast controller. The communication between

remote operators and the controlled object is only carried out at a more abstract level,

rather than at a detailed command level. Therefore, the remote operation can be at

a lower frequency and performed via a delayed low-bandwidth communication link.

7.4.2 Multi-rate Control

Being distinguished from the existing approaches of networked control (Yang 2006),

the multi-rate control scheme (Yang and Yang 2007) described in this section

investigates overcoming the Internet time delay from the control system archit-

ectural point of view by enhancing the intelligence of the local control system.

Themulti-rate control scheme incorporates the above two-level control architecture,

the lower level of which is running at a higher frequency to stabilize the plant and

guarantees that the plant is under control even if the network communication is lost

for a long time. The higher level of the control architecture implements the global
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control function and is running at a lower frequency to reduce the communication

load and increase the possibility of receiving data on time. We denoted the local

controller as the fast controller and the remote controller as the slow controller.

The structure of a dual-rate control is illustrated in Fig. 7.5. The two sampling

intervals for the fast and slow controllers, Tr and Tl, are chosen as follows:

Tr ¼ nTl; n 2 f2; 3; . . .g
The slow controller is linked with the fast controller and the plant via the Internet.

The total Internet-induced transmission delay Tdelay is equal to the sum of the trans-

mission delays occurring in the feedback and feed-forward channels, i.e.

Tdelay ¼ Tf þ Tb. There are two cases involved in the above dual-rate control scheme.

Case 1: Tdelay þ Tl<Tr
The time scheme of Case 1 is illustrated in Fig. 7.6. The transmission delay

occurring in the local control system has been omitted, i.e. the transmission time

between Nodes D and E is 0. If the sum of the total transmission delay Tdelay and the

sampling interval of the fast controller Tl is less than the sampling interval of

the slow controller Tr consequently there is no data loss during each sampling

interval. Therefore, the transmission delay has no influence on the slow controller.

Case 2: Tdelay þ TlrTr
The time scheme of Case 2 illustrated in Fig. 7.7a–g has the same meaning as in

Fig. 7.6. Since the sum of the transmission delay Tdelay and the sampling interval of

the fast controller Tl is greater than the sampling interval of the slow controller

Tr the sample will be delayed and arrive at the slow controller after the next control

instant. A compensator must be employed in this case to compensate for the effect

caused by the transmission delay. The detail is discussed in the following section.

7.5 Time Delay Compensator Design

Any type of controllers, including PID controllers, can be implemented in the

multi-rate control structure proposed in Sect. 7.4; however, a Dynamic Matrix

Controller (DMC) (Cutler and Ramaker 1980) is chosen in the design of the two

lT

rT

fT

bT

( )r t
Slow

controller

Fast

controller
Plant

Internet

Fig. 7.5 Dual-rate control scheme
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time delay compensators shown in Fig. 7.8 because the DMC has been widely

accepted in the industry. The process shown in Fig. 7.8 represents a general process,

which includes the local controller, and the process for a multi-rate control scheme.

The compensator (Yang et al. 2005b) in the feedback channel with a data buffer is

designed to overcome the time delay occurring in the transmission from the local

site to a remote site. The compensator (Yang et al. 2005b) in the feed-forward

channel is designed to overcome the time delay occurring in the transmission from

a remote site to the local site. All the data in the Internet-based control system are

sent over the Internet, provided with a time stamp generated by a global timer.

The receiving time will be compared with the time stamp for each data to determine

if a delay has occurred or the transmission is normal.

rT

lT

bT

fT
0

0

A B C D E G F

Fig. 7.7 Time scheme of

dual-rate control with the

transmission delay greater

than the sampling interval for

the slow controller

A B C D E F G

rT

lT

bT

fT
0

0

Fig. 7.6 Time scheme of dual-rate control with the total transmission delay less than the sampling

interval for the slow controller (A) the instant at which the control action is sent out by the

slow controller from the remote site; (B) the instant at which the fast controller receives the

control command from the slow controller; (C) the instant at which the fast controller sent out

the control action; (D) the instant at which the sensors send data to the controllers; (E) the instant at
which the fast controller receives the data from the sensors; (F) the instant at which the slow

controller receives the data from the sensors; and (G) the instant at which the slow controller is

ready to send out the next control command
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Assume that the closed-loop general process is described in the step response

model as follows:

yðtÞ ¼
X

1

i¼1

giDuðt� iÞ; (7.1)

where y is the process output variable, Du is the increment of the control action, gi is

the coefficient of the step response, and t is the current time instant. The DMC

general control law can be given as (Camacho and Bordons 1999) follows:

u ¼ ðGTGþ lIÞ�1GTðw� fÞ (7.2)

in which l is the penalization factor for the control costs, I is the unit matrix, and the

superscript T means the transpose of the vector. The system dynamic matrix G is

defined as (7.3), in which the elements are taken from the coefficients of the step

response model of the process, g1;���; gp shown in (7.1):

G ¼

g1 0 � � � 0

g2 g1 0 � � � 0

.
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(7.3)

where m is the control horizon and p is the prediction horizon. The control action

u is defined as follows:

u ¼ DuðtÞ Duðtþ 1Þ � � � Duðtþ m� 1Þ½ �T (7.4)

The reference trajectory vector w is defined as follows:

w ¼ wðtþ 1Þ wðtþ 2Þ � � � wðtþ pÞ½ �T (7.5)

The free response vector f is defined as follows:

f ¼ f ðtþ 1Þ f ðtþ 2Þ � � � f ðtþ pÞ½ �T (7.6)

Controller

Internet

Compensator

Compensator ZOH Process

Buffer

Fig. 7.8 Structure with time delay compensation
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The free response f ðtþ kÞ is computed as follows:

f ðtþ kÞ ¼ ymðtÞ þ
X

N

i¼1

ðgkþi � giÞDuðt� iÞ; (7.7)

where ymðtÞ is the measurement of the process output variable and N is the process

horizon. The reference trajectory wðtþ kÞ is computed as follows:

wðtÞ ¼ ymðtÞ wðtþ kÞ ¼ awðtþ k � 1Þ þ ð1� aÞrðtþ kÞ
k ¼ 1; :::;N

(7.8)

where a is a parameter between 0 and 1 for adjusting the speed of tracking and

rðtþ kÞ is the setpoint of the controller.

7.5.1 Compensation at the Feedback Channel

The time delay occurring in the transmission from the local site to a remote site

causes the controller at the remote site to be unable to receive the feedback signal

ymðtÞ from the local site on time. Once the time delay occurs ymðtÞ in (7.7) and (7.8)
will be replaced with the predictive value y

_
ðtjtÞ, which is calculated from the step

response model in (7.1) based on the available measurements at the instant t. When

the transmission recovers the accumulated error eðtÞ during the period of the time

delay is used to compensate the effect. Assuming that the period of the time delay

is D; consequently, the accumulated error eðtÞ during the period of the delay is

expressed as follows:

eðtÞ ¼
X

D

i¼1

ymðt� iÞ � y
_
ðt� i j t� iÞ

� �

(7.9)

The compensation item chosen in this study is the accumulated error multiplied by

an adjustable parameter b between 0 and 1. This compensation item is added into

the free response f(t+k) shown in (7.7). The history data are stored in the data

buffer.

Overall, the computation of the free response and the reference trajectory can be

summarized as follows:

if the time delay occurs

f ðtþ kÞ ¼ ŷðtjtÞ þ
X

N

i¼1

ðgkþi � giÞDuðt� iÞ

wðtÞ ¼ ŷðtjtÞ

wðtþ kÞ ¼ awðtþ k � 1Þ þ ð1� aÞrðtþ kÞ

k ¼ 1; . . . ;N

8

>

>

>

>

>

>

<

>

>

>

>

>

>

:

(7.10)
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otherwise, if the transmission is normal

f ðtþkÞ¼ymðtÞþb
X

D

i¼1

ymðt�iÞ�y
_
ðt�ijt�iÞ

� �

þ
X

N

i¼1

ðgkþi�giÞDuðt�iÞ

wðtÞ¼ymðtÞ

wðtþkÞ¼awðtþk�1Þþð1�aÞrðtþkÞ

k¼1;:::;N

8

>

>

>

>

>

>

<

>

>

>

>

>

>

:

(7.11)

Equations (7.10) and (7.11) form the compensator at the feedback channel.

7.5.2 Compensation at the Feed-forward Channel

The objective of the compensation at the feedback channel is to reduce the effect of

the lack of any control signal as a consequence of the transmission delay. In (7.4)

u is a vector composed of the m� 1 future control increments. Normally, only the

one at the current instant, DuðtÞ, is used; the future control increments from

Duðtþ 1Þ to Duðtþ m� 1Þ are simply not used. Therefore, it is possible to use

these available future control increments in the situation where the time delay

occurs.

When the time delay occurs in the feed-forward channel, the elements in the

control vector u in (7.4) are shifted one step forward at every sampling interval.

Equation (7.4) becomes (7.12), in which the first element is Duðtþ 1Þ, and the

last element is replaced with zero. If the time delay is longer than m� 1, u will

be a zero vector after delaying m� 1 steps, and the system will be in an open

control mode.

u ¼ Duðtþ 1Þ Duðtþ 2Þ � � � Duðtþ m� 1Þ 0½ �T (7.12)

Using an out-of-date control signal when a feedback delay occurs is only an

empirical solution to the feedback time delay. Ideally, the control action shown in

(7.12) guides the process in the right direction so that the effect of the missing

control signal can be reduced. However, this could lead to serious problems such as

the process becoming unstable because of the mismatch between the predictive

model and the actual process or a large potential process disturbance. These

influences can be partly overcome through adjusting the control horizon m. In the

worst-case scenario, the control horizon can be set as one, so that the control signal

is maintained at a fixed value, which means that the control system is operated in an

open-loop control mode. The following experimental work and simulation will

demonstrate these compensation methods.
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7.6 Simulation Studies

The objectives of the simulation study are to investigate the effect of the Internet

time delay and data loss on the control system and to evaluate the performance of

the two compensators at the feedback and feed-forward channels. The major

advantage of using this simulation study includes (1) isolating the control issues

from the Internet communication; (2) amplifying the frequency of the Internet time

delay and data loss; and (3) providing an identical circumstance for the evaluation.

7.6.1 Simulation of Multi-rate Control Scheme

Simulation has been carried out for single-rate and dual-rate control schemes.

The process is represented as a discrete transfer function 0:3 ðz� 1Þ= . The fast

controller is designed as a PID controller with the parameters Kp ¼ 5; KI ¼ 1:2;
KD ¼ 0:001: The slow controller is designed using the control law shown in

(7.4–7.8) with the parameters N ¼ 12; l ¼ 0:8; a ¼ 0:5; b ¼ 1: The compensators

are designed according to (7.10–7.12). The sampling intervals of the two controllers

Tlocal and Tremote are chosen as 1 and 10, respectively, for different situations.

Figure 7.9 illustrates the response to the remote setpoint change for the single-

rate control scheme with a constant transmission delay Tdelay ¼ 5: The sampling

interval Ts is 1 and 10 for the respective controllers. A quite large delay has been

shown in the response if a lower control frequency is used. Obviously, the greater

the control interval, the poorer the control performance.

Figure 7.10 shows the simulation result for the dual-rate control scheme with

a larger constant transmission delay Tdelay ¼ 18 and two sampling intervals

Tlocal ¼ 1 and Tremote ¼ 10: The setpoint is compared with the responses with and

without compensations. If no compensation is implemented the delayed feedback

is directly used as a current measure of the process output. Obvious delay in the

response has been illustrated. If compensation (7.10–7.12) is used, the predictive

output based on the process model is used as the current measure. Concerning

the mismatch between the process model and the actual process, the available

delayed feedback and the predictive output at that delayed instant are used to correct

the predictive output at the current instant. The simulation results shown in Fig. 7.10
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clearly demonstrate that the compensation has reduced the delay in the response and

the dynamic performance is much better than that without the compensation.

7.6.2 Simulation of Time Delay Compensation

with a Variable Sampling Time

The setpoint step change and the step disturbance have been introduced in the

following simulation in order to assess the control system performance.

7.6.2.1 Simulation Design

Consider a water heater where the cold water is heated by means of a gas burner as

shown in Fig. 7.11. The outlet temperature depends on the energy added to the

water from the gas burner. Therefore, this temperature can be controlled by the

valve, which manipulates the gas flow to the heater. Coefficient gi can be obtained

directly from the response and is the response of the outlet temperature in the water
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heater. It can be seen that the output stabilizes after 30 periods (model horizon

N ¼ 30), so the model is given by

yðtÞ ¼
X

30

i¼1

giDuðt� iÞ: (7.13)

The response corresponds to the closed-loop controlled general process with a

transfer function given by

GðzÞ ¼
0:2713z�3

1� 0:8351z�1
; (7.14)

where the coefficients gi are shown in Table 7.1.

The simulation study is conducted in the MATLAB®/SIMULINK® environ-

ment. The system structure is shown in Fig. 7.12, including two compensators, two

delay elements to simulate the Internet, a DMC as the remote advanced controller,

and the closed-loop controlled general process model. The sampling interval Ts is

chosen as 1 s; the tolerant time Dt as 0.3 s. In order to provide an identical

simulation circumstance for various simulation tasks, an identical time delay

pattern was employed at both the feedback and feed-forward channels, which was

randomly generated. Figure 7.13a illustrates the feedback delay pattern; Fig. 7.13b

shows the feed-forward delay pattern. The maximum time delay is set as 10 s. In the

simulation study, the prediction horizon p is chosen as 10; the control horizon m5;

Table 7.1 Step change response

g1 0 g2 0 g3 0.271 g4 0.498 g5 0.687 g6 0.845 g7 0.977 g8 1.087 g9 1.179 g10 1.256

g11 1.320 g12 1.374 g13 1.419 g14 1.456 g15 1.487 g16 1.513 g17 1.535 g18 1.553 g19 1.565 g20 1.581

g21 1.592 g22 1.600 g23 1.608 g24 1.614 g25 1.619 g26 1.623 g27 1.627 g28 1.630 g29 1.633 g30 1.635

Setpoint

1−0.8351z−1

0.2713z−3

DMC

Input

Compensator

Output

Compensator

feedback

delay

feedforward

delay

+
+

disturbance

Fig. 7.12 Simulation structure (Yang et al. 2005b)
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the reference trajectory parameter, a0.7; the parameter b1. The setpoint step change

is set as 1, and the step disturbance as 0.5.

There are four proposed scenarios: there are no time delay and data loss; the time

delay and data loss exist only at the feedback channel; the time delay and data loss

exist only at the feed-forward channel; and the time delay and data loss exist at both

channels. Corresponding to the real world, the first scenario represents the ideal

situation; the second one represents Asymmetrical Digital Subscriber Lines

(ASDL) communication where the feed-forward channel has a high bandwidth;

the third one represents ASDL communication where the feedback channel has

a high bandwidth; and the last one represents a symmetrical communication.

7.6.2.2 Simulation Results

Figures 7.14, 7.15, and 7.16 give the simulation results for the above four scenarios.

The no delay and data loss scenario is used as a reference in other three scenarios.

Comparisons have been made between no time delay, time delay without compen-

sation, and time delay with compensation in each scenario.

Figure 7.14a, b shows the process response and the control signal for the

scenario, in which the time delay and data loss exist only at the feedback channel.

The first disturbance is caused by the setpoint step change and the second by the

step disturbance. Since the simulation circumstance is kept identical in all the

simulations, it is assumed that the differences in the responses are purely dependent
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upon the feedback delay and data loss and the employment of the compensator.

Figure 7.14a shows that the feedback compensator can help the system to quickly

follow the step change in the setpoint and significantly reduce the influence caused

by the step disturbance even though there are still some difference between the one

with the compensator and the one with no time delay. Figure 7.14b shows that the

control signal is in a reasonable range.

Similarly, Fig. 7.15a, b gives the process response and control signal for the case,

in which the time delay and data loss only exist at the feed-forward channel. The

time delay and data loss cause the process variable to oscillate, which might

potentially lead to the process becoming unstable. The effect of the time delay in

the response with the compensator has been dramatically reduced in the setpoint

step change and the step disturbance. However, the effect has not been fully

compensated.

Figure 7.16a, b represents the process response and control signal for the case, in

which the time delay and data loss exist at both channels. As expected, outputs

become worse (more oscillation and overshoot), although they finally reach a stable

value. The response with the compensators maintains the performance at an accept-

able level. Comparing Figs. 7.14b, 7.15b, and 7.16b, it can be seen that more control

energy is required in this case.

Comparing Figs. 7.14a and 7.15a, the effect of the time delay at the feed-forward

channel is greater than the one at the feedback channel and is more difficult to be

compensated. Therefore, the feed-forward channel might need a high bandwidth.

It matches the current situation in most computer networks.

7.7 Experimental Studies

In this section, we implemented two Internet-based control systems in the process

control laboratory at Loughborough University. The first one adopted the canonical

control structure with the operator located remotely, which we named as VSPC.

The second one implemented the canonical control structure with bilateral con-

trollers. The remote controller chose a large control interval and the local one a

small control interval.

7.7.1 Virtual Supervision Parameter Control

To illustrate the VSPC described in Sect. 7.2, a water tank system in the process

control laboratory at Loughborough University has been chosen for the control

system implementation and its evaluation. The water tank system was a teaching rig

installed with a local control system. An extra Internet control level will be added

into the existing local control system. With the limitation of the local control
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system, the link with the Internet from the plant-wide optimization level is unable to

be illustrated in the test bed. The architecture of the system, including the hardware

structure and the software structure, and the implementation of the system are given

in this section.

7.7.1.1 Hardware Structure

As shown in Fig. 7.17, the whole system consists of five parts: a water tank, a data

acquisition (DAQ) instrument, a Web server, a Web camera, and several Web

clients including mobile clients, which enable wireless connection with the Inter-

net. The tank is filled by the inlet flow controlled by a manual valve and is emptied

into a drainage tank through a connection pipe and a pump. The outlet flow is

controlled by a local control system located at the server to maintain the liquid level

of the tank at a desired value. The DAQ instrument is in charge of A/D and D/A

conversion, which converts the analogue signal of the liquid level sensor into a

digital value and converts the digital value of the valve opening into an analogue

value to drive the valve. The local control system of the tank is located in the server

machine. The server machine and the DAQ instrument are connected and wired by

RS-232c serial cables. Through the serial cable, the real-time data are exchanged

between the server machine and the instrument. A Web camera connected to the

server machine provides visual information to the users through a video server.

Because the Web camera is independent from the DAQ, it can be considered as an

extra sensor. The server provides the standard control functions as well as the

Internet services and acts as the video server. The Internet service is implemented

mainly based on the LABVIEWTM G-Server (NI, 2000). The main reasons for this

implementation are to use Virtual Instruments (VI) provided by the LABVIEWTM to
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Fig. 7.17 Hardware structure of the VSPC (Yang et al. 2003)
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communicate through the Internet and building a Web interface. In addition to the

standard Internet service, the server also needs to establish connections between the

clients and the local controller. Using a Web browser, several remotely located

users are allowed to simultaneously monitor and control the tank.

7.7.1.2 Software Structure

The software of the system can be divided into two parts: the client side and the server

side. Whilst the client side interacts with users, the server side is not only a Web

server, but also includes the control and DAQ program to achieve the control task.

From a functional perspective, there are two programs in the client side as shown

in Fig. 7.18 for the controlling and monitoring functions, which have as interfaces

the control panel and the monitor panel, respectively. The control panel responds to

interactions from users. The users can use it to issue commands and/or change the

parameters of the controller. Using the TCP protocol, the control panel establishes

the connection with the server. In addition to sending information to the server, it is

also necessary to receive information from the server. If any client changes the

parameters of the controller or issues a command, the server will broadcast the

change to every registered user. The control panel deals with this information in

order to synchronize the change and indicate the correct status of the controller.

The monitor panel provides two functions: the dynamic image and the video and

chat system. The dynamic image consists of graphic information including the

process flowchart and the dynamic trends of process variables, which provide the

essential information of the current system status. Unlike a normal web page image,

Fig. 7.18 Software structure of the VSPC (Yang et al. 2003)
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the dynamic image is regularly generated by the server according to the system

status, sent to the clients, and is automatically refreshed after a certain period of

time. This provides clients with real-time information about the system. In order to

achieve the above functions, the server push mechanism has been used. The basic

principle of the server push mechanism is that the information sending action is

based upon information changes, monitored by the server, rather than the client

request. This not only speeds up client information updating, but also reduces the

server loading. The video and chat system is designed to provide visual information

for monitoring the facility and the communication channels for multi-users. Multi-

users can chat to each other by sending a text message and/or sharing a white board.

On the server side, the service can be divided into two parts: the command

service and the data service. The command service handles incoming requests and

interprets the received information with respect to parameter values and commands

for the controller and the data service. It also broadcasts the incoming information

to every registered client in order to synchronize the client information. In addition,

it also handles multiple client conditions such as concurrent user access. The data

service is designed mainly to generate an image according to the client requirement

and to send the image embedded in an html page to clients. The data that are used to

generate the image are obtained from the controller. The mediator establishes a

bridge between the controller and the instrument. Because the COM mechanism is

fundamental for the Windows OS, and also efficient for local communication, the

COM communication mechanism is chosen to support information exchange

between the controller and the mediator. While COM communication is considered

as a high-speed communication, the communication between the mediator and the

instrument is a low-speed process. Therefore, the major task for the mediator is to

coordinate the different speed components. The controller deals with standard

automatic setpoint and manual control.

7.7.1.3 System Implementation

The system is implemented using a Java applet and LABVIEWTM VIs. The LABVIEWTM

programs consist of three parts: the front panel, which acts as the man–machine

interface; the related program, which consists of a block diagram; and the icon/

connector, which is responsible for data flow between subroutines. Together, these

three elements form a VI, the basic element of a LABVIEWTM program. Online

process visualization over the Internet, i.e. dynamic image in Fig. 7.18, was realized

by running G-Server software. The G-server is a hypertext-transfer-protocol (http)

compatible server software, which makes hypertext markup language (html) docu-

ments and VIs located on the server available on the Internet, thus providing direct

access to front panels involved in online process monitoring, i.e. the monitoring

panel in Figs. 7.19, 7.20, and 7.21. As mentioned in the software structure described

in the previous section, the server push mechanism has been used here to promote

the client information updating speed and reduce the server loading. Remote

control over the VSPC through the Internet was achieved by programming a Java

applet using the TCP communication protocol implemented in the form of VIs.
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Fig. 7.19 Web-based user interface: control panel and process flowchart (Yang et al. 2003)

Fig. 7.20 Web-based user interface: control panel and dynamic trends (Yang et al. 2003)
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TCP enables the control panel to cope with changes made by anyWeb-based user to

synchronize the change and indicate the correct status of the controller.

Figures 7.19, 7.20, and 7.21 illustrate the remotely located users’ interface,

which is divided into two parts. The left-hand side is the control panel, and the

right-hand side is the monitoring panel. The control panel is a java applet where

Web users can issue the command and/or change parameters of the controller to

control the tank. The output of the controller is also displayed in the control panel.

Because the control system can be accessed by multiple users simultaneously, the

relevant latest information should be available to all the operating staff; otherwise

some of them may make decisions based on out-of-date information. Therefore, all

the information in the control panel will be updated immediately whenever any

other registered user has made any changes to indicate the correct status of the

controller. The monitoring panel is switched among the process flowchart

(Fig. 7.19), the process trends (Fig. 7.20), and the video and chat panel

(Fig. 7.21). The dynamic trends in Fig. 7.20 show the process responses under

setpoint changes. The experimental results show that by using VSPC, the Internet-

based process control system can have a behaviour similar to the local control

system even with some Internet traffic delay. Figure 7.21 illustrates how the video

provides the remote users with the visual information of the process. Text chat and

whiteboard pop windows are invoked by pressing a corresponding button below

the video, which provide users with a communication channel for cooperation.

Fig. 7.21 Web-based user interface: control panel and video and chatting channel (Yang et al. 2003)
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7.7.2 Dual-rate Control with Time Delay Compensation

7.7.2.1 System Architecture

The experimental system layout is shown in Fig. 7.22. The process to be controlled

through the Internet is the water tank described previously. The control target is to

maintain the liquid level of the water tank at a desired value. The outlet flow is

controlled by a local PID control system to maintain the liquid level of the tank at a

desired value. The predictive controller is located at the remote control system,

which is deployed on a laptop computer. Its function is to change the setpoint of the

local PID controller. The DAQ instrument and a Web camera are the same as the

one used for the VSPC in the previous section. The local control system acts as a

Web server and also as a video server. The Web server provides the Internet

services (IIS 5.0) and establishes connections between the remote control system

and the local control system. The remote control system is connected to the Internet

through a telephone modem providing 33.6 kb bandwidth. Due to the limited

transmission capability of the modem, Internet congestion is often encountered.

The time delay, which is the experimental circumstance that we use as input for the

remote predictive controller with the time delay compensation, is also observed.

The block diagram of the above experimental system is shown in Fig. 7.23 with

the feedback and feed-forward compensators. In practice, the dual-rate control

scheme is more realistic and safer than the one in which a direct remote control

over the Internet is exercised. As described in Chap. 3 of this book, the Internet-

based process control system is intended to enhance rather than replace ordinary

Fig. 7.22 Physical layout of the Internet-based DMC/PID dual-rate control system (Yang and

Yang 2007)
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control systems by adding an extra Internet level to the control system hierarchy.

The local control system ensures that, at any situation including an Internet crash,

the process is still under control and safe. Another more important factor of

embedding a local control system in the Internet-based control system structure is

that it is very hard for the process industry to accept the idea of complete remote

control over the Internet.

7.7.2.2 Experimental Results and Analysis

Three categories of the experiments have been conducted from two different

locations, 5 km (in the same city) and 50 km (in the same country) away from the

water tank process. The first category of experiments locates the DMC controller

with the local PID controller at the local site when only local network communica-

tion is involved. The second category of experiments locates the DMC controller at

a remote site when Internet communication is involved but no time delay compen-

sation is employed. The third category of experiments is the same as the second one,

but the proposed time delay compensation is applied. The experiments in the first

category are used as a standard reference for comparison, in which the local

network communication effect is completely ignored.

The step response model is obtained by applying a step change in the setpoint of

the local PID controller, which is the model of the extended process that is the water

tank plus the local PID control loop. In order to evaluate the controller performance,

the setpoint (reference) of the remote DMC controller is driven by a square wave

with the wave centre at 50%, which is the desired value of the liquid level of the

water tank. For the control parameter, the prediction horizon p is 10, the control

horizon m is 5, and the reference trajectory parameter a is 0.7. The sampling

intervals of the local PID controller and the remote DMC controller are 50 and

500 ms, respectively.

The Transmission Control Protocol/Internet Protocol (TCP/IP) communication

protocol is used to implement the remote communication over the Internet.

The TCP/IP link between the remote DMC controller and the local PID controller

has been used for the whole period of the experiments. For the symmetrical commu-

nication network, the feedback and feed-forward channels possess an equal bandwidth

and have a similar latency. Only the time delay in the feedback channel during the

Fig. 7.23 DMC/PID dual-rate control system of the water tank (Yang and Yang 2007)
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experiments carried out from 5 km away from the water tank is illustrated in Fig. 7.24

in order to show the uncertainty of the Internet latency. There are some but not

significant differences in the time delays between the experiments carried out from

5 and 50 km distances. The reason for this might be that the amount of information

actually exchanged over the Internet is small, only a few variables are communicated

over the Internet, and the TCP/IP communication protocol is employed.

The experimental results are summarized in Table 7.2. Some of them are

illustrated in Fig. 7.25. In order to compare the experimental results obtained

under different network communication conditions and at different locations, all

the experiments listed were carried out by introducing an identical setpoint change,

driven by the square wave shown in Fig. 7.25 as a solid line. Three elements for

each category of the experiments are recorded in Table 7.2: average feedback

transmission time, standard deviation, and data loss. The average feedback trans-

mission time indicates the data transmission time from the local site to the remote

site, the standard deviation represents the dispersant degree of the transmission

time, and data loss records the times of the transmission failure out of a total

number of transmissions. Data loss could be caused by the transmission data loss

and/or the transmission timeout. There are a number of criteria that can be used for

controller performance evaluation. Only the Integral Square Error (ISE) criterion is

employed in Table 7.2.

For the experiments carried out at a 5 km distance from the water tank, the total

Internet time delay is about 1 s, which is double the average feedback transmission

times for experiments 2 and 3, 494.32 ms and 555.60 ms. The total Internet time

delay is greater than the sampling interval of the remote DMC controller (500 ms in

these experiments). The compensation shown in (7.6) and (7.7) is required. The

high standard deviation values, 327.17 ms and 377.92 ms illustrate the existence of

the unpredictability of the Internet transmission. The feedback transmissions in

Fig. 7.24 Feedback transmission delays in experiments 2 and 3 (Yang and Yang 2007)
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experiments 2 and 3 over the Internet have 13 out of 217 and 20 out of 205 data loss

events, respectively. It can be viewed that the Internet circumstance for experiment

3 is worse than that for experiment 2. Investigating the ISE values of experiments

1–3, the ISE value increases from 9,561.9 to 10,923 because of the Internet time

delay if the compensation is not employed, but from 9,561.9 to 9,957.7 if the

compensation is employed in experiment 3. However, experiment 3 shows that

even in a worse case compared with experiment 2, the ISE value of the experiment

with the compensation, 9,957.7, is still less than that of the experiment without the

compensation. Therefore, it empirically shows the efficiency of the compensation

technique.

Considering experiments 4 and 5 that were carried out at a 50 km distance from the

water tank, very similar results to experiments 2 and 3 were obtained. There are some

minor differences among experiments 2–5 in the Internet circumstance such as the

average feedback transmission time, standard deviation, and data package loss times.

Also, the control performance index ISEs for experiments 4 and 5 are very close to

those for experiments 2 and 3. A similar phenomenon can be observed: even though

the Internet circumstance for the experiment with the compensation (experiment 5) is

worse than that without the compensation (experiment 4), the control performance of

experiment 5 is still slightly better than that of experiment 4.

Table 7.2 Summary of the Experimental results

Experiment

order

number Conditions

Experimental results

Control transmission

Control

result

(ISE)

Average

feedback

transmission

time (ms)

Standard

deviation

(ms)

Data package

loss number /

total package

number

Experiments carried out locally

1 Traditional controller

+ local network

communication

11.95 23.85 0/250 9,561.9

Experiments carried out from a 5 km distance

2 Non-compensation

controller + Internet

communication

494.32 327.17 13/217 10,923

3 Compensation controller

+ Internet

communication

555.60 377.92 20/205 9,957.7

Experiments carried out from a 50 km distance

4 Non-compensation

controller + Internet

communication

553.06 357.62 16/210 11,012

5 Compensation controller

+ Internet

communication

582.36 460.75 26/194 9,980.8
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Two findings can be observed by comparing the results of experiments 2 and 3

with those of experiments 4 and 5: (a) the performance of the Internet-based control

system would be independent of its physical location if the Internet circumstance

has not been significantly changed; and (b) the control performance with the time

delay compensation is better than that without the compensation even in the worse

Internet circumstances.

Figure 7.25 gives the graphical presentation of the experimental results for

experiments 1–3. Experiment 1 was carried out in the local network and is used

as a standard reference for comparison, in which the network communication effect

is completely ignored. It is observed that the experimental results with the compen-

sation over the Internet have less overshoot and more quickly approach the desired

setpoint than the ones without the compensation.

7.8 Summary

Internet transmission delay is one of the biggest obstacles in the design of Internet-

based control system. Since the number of nodes and the Internet load affect the

Internet time delay, it is variable and unpredictable. Therefore, a control architec-

ture, which is insensitive to the time delay, is needed. From the control system

structure aspect, this chapter gives five control system structures, which are less

sensitive to the time delay than traditional ones. For example, the VSPC control

scheme excludes the Internet time delay from the closed loop of the control system

and is unlikely to be greatly affected by the Internet traffic. The multi-rate control

scheme employs a two-level control hierarchy: the fast controller is located at the

Fig. 7.25 Control performances of experiments 1–3 (Yang and Yang 2007)
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lower level and the slow controller at the higher level. The remote controller is

running at a lower frequency to reduce the influence of the data loss and the Internet

transmission load, and the local controller is running at a higher frequency to

stabilize the process.

This chapter investigates the potential of using the multi-rate control scheme and

the model-based compensation to overcome the Internet transmission delay. If the

Internet transmission delay is less than the sampling interval for the slow controller

at the higher level, there will be no data loss; otherwise compensation is required.

In this case, the predictive measurement of the process output with the correction

based on the available delayed measurement is used as the current measurement in

the compensation.

The simulation and comprehensive experimental studies focus on the VSPC and

multi-rate control scheme with time delay compensation and have illustrated that

the multi-rate control scheme with the time delay compensation offers a promising

way to efficiently reduce the effect of Internet time delay on control performance.

Today the high-speed Ethernet, also a non-deterministic communication medium,

is being adopted for process automation. Industry is beginning to implement net-

worked control systems through this high-speed communication medium. Given the

potential development of the next-generation Internet and other enhancements to the

WWW infrastructure, the speed of the next-generation Internet might be sufficiently

fast to be able to dramatically reduce the transmission delay and data loss. Therefore,

it might be reasonable to expect that Internet latency and data loss might become less

important issues in future Internet applications.
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Chapter 8

Design of Multi-rate SISO Internet-based
Control Systems

8.1 Introduction

Many researchers have been investigating the extent to which the sampling interval

selection affects the control performance in time-triggered control systems such as

networked control systems (Yu et al. 2004; Lian et al. 2002). It has been found that

as the sampling interval is decreased in a distributed networked control system,

although the performance initially improves, it eventually deteriorates. This is a

consequence of the fact that a small sampling interval results in a heavy load on the

network, which would cause long time delays or data transfer failures. Neverthe-

less, it has not been determined how the control performance is affected by the

sampling interval. In other words, the question concerning the range of values for

the sampling interval, which should be specified in the system requirements to

achieve a predetermined level of control performance, remains open. Furthermore,

although most of the design methods proposed so far ensure system stability, they

are unable to achieve certain requirements on control performance, such as desired

overshoot and settling time values for step responses. Achieving the control perfor-

mance requirements of networked control systems on the Internet is constrained by

the load limit. The load on the Internet, represented by the sampling interval of the

control system, should be kept as small as possible; in other words, the sampling

interval of the remote controller should be kept as large as possible. Therefore, there

is a need to determine how to meet the control performance requirements subject to

load minimization on the Internet.

This chapter describes such a load minimization design method for the multi-rate

Internet-based control system with dynamic performance specifications. It resolves

the stability problems with a multi-rate configuration. As illustrated in Fig. 8.1, the

multi-rate control system is a two-level control architecture, the lower level of which

guarantees that the plant is under control, even if the network communication is

lost for some time; see (Yang and Yang 2007). The higher level of the control

architecture implements the global control function. The two levels run at different

sampling intervals. The lower level runs at a small sampling interval (higher

frequency) to stabilize the plant, while the higher level runs at a larger sampling

interval (lower frequency) to reduce the communication load and increase the

S.‐H. Yang, Internet-based Control Systems: Design and Applications,

Advances in Industrial Control, DOI 10.1007/978-1-84996-359-6_8,
# Springer-Verlag London Limited 2011
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possibility of receiving data on time. With the local system stable and the inputs

of the remote controller bounded, the overall control system would remain stable.

The PID controller is used for the remote control loop for simplicity and ease of

tuning. The requirements on control performances, such as overshoot and settling

time of step response, are represented as a pair of conjugate poles.With the dominant

pole placement method, we determine the upper bounds of the remote control

system’s sampling interval and design the remote PID controller accordingly. The

feature of this work is twofold. Firstly, it guarantees both control performance and

stability of Internet-based control systems. Secondly, it simultaneously minimizes

the data transmission load over the Internet, which is achieved by providing an

optimal approach for maximizing the remote controller sampling interval.

8.2 Discrete-time Multi-rate Control Scheme

Consider the multi-rate Internet-based discrete-time control system shown in

Fig. 8.1; it shows that the local control loop has a smaller sampling interval than

the remote loop. The local controller stabilizes the plant and also meets the perfor-

mance requirements of the local control system. The remote controller connected via

the Internet remotely regulates the output according to the desired reference. The

control input from the remote controller is forwarded to the local control system via

the Internet. The feedback signal from the local control system is likewise sent to the

remote controller via the Internet. We have placed two Zero-Order-Holds (ZOH) in

the control system as we need to adopt two different sampling intervals there.

This transmission via the Internet inevitably brings time delay. Using the same

symbols in Chap. 7, we denote the time delay of feedback via the Internet by Tb and

the time delay of feed-forward by Tf . Both Tb and Tf are random variables, which are

considered as the prime cause of instability and difficulty in control. However, in

reality, the ranges of the time delays are known approximately.We can define them by

0<TbbTb; 0<TfbT f ; (8.1)

where, Tb and Tf are upper bounds for the Internet transmission delays of feedback

and feed-forward, respectively.

Remote

Controller
ZOH

Local

Controller
ZOH Process

+

−

+

−

Y

Internet

Tr
Tl

Tl

Tr

( )r t

Fig. 8.1 Discrete-time multi-rate control scheme
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As defined in Chap. 7, we denote the sampling interval of the local loop by Tl
and that of the remote loop by Tr in Fig. 8.1. For the sake of simplicity, we

transform the above discrete-time Internet-based control system into continuous-

time by approximating delay of two ZOHs as half of their sampling intervals in the

controller design and presenting them as e�0:5Tls and e�0:5Trs, respectively. The

continuous-time multi-rate control scheme is redrawn in Fig. 8.2, where we replace

the Internet block with two blocks of time delays: e�Tbs and e�Tf s: The remote and

local controllers are denoted as CrðsÞ and ClðsÞ; respectively, the process as GðsÞ.
The remote sampling interval is used as a measurement of load on the Internet.

Load minimization for the Internet is to maximize the remote sampling interval.

The overshoot and settling time values of step responses are chosen as the index of

dynamic performance. Our problem, therefore, is to design the local controller and

remote controller so as to minimize the load on the Internet subject to meeting the

desired overshoot and settling time values of step responses.

8.3 Design Method

There are many methods to design the local controller as the type of controller to

use for a given plant in the local control system is not limited and a fast sampling

interval is possible. In order to reduce complexity, the local control system and the

plant, i.e. the generic plant, are not studied directly. It is assumed that the local

control system is already stable and fulfils the control specifications. The model of

the local closed-loop control system can be obtained from the step response

method. Thereby, we have a new and simpler block diagram as shown in Fig. 8.3,

in which GlðsÞ is the transfer function of the the local closed-loop control system.

From the dead time, overshoot, and settling time of the step responses, the local

closed-loop control system is modelled as first order,

GlðsÞ ¼
1

Tsþ 1
e�sL; (8.2)

Local control system

+

− e−Tfs

e−Tbs

e−0.5Tfs e−0.5Tfs
R(s)

Cr (s) Cl(s) G(s)
Y+

Fig. 8.2 Continuous-time multi-rate control
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or second order,

GlðsÞ ¼
1

as2 þ bsþ 1
e�sL; (8.3)

with time delay L, where T, a, and b are generic process model parameters.

The remote controller can be chosen as any type of controllers. The work

presented in (Huang et al. 2009) chose a dynamic matrix control (DMC) as the

remote controller in which the design was based on a finite impulsive response

(FIR) model. For the sake of simplicity, we choose the remote controller as a PID

controller in the form of

CrðsÞ ¼ KP þ
KI

s
þ KDs (8.4)

where KP;KI;KD are the PID parameters to be determined.

The PID controller in (8.4) can be rewritten in the form

CrðsÞ ¼ k
As2 þ Bsþ C

s

� �

; (8.5)

where A ¼ ðKD=kÞ;B ¼ ðKP=kÞ;C ¼ ðKI=kÞ: The variable k is the gain of the

controller and is to be determined. We use the method presented in Wang et al.

(1999) for tuning of the remote PID controller and choose the controller zeros to

cancel the generic process model poles, i.e. A ¼ a;B ¼ b;C ¼ 1: Therefore, the
denominator of GlðsÞ is cancelled with the numerator of CrðsÞ and the open-loop

transfer function becomes

GlðsÞCrðsÞe
�ðTfþ0:5TrþTbÞs ¼

k

s
e�ðTfþTbþ0:5TrþLÞs (8.6)

For the first-order closed-loop control system, we choose a PI controller and set

KD ¼ 0 in (8.4) and (8.5).

The variable k affects the performance of the closed-loop system.Using themethod

of dominant pole placement (Astrom and Hagglund 1995) to find a suitable k,

and supposing these two poles, p1;2 ¼ �o0z� jo0

ffiffiffiffiffiffiffiffiffiffiffiffiffi

1� z2
p

, are dominant, i.e. to be

on the root locus for the system in (8.6), where z is the closed-loop damping ratio,

o0 is the undamped natural frequency, the phase condition

e
_Tf s e

_0.5Tf s

e
_Tbs

R(s)
Cr (s) Gl (s)

Y
_

+
Fig. 8.3 Simplified block

diagram of multi-rate control
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� o0

ffiffiffiffiffiffiffiffiffiffiffiffiffi

1� z2
q

ðTf þ Tb þ 0:5Tr þ LÞ � ðp� cos�1zÞ ¼ �p

has to be satisfied, giving (Wang et al. 1999)

o0 ¼
cos�1z

ffiffiffiffiffiffiffiffiffiffiffiffiffi

1� z2
p

ðTf þ Tb þ Lþ 0:5TrÞ
(8.7)

The magnitude condition then assigns the value of k in (8.6) to

k ¼ o0e
�o0zðTf þTb þ Lþ 0:5TrÞ (8.8)

For non-time delay system, if the settling time is defined as the time for which the

step response of the system reaches and stays within �2% of the steady-state value,

the settling time of step response can be approximately represented as (Nise 2000)

ts �
�ln 0:02

ffiffiffiffiffiffiffiffiffiffiffiffiffi

1� z2
p

� �

zo0

(8.9)

The numerator of (8.9) varies from 3.91 to 4.74 as z varies from 0 to 0.9. An

approximation for the settling time that is used for all values of z is as follows:

ts �
4

zo0

(8.10)

Adding in the feed-forward delay Tf þ Lþ 0:5Tr in the system shown in Fig. 8.3

and replacing o0 with (8.7) in (8.9) and (8.10), the settling time is approximately

given by

ts �
4

ffiffiffiffiffiffiffiffiffiffiffiffiffi

1� z2
p

ðTf þ Tb þ Lþ 0:5TrÞ

zcos�1 z
þ ðTf þ Lþ 0:5TrÞ (8.11)

When ts is the largest allowable settling time, the range of Tr should be

Trb

ts �
4

ffiffiffiffiffiffiffiffiffiffiffiffiffi

1� z2
p

zcos�1z
Tf þ Tb þ Lð Þ � Tf � L

2
ffiffiffiffiffiffiffiffiffiffiffiffiffi

1� z2
p

zcos�1z
þ 0:5

(8.12)

Because Tb and Tf are random with certain ranges and it is impossible to find the

exact value. The most conservative upper bounds of Tb and Tf denoted as Tb and Tf ,

respectively, are applied in (8.8) to give

k ¼ o0e
�o0zðTfþTbþLþ0:5TrÞ (8.13)
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where

o0 ¼
cos�1z

ffiffiffiffiffiffiffiffiffiffiffiffiffi

1� z2
p

ðTf þ Tb þ Lþ 0:5TrÞ

Equation (8.12) becomes

Trb

ts �
4

ffiffiffiffiffiffiffiffiffiffiffiffiffi

1� z2
p

zcos�1z
Tf þ Tb þ L
� �

� Tf � L

2
ffiffiffiffiffiffiffiffiffiffiffiffiffi

1� z2
p

zcos�1z
þ 0:5

(8.14)

Experiences show that satisfactory responses are obtained if closed-loop poles of

damping ratio z ¼ 0.7071 are chosen. By (8.14) the range of Tr becomes

Trb
ts � 5:1Tb � 6:1Tf � 6:1L

3:05
(8.15)

And substituting z ¼ 0.7071 into (8.13) yields

k ¼
0:5

Tf þ Tb þ Lþ 0:5Tr
(8.16)

The largest allowable Tr based on (8.15) is taken to calculate k in (8.16) and design

the remote PID controller as well.

8.4 Stability Analysis

In this section, we consider the stability of the overall closed-loop transfer function

with respect to k given in (8.16).

Here, we use the simple stability criteria for systems with an arbitrarily time-

varying, but bounded, delay, provided by Kao and Lincoln (2004). The proofs of the

stability criteria can be found in Kao and Lincoln (2004) and is omitted here.

Consider the single-input–single-output systems in Fig. 8.4. GðsÞ is a plant and

CðsÞ is a controller, and the control system has an uncertain time-varying time

delay. The delay can be placed anywhere in the loop, and the closed-loop system of

G (s)

C (s)

R(s)
Y

∆

_
+

Fig. 8.4 SISO system with

an uncertain time-varying

time delay
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GðsÞ and CðsÞ is stable for zero delay. The system is stable for any time-varying

delays defined by DðuÞ ¼ uðt� dðtÞÞ; 0bdðtÞbdmax, if

Gð joÞCð joÞ

1þ Gð joÞCð joÞ

	

	

	

	

	

	

	

	

<
1

dmaxo
8o 2 0;1½ � (8.17)

The multi-rate control system shown in Fig. 8.3 gives

Gð joÞCð joÞ ¼
k

s
e�ðTfþTbþ0:5TrþLÞs (8.18)

and

dmax ¼ T f þ Tb þ 0:5Tr þ L (8.19)

Substituting (8.18) and (8.19) into (8.17) yields

k<

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

o2

d2maxo
2 � 1

s

(8.20)

To ensure the system stability under any o 2 ½0;1�, we conservatively set the

stability region of k as follows:

0<k<
1

Tf þ Tb þ 0:5Tr þ L
(8.21)

8.5 Simulation Studies

Consider a local system Gl(s) and use the step response method to determine its

transfer function. It has a step response with a dead time 2 s, overshoot 10%, and

settling time 7 s. The transfer function is approximated as

GlðsÞ ¼
1

0:546s2 þ 0:8737sþ 1
e�2s (8.22)

Suppose the largest possible time delay caused by the Internet (round-trip time) is

1 s, which means Tb ¼ Tf ¼ 0:5. According to (8.5), the remote PID controller is

CrðsÞ ¼ k
0:546s2 þ 0:8737sþ 1

s
(8.23)
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The next step is to determine k according to the largest allowable settling time. If

the largest allowable settling time is 30 s, according to (8.15), the range of the

sampling interval should be

Trb 4 (8.24)

When the sampling interval is taken to be 2 and 6 s, respectively, and k is calculated

based on (8.16), so the controller is designed as

Fig. 8.5 (a) Step responses with constant delays in simulation; (b) step responses with time-

varying delays in simulation (Li et al. 2010)
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CrðsÞ ¼

0:0683s2 þ 0:1092sþ 0:125

s
; ðkðaÞ ¼ 0:125Þ

0:0453s2 þ 0:0725sþ 0:083

s
; ðkðbÞ ¼ 0:083Þ

8

>

<

>

:

(8.25)

Likewise, when the Internet time delay (round-trip time) is 2 s and Tb ¼ Tf ¼ 1,

according to (8.15), the range of the sampling interval should be

Trb2:23 (8.26)

When Tr is set to be 2 and 6 s, respectively, based on (8.16), the controller should be

designed as

CrðsÞ ¼

0:0546s2 þ 0:0874sþ 0:1

s
; ðkðcÞ ¼ 0:1Þ

0:039s2 þ 0:0624sþ 0:0714

s
; ðkðdÞ ¼ 0:0714Þ

8

>

<

>

:

(8.27)

The step responses of these four cases with constant time delay Tb ¼ Tf ¼ 0:5 are

shown in Fig. 8.5a. The step responses with random time delays within the range

[0, 0.5] are shown in Fig. 8.5b. The obtained settling times are smaller than 30 s and

the responses are satisfactory when Tr are smaller than the thresholds, i.e. Tr ¼ 2.

Otherwise, the obtained settling times are greater than 30 s and the responses are not

satisfactory when Tr are greater than the thresholds, i.e. Tr ¼ 6.

8.6 Real-time Implementation

In order to show the applicability and effectiveness of the design method described

in this chapter, real-time experiments have been carried out on a real-time Process

Control Unit (PCU) in the Network and Control Laboratory at Loughborough

University, UK. Figure 8.6 shows the layout of the experimental system, which

includes the PCU and the remote control system. Inside the PCU, there are the local

control system and a water tank rig. The water tank rig consists of a process tank,

sump, pump, cooler, and several drain valves. Based on the measurements of the

liquid level of the water tank and flow rate of the pump, the objective is to control

the liquid level or the inlet flow rate of the water tank by regulating the flow rate of

the pump. The local controller parameters and sampling interval are chosen by the

local operator through an operation interface. The remote control system is

connected to the PCU via the Internet. More details on this experimental system

can be found in Yang et al. (2007). We have conducted two sets of experiments

separately, one on flow rate control and the other on liquid level control. Only the

flow rate control results are given here as the liquid level control has similar results.

The results of liquid level control were presented in Li et al. (2010).
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The first step is to model the local control system using the step response

method. A step change in the setpoint of the flow rate has been introduced into

the local flow rate control system. We performed five experiments, and the step

response was within 14.9% overshoot and 9.9 s settling time on average. The dead

time was 0.5 s on average. Therefore, the local closed-loop control system is

modeled as a second-order object with a transfer function:

GlðsÞ ¼
1

2:922s2 þ 1:771sþ 1
e�0:5s (8.28)

To determine the largest possible time delay caused by the Internet, we chose a

selection of IP addresses all around the globe to estimate the average value.

Twenty-five proxy servers in Asian countries, including China, South Korea,

Singapore, and Japan, were tested. The range of round-trip times was above

360 ms, and the maximum value was 1,059 ms. Twenty-five proxy servers in

North America, including United States, Canada, and Mexico, gave an average

round-trip time of 180 ms. Twenty-five proxy servers from Europe, including

France, Germany, Austria, and Romania, gave an average value of 105 ms. On

the basis of our measurement, the average value of Internet delay for our experi-

ment was set to be half of the maximum value we obtained. As a result, the largest

possible time delay caused by the Internet between the local and remote controllers

in our experiment was considered to be 0.5 s, which means

Tb ¼ Tf ¼ 0:5 (8.29)

According to (8.5) the remote PID controller is

CrðsÞ ¼ k
2:922s2 þ 1:771sþ 1

s
(8.30)

Fig. 8.6 PCU experimental system layout
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If the largest allowable settling time was set as 15 s, when the dead time was

L ¼ 0:5, the range of the remote sampling interval according to (8.15) should be

Trb2:082 (8.31)

When the remote sampling interval was taken to be 2.082 s, the largest value in

order to minimize the data transmission load, and k was calculated based on (8.16)

k ¼ 0:197 (8.32)

The remote flow rate controller was designed as

CrðsÞ ¼ 0:348þ
0:197

s
þ 0:576 (8.33)

Implementing the remote controller in the system, we performed another five experi-

ments. As shown in Table 8.1, the average overshoot was 6.8% and the average

settling time was 7.9 s. The unit of the flow rate was litre per minute (ℓ/min). On

average, the performance was satisfactory.

If the remote sampling interval was taken to be 4 s, which was out of the range of

(0, 2.082), then k was calculated as

k ¼ 0:143 (8.34)

The remote flow rate controller was designed as

CrðsÞ ¼ 0:253þ
0:143

s
þ 0:418 (8.35)

The experiment results are shown in Table 8.2. On average, the step response of the

remote controller had overshoot 14% and 15.2 s settling time. The performance was

unsatisfactory as the settling timewas greater than the desired value of 15 s. Figure 8.7

is the comparison of these two results observed from these two sets of experiments.

Table 8.1 Flow rate experiments (k ¼ 0:197)

Exp. no.

Overshoot Settling time

Setpoint Max. value Percentage Start point Ending point Duration

(ℓ/min) (ℓ/min) (%) (second) (second) (seconds)

1 1.5 1.65 10 33.5 42 8.5

2 1.5 1.68 12 78.5 82 9.4

3 1.5 1.55 3 116.6 121 6.4

4 1.5 – – 151 158 7

5 1.5 1.64 9 189 203 8.2
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8.7 Summary

This chapter presented a method to meet performance requirements and minimize

load on the network for Internet-based control systems. The relationship between

the sampling interval and settling time of the system step response was calculated

for network control systems perturbed by time-varying bounded time delays. The

remote PID controller was tuned to fulfil the requirement on the settling time of step

response and to maximize the sampling interval, so as to reduce the network load of

the control system.

As the local closed-loop control system in the multi-rate Internet-based control

system is treated as a single plant, the approach avoids the complexity of large-scale

system design; the required computation is not significant and is easily adopted in

many networked control systems scenarios. Good responses in both simulation

examples and real-time implementation have demonstrated the merits of the design

approach. A necessary stability relationship for the multi-rate control system is

given as an inequality condition.
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Fig. 8.7 Flow rate control comparison (Li et al. 2010)

Table 8.2 Flow rate experiments (k ¼ 0:143)

Exp. no.

Overshoot Settling time

Setpoint Max. value Percentage Start point Ending point Duration

(ℓ/min) (ℓ/min) (%) (second) (second) (seconds)

1 1.5 1.74 16 5 18.5 13.5

2 1.5 1.68 12 51 68 17

3 1.5 1.79 19.3 99 114 15

4 1.5 1.62 8 143.5 160 16.5

5 1.5 1.72 14.7 195.6 209.6 14
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Chapter 9

Design of Multi-rate MIMO Internet-based
Control Systems

9.1 Introduction

The structure of multi-rate Internet-based control systems was given in Chap. 7.

Chapter 8 presented the design of a SISO controller for this new type of control

system. This chapter discusses the design of multi-rate MIMO Internet-based

control systems. Figure 9.1 modifies the structure of the dual-rate control systems

shown in Fig. 7.9 to show the situation where the Internet transmission delay is

included in both the feedback and the feed-forward communication channels

(Tb and Tf). The dual-rate control scheme has been demonstrated in a process

control rig (Yang and Yang 2007; Yang and Dai 2004) and has shown a great

potential to overcome Internet time delays and bring this new generation of control

systems to a point where they are a viable option for industrial use. In Fig. 9.1, we

show the local controller as a fast controller and the remote controller as a slow

controller. The control interval of the slow controller is chosen as the control

interval of the fast controller (Ts) multiplied by an integer m. If the integer m is

equal to 1, the dual-rate control becomes a single-rate control. Choosing these two

control intervals for the fast and slow controllers is critical. Chapter 8 discussed an

approach for choosing the control interval for the slow controller to achieve both

load minimization and a desired settling time. In most cases, choosing the control

intervals is based on trial-and-error methods. Higher control frequency improves

control performance in total but also increases communication loads on the Inter-

net. Lower control frequency reduces communication loads but may be not able to

achieve a satisfactory control performance. Furthermore, a dual-rate Internet-based

control system may be unstable for certain control intervals. A sufficient and

necessary stability condition for dual-rate Internet-based control systems is required

to inform the system design process. For the sake of simplicity, we will only discuss

a linear system where no uncertainty in the process model and time delay is

considered.

S.‐H. Yang, Internet-based Control Systems: Design and Applications,

Advances in Industrial Control, DOI 10.1007/978-1-84996-359-6_9,
# Springer-Verlag London Limited 2011
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9.2 System Modeling

In order tomodel the above dual-rate control scheme for aMIMO system, we choose a

discrete-time state-space model to represent the plant and a state feedback control

for both fast and slow controllers. The Internet is represented as two blocks of time

delays: z�Tf and z�Tb for the feed-forward and feedback channels. respectively.

Figure 9.2 shows a control block diagram for the dual-rate MIMO control scheme,

where xðkÞ 2 Rn is the system state, yðkÞ 2 Rp is the system output, u1ðkÞ 2 Rm1 is the

output of the remote controller, u2ðkÞ 2 Rm2 is the output of the local controller, and

rðkÞ 2 Rm1 is the input to the remote controller. K1, K2 are control gain matrices with

appropriate dimensions, Tf ; Tb are Internet transmission delays occurring in the feed-

forward and feedback channels, respectively, A1;B1;B2; and C are parameter matri-

ces of the system model where A1 2 Rn�n;B1 2 Rm2�m1 ;B2 2 Rn�m2 ;C 2 Rp�n, and

k is the time index with kr0 being typical.

9.2.1 State Feedback Control

For the system shown in Fig. 9.2, it is assumed that the sampling interval of the remote

controller is themmultiple of the sampling interval of the local controller withm being

positive integer, and the switching device SW1 closes only at the instant time

k ¼ im; i ¼ 0; 1; 2; . . . ; and otherwise, it switches off. Correspondingly, remote con-

troller u1ðkÞ updates its state at k ¼ im; i ¼ 0; 1; 2; . . . ; only, and otherwise, it keeps

invariable. Therefore, the system can be described by (9.1) with two time delays

Tf and Tb.

xðk þ 1Þ ¼ A1xðkÞ þ B2u2ðkÞ
u2ðkÞ ¼ B1u1ðk � Tf Þ � K2xðkÞ
yðkÞ ¼ CxðkÞ

8

<

:

; (9.1)

Remote control interval mTs 

Slow

controller

Internet

Reference

Fast

controller 
Plant

Feedback time delay Tf

Tb

+
+

__

Local control interval Ts

Fig. 9.1 Dual-rate control scheme with the Internet
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where the output of the remote controller u1ðk � Tf Þ is given by

u1ðk�Tf Þ ¼ rðk�Tf Þ�K1xðk�Tf �TbÞ; k¼ im;

u1ðk�Tf Þ ¼ rðim�Tf Þ�K1xðim�Tf �TbÞ; k¼ imþ1; . . . ; imþm�1f g

�

(9.2)

with k ¼ 0; 1; 2; . . . ; i ¼ 0; 1; 2; . . . :

Substituting (9.2) into (9.1) yields that for the instant k ¼ im;

xðkþ 1Þ ¼ ðA1�B2K2ÞxðkÞ�B2B1K1xðk�Tf �TbÞþB2B1rðk�Tf Þ

yðkÞ ¼ CxðkÞ

�

(9.3)

and for the instant k 2 imþ 1; . . . ; imþ m� 1f g,

xðkþ1Þ ¼ ðA1�B2K2ÞxðkÞ�B2B1K1xðim�Tf �TbÞþB2B1rðim�Tf Þ

yðkÞ ¼ CxðkÞ

�

(9.4)

9.2.2 Output Feedback Control

Figure 9.3 shows the output feedback for the remote controller. For the instant

k ¼ im, the output of the remote controller has

u1ðk � Tf Þ ¼ rðk � Tf Þ � K1yðk � Tf � TbÞ
¼ rðk � Tf Þ � K1Cxðk � Tf � TbÞ (9.5)

and for the instant k 2 imþ 1; . . . ; imþ m� 1f g, the output of remote controller has

u1ðk � TfÞ ¼ rðim� TfÞ � K1yðim� Tf � TbÞ
¼ rðim� TfÞ � K1Cxðim� Tf � TbÞ (9.6)

B1 B2 CZ
−1

K2 A1

z−Tf

− −

y(k)r(k)
x(k)

u
2
(k)u

1
(k)

x(k+1)

x(k_T
b
)

K
1

z−T
b

SW1

Feed-forward

delay

Remote

controller

Local

controller

Feedback delay

Fig. 9.2 Dual-rate state feedback control
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Applying (9.5) and (9.6) into the system model described as (9.1), the

corresponding closed-loop system can be givenfor the instant k ¼ im; by

xðkþ1Þ ¼ ðA1�B2K2ÞxðkÞ�B2B1K1Cxðk�Tf �TbÞþB2B1rðk�Tf Þ
yðkÞ ¼ CxðkÞ

�

(9.7)

and for the instant k 2 imþ 1; . . . ; imþ m� 1f g,

xðkþ1Þ ¼ ðA1�B2K2ÞxðkÞ�B2B1K1Cxðim�Tf �TbÞþB2B1rðim�Tf Þ
yðkÞ ¼ CxðkÞ

�

(9.8)

9.3 Controller Design

There are various ways to determine the two feedback control gain matrices K1 and

K2. In this section, we employ the design of the Linear Quadratic Regulator (LQR)

(Antsaklis and Michel 1997), and firstly design the local feedback control gain

matrix K2 without considering the presence of the remote controller, and then

design the remote feedback control gain matrix K1 with consideration of both

feedback and feed-forward Internet transmission delays.

Consider the local control system shown in Fig. 9.2

xðk þ 1Þ ¼ A1xðkÞ þ B2u2ðkÞ
u2ðkÞ ¼ B1u1ðk � Tf Þ � K2xðkÞ
yðkÞ ¼ CxðkÞ

8

<

:

(9.9)

The LQR problem is to determine a control sequence u�2ðkÞ ¼
�

�K2xðkÞg; kr0;
which minimizes the cost function

JðuðkÞÞ ¼
X

1

k¼0

ðyTðkÞQyðkÞ þ uTðkÞRuðkÞÞ (9.10)
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x(k+1)
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y(k)

K
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K
2

A
1

y(k_T
b
)

Fig. 9.3 Dual-rate output feedback control
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for any initial state xð0Þ, where the weighting matrices Q and R are real symmetric

and positive definite, and the superscript T denotes the transpose operator.

Assume that ðA1;B2;Q
1
2CÞ is reachable and observable. Then the solution to the

LQR problem is given by the linear state feedback control law

u�2ðkÞ ¼ �K2xðkÞ ¼ �ðRþ B2
TPc

�B2Þ
�1
BT
2Pc

�A1xðkÞ (9.11)

where Pc
� is the unique, symmetric, and positive-definite solution of the discrete-

time algebraic Riccati equation given by

Pc ¼ A1
TðPc � PcB2ðRþ B2

TPcB2Þ
�1
B2

TPcÞA1 þ CTQC (9.12)

i.e.

K2 ¼ ðRþ B2
TPc

�B2Þ
�1
BT
2Pc

�A1 (9.13)

Once K2 is obtained, the remote control system shown in Fig. 9.2 can be represented

as Fig. 9.4 and given by

xðkþ1Þ ¼ ðA1�B2K2ÞxðkÞþB2B1u1ðk�Tf Þ

u1ðk�Tf Þ ¼ rðk�Tf Þ�K1xðk�Tf �TbÞ; k¼ im

u1ðk�Tf Þ ¼ rðim�Tf Þ�K1xðim�Tf �TbÞ; k¼ imþ1;...;imþm�1f g

yðkÞ ¼ CxðkÞ

8

>

>

<

>

>

:

(9.14)

where k ¼ 0; 1; 2; . . . ; i ¼ 0; 1; 2; . . .

The system represented in (9.14) is a linear system with a delayed input

u1ðk � Tf Þ; and a delayed state feedback K1xðim� Tf � TbÞ. The design of the

feedback control gain matrix K1 for (9.14) can follow the procedures shown in

(9.10) – (9.13) if the system model can be transferred to one with no delay in input

and state feedback. One way of transformation is to extend the state from xðkÞ to
�xðkÞ, an extended state shown in (9.15).

�xðkÞ¼ xðkÞT xðkþ1ÞT . . . xðkþTf Þ
T
. . . xðkþTf þTb�1ÞT xðkþTf þTb Þ

T
h iT

(9.15)
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Fig. 9.4 Remote state feedback control
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Gain K1 is determined by applying (9.15) into (9.14) and then following (9.10)

to (9.13).

Similarly, once K2 is obtained, the remote control system with output feedback

control shown in Fig. 9.3 can be given by

xðkþ1Þ ¼ ðA1�B2K2ÞxðkÞþB2B1u1ðk�Tf Þ

u1ðk�Tf Þ ¼ rðk�Tf Þ�K1Cxðk�Tf �TbÞ; k¼ im

u1ðk�Tf Þ ¼ rðim�Tf Þ�K1Cxðim�Tf �TbÞ; k¼ imþ1;.. .;imþm�1f g

yðkÞ ¼ CxðkÞ

8

>

>

<

>

>

:

(9.16)

where k ¼ 0; 1; 2; . . . ; i ¼ 0; 1; 2; . . . . The output feedback control gain matrix can

be obtained in a similar way. The detail is omitted here.

9.4 Stability Analysis

For the vector x ¼ ðx1; . . . ; xnÞ
T
and the matrix A 2 Rn�n, xk k and Ak k denote the

norms of x and A, respectively, and lðAÞ denotes the eigenvalues of A. The unit

matrix is denoted as I.

For the stability analysis, we can let rðkÞ ¼ 0, i.e. zero input to the remote

controller, and then the closed-loop system with state feedback control described

as (9.3) and (9.4) becomes

xðkþ1Þ ¼ ðA1�B2K2ÞxðkÞ�B2B1K1xðk�Tf �TbÞ; k¼ im

xðkþ1Þ ¼ ðA1�B2K2ÞxðkÞ�B2B1K1xðim�Tf �TbÞ; k2 imþ1;...; imþm�1f g

yðkÞ ¼ CxðkÞ; k2 im;...;imþm�1f g

8

<

:

(9.17)

Similarly, let rðkÞ ¼ 0 and then the closed-loop system with output feedback

control described as (9.7) and (9.8) becomes

xðkþ1Þ ¼ ðA1�B2K2ÞxðkÞ�B2B1K1Cxðk�Tf �TbÞ; k¼ im

xðkþ1Þ ¼ ðA1�B2K2ÞxðkÞ�B2B1K1Cxðim�Tf �TbÞ; k2 imþ1;...; imþm�1f g

yðkÞ ¼ CxðkÞ; k2 im;...; imþm�1f g

8

<

:

(9.18)

Obviously, the closed-loop systems described as (9.17) and (9.18) can be rewritten as

xðk þ 1Þ ¼ AxðkÞ þ Bxðk � tÞ; k ¼ im

xðk þ 1Þ ¼ AxðkÞ þ Bxðim� tÞ; k 2 imþ 1; . . . ; imþ m� 1f g
yðkÞ ¼ CxðkÞ; k 2 im; . . . ; imþ m� 1f g

;

8

<

:

(9.19)

where t ¼ Tf þ Tb; A ¼ A1 � B2K2; B ¼ �B2B1K1 for the system described as

(9.17) with state feedback, or A ¼ A1 � B2K2; B ¼ �B2B1K1C for the system

described as (9.18) with output feedback.
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In the following discussion, the initial condition of the system (9.19) is given

by xðkÞ ¼ FðkÞ; � tbkb0; if round-trip delay time t is an integer

Otherwise,

xðkÞ ¼ FðkÞ;�t<kb0; (9.20)

where FðkÞ 2 Rn is a vector-valued piecewise function.

Lemma (Guan et al. 2006a): The solution of (9.19) and (9.20) can be given by

xðimþ lÞ ¼ AlxðimÞ þ ðAl�1 þ . . .þ IÞBxðim� tÞ; l ¼ 1; 2; . . . ;m;

i ¼ 0; 1; . . . ;
(9.21)

From (9.19) and (9.20), it is easy to obtain the following for i ¼ 0:

When k ¼ 0;

xð1Þ ¼ Axð0Þ þ Bxð�tÞ:

When k ¼ 1;

xð2Þ ¼ Axð1Þ þ Bxð�tÞ
¼ A½Axð0Þ þ Bxð�tÞ� þ Bxð�tÞ
¼ A2xð0Þ þ ðAþ IÞBxð�tÞ:

When k ¼ 2;

xð3Þ ¼ Axð2Þ þ Bxð�tÞ
¼ A½A2xð0Þ þ ðAþ IÞBxð�tÞ� þ Bxð�tÞ
¼ A3xð0Þ þ ðA2 þ Aþ IÞBxð�tÞ:

Similarly, when k ¼ m� 1;

xðmÞ ¼ AxðmÞ þ Bxð�tÞ
¼ A½Am�1xð0Þ þ ðAm�2 þ � � � þ Aþ IÞBxð�tÞ� þ Bxð�tÞ
¼ Amxð0Þ þ ðAm�1 þ � � � þ Aþ IÞBxð�tÞ;

which imply that (9.21) holds if i ¼ 0 and l ¼ 1; 2; . . . ;m:

For any positive integer i; when k ¼ im;

xðimþ 1Þ ¼ AxðimÞ þ Bxðim� tÞ:

When k ¼ imþ 1;

xðimþ 2Þ ¼ Axðimþ 1Þ þ Bxðim� tÞ
¼ A AxðimÞ þ Bxðim� tÞ½ � þ Bxðim� tÞ
¼ A2xðimÞ þ ðAþ IÞBxðim� tÞ:
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Similarly, when k ¼ imþ m� 1;

xðimþ m� 1Þ ¼ Axðimþ m� 2Þ þ Bxðim� tÞ
¼ A½Am�2xðimÞ þ ðAm�3 þ � � � þ IÞBxðim� tÞ� þ Bxðim� tÞ
¼ Am�1xðimÞ þ ðAm�2 þ � � � þ Aþ IÞBxðim� tÞ;

and when k ¼ imþ m� 1;

xðimþ mÞ ¼ Axðimþ m� 1Þ þ Bxðim� tÞ
¼ A Am�1xðimÞ þ ðAm�2 þ � � � þ IÞBxðim� tÞ½ � þ Bxðim� tÞ
¼ AmxðimÞ þ ðAm�1 þ � � � þ Aþ IÞBxðim� tÞ;

which imply that the above Lemma holds for any nonnegative integer i and

l ¼ 1; 2; . . . ; m: This therefore completes the proof of the lemma.

Let

L ¼ lj det llþtI � Al
l
t � ðAl�1 þ � � � þ IÞB

� �

¼ 0; l ¼ 1; . . . ;m
� �

(9.22)

where det() denotes the determinant of a matrix, and l denotes the solution of (9.22)

with the matrix A, B, and the time delay t, I denotes the unit matrix.

Theorem (Guan et al. 2006a)

The system (9.19) with the initial condition (9.20) is asymptotically stable if and

only if for any l 2 L; lj j<1; where L is defined by (9.22).

Proof
For any l 2 L; let xðkÞ ¼ l

ke; where e 2 Rn; e 6¼ 0 is an eigenvector of the matrix

l
lþtI � Al

l
t � ðAl�1 þ � � � þ IÞB l ¼ 1; . . . ;m

corresponding to the eigenvalue l. Then xðkÞ ¼ l
ke is a solution of (9.21) if and

only if

l
imþle� Al

l
ime� ðAl�1 þ � � � þ IÞBlim�te ¼ 0; l ¼ 1; 2; . . . ;m; i ¼ 0; 1; . . . ;

i.e.

l
im½llþtI � Al

l
t � ðAl�1 þ � � � þ IÞB�e ¼ 0; l ¼ 1; 2; . . . ;m; i ¼ 0; 1; . . . ;

For e 6¼ 0; and l 6¼ 0; the above equation can be rewritten as follows:

det½llþtI � Al
l
t � ðAl�1 þ . . .þ IÞB� ¼ 0; l ¼ 1; . . . ;m (9.23)

It immediately follows that the solution of (9.21) is asymptotically stable if and

only if for any l 2 L; lj j<1; where L is defined by (9.22). This completes the

proof of the theorem.
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9.5 Design Procedure

For the multi-rate Internet-based control system (9.1) with state feedback (9.2)

or with output feedback (9.6), as well as the given matrices B1, B2, A1, C, time

delay t ¼ Tf þ Tb>0, and the remote sampling interval multiple m>0; the problem

is that how to design the feedback control gain matrices K1 and K2 such that

the corresponding controlled system (9.19) with the initial condition (9.20)

is asymptotically stable. According to the LQR control law (9.13), (9.2), and

the corresponding theorem, the design procedure is given as the following two

steps.

Step 1: For the system (9.1) with the given matrices B1, B2, A1, C, time delay

t ¼ Tf þ Tb>0, and the remote sampling interval multiple m>0, design the control

gain matrix K2 based on (9.13) and the corresponding equation for K1, compute

A ¼ A1 � B2K2; B ¼ �B2B1K1 for the system described by (9.17) with state

feedback, or A ¼ A1 � B2K2; B ¼ �B2B1K1C for the system described by (9.18)

with output feedback. Then go to next step.

Step 2: For l ¼1, 2, . . ., m, calculate the eigenvalues l2L where L is defined

by (9.22). If all l 2 L; satisfy lj j<1; for l ¼1, 2, . . . , m, then the design is

completed; otherwise, go back to Step 1 and redesign the two-state feedback control

gains K1 and K2. The traditional design methods can be used here (Antsaklis and

Michel 1997).

9.6 Model-based Time Delay Compensation

This section discusses the compensation for the transmission delay in the multi-rate

Internet-based control system with a state feedback, which possesses a randomly

varying transmission delay.

We assume the round-trip transmission delay t ¼ Tf þ Tb is bounded and

stochastically varying, i.e. 0 � t � tmax, where tmax is an integer, which can be

determined according to the maximum time delay under the normal network

condition. In case the network temporarily collapses, the time delay will be greater

than tmax, and the latest available control action will keep being used until the

network recovers.

On the basis of the above assumptions, the local controller may receive zero,

one, or more (up to tmax) control action packets from the remote controller during a

single remote control interval mTs: If the local controller receives no control action

packets during any remote control interval ½tk; tkþm Þ, u1ðkÞ in the last received

control action packet will continue to act on the local controller during the next

sampling interval ½tkþm; tkþ2m Þ. If the local controller receives more than one

control action packets during any sampling interval ½tk; tkþm Þ, only the most recent

received control action packet is kept and the local controller will discard

the others.

9.6 Model-based Time Delay Compensation 121



Concerning the random round-trip transmission time delay and letting the

external reference rðkÞ ¼ 0, the state feedback controller without time delay com-

pensation as shown in (9.2) can be re-stated as follows:

u1ðk�Tf Þ¼

�K1

P

tmax

j¼0

dðt� jÞxðk� tÞ; k¼ im;

�K1

P

tmax

j¼0

dðt� jÞxðim� tÞ; k¼fimþ1; . . . ; imþm�1g

8

>

>

>

<

>

>

>

:

(9.24)

dðt� jÞ ¼
0 t 6¼ j

1 t ¼ j

(

(9.25)

u1(k−Tf)

u1(k+1
_
Tf)
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_
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_Tb+1)..x(k),x(k+1),...x(k+τ

max
)

u1(k+τmax
_
Tf)

Buffer

Local control node

Plant with a local controller

Model of the plant with the local controller 

Remote controller

Remote control node

z
_
Tf z

_
Tb

K1

SW1

u1

.

.

.

u
1
(k),...,u

1
(k+τ

max
)

^

^ ^ ^ ^

^ ^ ^

Fig. 9.5 State feedback control with time delay compensation
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X

tmax

j¼0

dðt� jÞ ¼ 1 (9.26)

where k ¼ 0; 1; 2; . . . ; i ¼ 0; 1; 2; . . . . t represents the random round-trip transmis-

sion time delay rounded to an integer, t 2 0; 1; . . . ; tmaxf g.
The compensation is implemented by using a buffer in the local control node and

a state estimator in the remote control node. Different from the compensation

method introduced in Chap. 7, this section considers a MIMO system with state

feedback and randomly varying transmission delay in both feedback and feed-

forward channels.

For the sake of simplicity, a two-step design strategy is used here. Firstly, a state

feedback controller is designed without considering the effect of the time delay, and

then a remote control node and a local control node are designed to compensate the

effect of the feedback delay and the feed-forward delay. Figure 9.5 illustrates the

principle for the compensation of the transmission delay for the multi-rate Internet-

based control. A process model is located in the remote control node in order to

predict the future performance of the plant based on the latest available measured

states. A buffer is located in the local control node in order to compensate for the

effect of the transmission time delay.

9.6.1 Compensation of the Transmission Delay

at the Feedback Channel

Suppose the latest plant state received by the remote control node is xðkÞ and let the
external reference rðkÞ ¼ 0. The model with the local controller, which is located at

the remote control node, will predict the next tmax plant states based on this

measured plant state xðkÞ: x̂ðk þ 1Þ, x̂ðk þ 2Þ, to x̂ðk þ tmaxÞ, calculate the current

and future tmax control actions: u1ðkÞ; u1ðk þ 1Þ; . . . ; u1ðk þ tmaxÞ and then trans-

mit them to the local control node together with the time stamp received from the

local control node. The current control action u1ðkÞ, the prediction of the plant

states and the future control actions at instants k þ 1; k þ 2; . . . ; k þ tmax based on

the measured plant state xðkÞ are as follows:

u1ðkÞ¼
�K1xðkÞ; k¼ im

�K1xðimÞ; k¼fimþ1; . . . ;imþm�1g

(

x̂kþl kj ¼
ðÂ

l
þðAl�1þ . . .þ IÞB̂K1ÞxðkÞ; k¼ im

ðÂ
l
þðAl�1þ . . .þ IÞB̂K1ÞxðimÞ; k¼fimþ1; . . . ; imþm�1g;l¼1;2; . . . ;m

(

u1ðkþ jjkÞ¼�K1x̂ðkþ jjkÞ

j2 1; 2; . . . ; tmax½ �; i¼0;1; . . . ;

8

>

>

>

>

>

>

>

>

>

>

<

>

>

>

>

>

>

>

>

>

>

:

(9.27)
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where x̂ðk þ ljkÞ and u1ðk þ jjkÞ denote the prediction of the plant state and the

future control action at instants k þ l and k þ i, respectively, based on the measured

state xðkÞ:
In general, if the latest available plant state received by the remote control node

is xðk � jÞ; j 2 0;1;. . . ; tmax½ � , the prediction of the plant states and the future

control actions based on them at instants k þ i, i 2 ½ 1; 2;. . . ; _tmax� can be repre-

sented as follows:

u1ðk� jÞ¼
�K1xðk� jÞ; k¼ im; j¼0

�K1xðim� jÞ; k¼fimþ1;...; imþm�1g ; j¼0

(

x̂kþl k�jj ¼
ðÂ

l
þðAl�1þ���þ IÞB̂K1Þxðk� jÞ; k¼ im

ðÂ
l
þðAl�1þ���þ IÞB̂K1Þxðim� jÞ; k¼fimþ1;...;imþm�1g;l¼1;2;...;m

8

<

:

u1ðkþ jjk� jÞ¼�K1x̂ðkþ jjk� jÞ

j2 1;2;...;tmax

� �

; i2½1;2;...;tmax�

8

>

>

>

>

>

>

>

>

>

>

>

<

>

>

>

>

>

>

>

>

>

>

>

:

(9.28)

where x̂ðk þ ljk � jÞ and u1ðk þ jjk � jÞ denote the prediction of the plant state

and the future control action at instants k þ l and k þ j, respectively, based on the

measured state xðk � jÞ:

9.6.2 Compensation of the Transmission Delay

in the Feed-forward Channel

Once a new measured plant state xðk � jÞ; j 2 0; 1; . . . ; tmax½ � is received by the

remote control node, the feedback time delay Tb will be calculated by comparing the

current time with the time stamp received from the local control node and then

rounded to an integer multiple of the sampling interval by adding a waiting time at

the remote control node into the delay, i.e. j ¼ Tb: On the basis of latest available

plant state xðk � TbÞ; the control actions u1ðkÞ; u1ðk þ 1Þ; . . . ; u1ðk þ tmaxÞ are

calculated according to (9.28) and then sent to the local control node. Once the

control action packet is received by the local control node, the feed-forward

time delay Tf will be calculated by comparing the current time with the time

stamp received from the remote control node and then rounded to an integer

multiple of the sampling interval by adding a waiting time at the local control

node into the delay. The control actions available for the local controller are

u1ðk � Tf Þ; u1ðk þ 1� Tf Þ; . . . ; u1ðk þ tmax � Tf Þ , which are saved in the buffer

at the local control node. The local control node will choose u1ðkÞ from the above

list as the current control action acting on the local controller. At instant k þ 1, i.e.

the next sampling instant, if there is no any updated control action packet received

from the remote control node, u1ðk þ 1Þ found from the control action packet

124 9 Design of Multi-rate MIMO Internet-based Control Systems



u1ðk � TfÞ; u1ðk þ 1� TfÞ; . . . ; u1ðk þ tmax � TfÞ will be used for the plant. If

more than one control action packets are received, only the packet with the latest

time stamp will be saved in the buffer. This is used to deal with the situations of

package disorder and package loss.

9.6.3 Unified Form of the State Feedback Control

of the Remote Controller

As this case is similar to the uncompensated control action shown in (9.24), the

compensated control action obtained from the remote control node and saved in the

local control node at instant k can be formalized as follows:

u1ðkÞ ¼
X

tmax

j¼0

dðt� jÞu1ðkjk � tÞ

¼ �K1

X

tmax

j¼0

dðt� jÞx̂ðkjk � tÞ

(9.29)

where k ¼ 0; 1; . . . ; dðt� jÞ ¼
0 t 6¼ j

1 t ¼ j

�

, and
P

tmax

j¼0

dðt� jÞ ¼ 1:

If the network temporarily collapses, t may be greater than tmax. The latest

available u1ðk þ tmax � TfÞ from the buffer will keep being used as the control

action on the local controller until the network recovers and a new control action

packet is received. Equation (9.29) involved the compensation of the total trans-

mission delay t since it compensates for the feed-forward transmission delay Tf in

the local control node and the feedback transmission delay Tb in the remote control

node when predicting the current state.

9.7 Simulation Study

Consider a discrete plant (Yang et al. 2008) shown in Fig. 9.5 with the parameters

below: the remote control interval is 0.5 s, which is five times of the interval of the

local controller.

Â ¼
1:0013 0:05

0:05 1:0013

� �

; B̂ ¼
0:0013

0:05

� �

C ¼ 0:5; 0:2½ �

The total transmission delay t is bounded and stochastically varying within

0btbtmax; tmax ¼ 3: The state feedback controller u1ðkÞ ¼ �K1xðkÞ, where
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K1 ¼ 10:3 3:38½ �, was first designed in advance without considering the pres-

ence of the network in this simulation study for the sake of simplicity. This

standard state feedback controller is then implemented in the Internet-based con-

trol structure shown in Fig. 9.5, where time delay compensation and dual-rate

control scheme are added on. The responses of the states x1, x2, and the output y

under the square wave setpoint change are shown in Figs. 9.6–9.8, respectively.

The system was initially at a steady state, i.e x1ð0Þ ¼ 0; x2ð0Þ ¼ 0; yð0Þ ¼ 0:

The setpoint shown in Fig. 9.8 is changed from 0 to 1.0 at instant k ¼ 0 and then

back from 1.0 to 0 at instant k ¼ 100. In Figs. 9.6 and 9.7, the solid and dash lines

represent the responses of the two-state variables without and with the transmission

delay compensation, respectively. It is obvious that the responses with the trans-

mission delay compensation are quicker in approaching the new steady states and
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have much less overshoot. Figure 9.8 illustrating the output response achieves the

same conclusion. The square wave setpoint is shown in Fig. 9.8 as a reference. The

output with the transmission delay compensation has much less overshoot and

approaches the setpoint more quickly than the one without the compensation. The

comparison illustrates that the transmission delay compensation method intro-

duced in Sect. 9.6 can improve the system performance.

9.8 Summary

This chapter presented the design of multi-rate MIMO Internet-based control

system. Different from the previous chapter, a state-space model is used to design

state feedback control and output feedback control for the multi-rate control

system. The control gain matrix can be designed, in principle, by many methods,

and the LQR is only introduced as an example design for the local state feedback

control. A necessary and sufficient criterion of asymptotic stability for such systems

is established.

The transmission delays at both feedback and feed-forward channels are com-

pensated by introducing a buffer at the local control node to save the future control

actions received from the remote control node and introducing a state-space model

in the remote control node to predict the plant state that is delayed by the feedback

transmission delay or is not available at the time. The remote control action actually

applied to the local controller is chosen from the buffer in terms of the actual total

round-trip transmission delay. The current time stamp is compared with the time

stamp when the state was sent to the remote control node to compute the current

total round-trip transmission delay.

This chapter only addresses the most basic case that is of linear systems with no

uncertainty in their parameters. There are a number of problems, which have not be
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addressed in this chapter, but for which solutions can be found in the literature.

Three recent research publications (Yang et al. 2008; Guan et al. 2006b, 2008)

extended the results given in this chapter to the cases for multi-rate Internet-based

control systems with uncertainties in the process model and multiple transmission

delays. Robust passive control for Internet-based switching systems with time delay

has been addressed in Guan et al. (2008). The stability of multi-rate Internet-based

control systems with uncertainties and multiple time-varying delays has been

addressed in Guan et al. (2006b). The stability criteria for linear systems with

uncertainties or nonlinear systems are much more complicated than the theorem

given in Sect. 9.4. They are discussed in Yang et al. (2008) where it is shown that

they produce a Linear Matrix Inequality-based (LMI) as sufficient condition for the

stability of the networked control systems under the proposed compensation

scheme. Guan et al. (2006b) also gave an LMI sufficient condition for the Inter-

net-based control systems with multiple time delay.

Some typical results from other researchers are concerned with the stability of

networked control systems under various assumptions. For example, the work in

Zhang et al. (2001) gave a stability criterion under the assumption that transmission

delay is less than a sampling interval and the data are transmitted in a single packet.

The work in Walsh et al. (2002) used Maximal Allowable Transfer Interval (MATI)

between transfers of data from sensors to a controller to guarantee the networked

control system stability. A necessary and sufficient condition for stability of

networked control systems with state feedback and output feedback was given in

Montestruque and Antsaklis (2003). Design and stability criteria of networked

control systems were presented in Liu et al. (2007) in terms of model predictive

control (MPC)-based networked control systems. Yang (2006) gave a review of the

design of general networked control systems.
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Chapter 10

Safety and Security Checking

10.1 Introduction

The difference between Internet-based control systems and ordinary remote control

systems, tele-operation systems, and distributed control systems is that Internet-

based control systems use the Internet rather than any private media as the commu-

nication medium. The Internet has both safety and security risk as a consequence of

its open environment nature. The use of an Internet-based control system means

that we can no longer ensure the safety on the system by just considering the local

plant but have to consider the whole Internet community, as there is always a

possibility that the local control system is falsified by outsiders through the Internet.

Thus, aspects of the public Internet must be considered in the design of any

Internet-based control systems to protect them from attack by outside hackers.

Existing technologies such as plant firewall, user authentication, communication

path encryption, access log, and format conversion (Furuya et al. 2000; Shindo et al.

2000) might be able to make the Internet-based control systems reasonably safe

for normal use but would never be able to prevent attacks by malicious hackers.

The nature of remote control also increases the safety risk to the plants since there

might be no local operators at the plants. Therefore, systematic safety and security

checking in the design of an Internet-based control system are essential to establish

sufficient confidence in the safety levels and feel secure in using the system. Safety

and security checking also aims to reduce any loss caused by the attack and provide

guidelines for the operators to efficiently respond to any attacks.

By identifying the similarity of both safety and security, this chapter systemati-

cally considers the safety and security issues through the design phase and clarifies

all the scenarios of malicious attacks. Actions to respond to the potential attacks are

suggested as the result of the safety and security analysis.

S.‐H. Yang, Internet-based Control Systems: Design and Applications,

Advances in Industrial Control, DOI 10.1007/978-1-84996-359-6_10,
# Springer-Verlag London Limited 2011
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10.2 Similarity of Safety and Security

Safety risk analysis has the aim of specifying the safety requirements of the system.

Similarly, security risk analysis identifies any potential security risks. There

are some differences but more similarities between the properties of safety and of

security (Eames and Moffett 1999). For example, from the security perspective any

weakness in the system and any dangers are called vulnerabilities and threats. In the

safety analysis, weakness and dangers are called failure mechanisms and hazards,

but they can be considered to be the same. In the security domains, the counter-

measures that need to be put in place to counter any risks are access controls,

firewalls, etc. and in safety, they are redundancy, protective equipments, monitoring

devices, etc. Rushby (1994) presented the nature of safety and security, in which the

differences between the two were recognized, but also illustrated how both groups

subscribe to similar development techniques, i.e. safety and security techniques

could be applicable to each other’s domains. For example, security system devel-

opers could benefit from the fault tolerant approaches typically found in safety

techniques and might benefit from a greater understanding of the hazard analysis

methods used by safety engineers.

In general, safety, security, and their associated risk analysis techniques are closely

related. Both deal with risks and result in constraints, which may be regarded as

negative requirements. Both involve protective measures, and both produce require-

ments that are considered to be of the greatest importance. These similarities indicate

that some of the techniques applicable to one field could also be applicable to the other.

In Internet-based control systems, the safety problems, because of the nature of

the remote operation, are caused by the authorized users. Avoiding the failures

caused by the authorized users can be achieved through safety analysis at the

Internet level. The security problems are caused by themalicious attacks. Preventing

attackers from accessing Internet-based control systems is ensured by the measures

of network security, physical security, and data security such as firewall and data

encryption. Adequate response actions should be taken to prevent any fatal accidents

from happening should these measures of security fail.

10.3 Framework of Security Checking

This section presents a framework for security checking. The traditional “What-If”

approach for safety checking has been used for security checking due to the

similarity of security and safety checking.

10.3.1 Framework of Stopping Possible Malicious Attack

The Internet gateway is obviously the first target of any attack if a malicious hacker

tries to get unauthorized access to an Internet-based control system (Shindo et al.
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2000). Figure 10.1 (Yang and Yang 2007) shows a comprehensive intruding path

from breaking the Firewall (node A1) to causing a fatal accident (node E5)

through intruding into the Intranet (node A2), intruding into the local control

system (node B2), altering control parameters (node C3), and causing abnormal

process conditions (node D4). Time goes from left to right and the degree of risk

increases from bottom to top. Cutting off the path that starts at the node A1 and

ends at the node E5, at any point, will prevent the fatal accident from happening.

Figure 10.1 gives four possible points at which the path from A1 to E5 might be

cut off:

l Cutting the path between the nodes A2 and B2 by detecting and shutting out the

intrusion from the Intranet (nodes A3 and A4). This solution has minimum risk

to the process and purely relies on the measures of the available network security

and physical security. There is a rich literature (Hamdi and Boudriga 2005;

Marin 2005) of solutions in these areas.
l Cutting the path between the nodes B2 and C3 by detecting the intrusion into

the local control system (node B3), cutting off the link with the external network

(node B4), and allowing the control system to run in isolation from the network.
l Cutting the path between the nodes C3 and D4 by using a safeguard to protect the

process from an unexpected change in control parameters. The safeguard might

be based on a simple threshold for a key process parameter or a complex control

performance index. We discuss these safeguards in the following section.
l Cutting the path between the nodes D4 and E5 by activating a Safety Interlock

Systems (SIS) to trigger the normal shutdown procedure. This is the last possible

point of preventing a possible fatal accident and causes the maximal loss to the
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Fig. 10.1 Framework of stopping a possible malicious attack (Yang and Yang 2007)
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process. The SIS has been widely used and independently implemented with

safety-critical control systems (Yang et al. 2001a).

10.3.2 Framework-based What-If Security Checking

The What-If approach is basically a communication exercise and asks what-if

questions about the systems or processes. Information is presented, discussed,

analysed, and recorded. Specifically the potential risks are identified and deter-

mined if appropriate design measures have been taken into account to prevent

an accident from happening.

The “What-If” approach was mainly used for safety checking. Because of

the similarity of safety and security, the “What-If” approach can be employed for

security checking according to the framework shown in Fig. 10.1. Considering the

three most common security breach scenarios. Table 10.1 summarizes “What-If”

security checking reviews in terms of the framework of Figure 10.1. Three actions

(Actions 1, 2, and 3) are proposed and must be taken to avoid the consequences

described in the “What” column occurring. In Scenario 1, the firewall and password

control have been broken by malicious attacks. The corresponding action (Action 1)

is to disconnect the external link between the local control system and the Internet.

In Scenario 2, if a malicious attacker changed the control parameters, the control

system will not work properly. The corresponding action is to trigger a safeguard

system to reduce the influence of the parameter change. A safeguard system might

be designed to simply filter out the abnormal control action. Scenario 3 is that, if an

attacker has created an abnormal process condition, a safety interlock system (SIS)

will be activated to keep the process in a safer condition and wait for the inter-

vention from an operator. The details of three actions are described as follows:

Action 1: disconnect the external link between the local control system and the

Internet.

On the one hand, an Internet-enabled plant will never be absolutely safe and secure if a

remote user is allowed to directly access andmake changes to the local control system.

On the other hand, the plant will never be remotely controllable if a remote user is not

Table 10.1 What-If security reviews

If What Actions

Scenario 1: firewall

and password control

are broken

Attackers obtain

the access to

the control system

Action 1: disconnect the external link

between the local control system and

the Internet if the intrusion is detected

Scenario 2: attackers

have modified

control parameters

Disturbances have

been introduced

into the process

Action 2: a safeguard system filters

out any abnormal change to the local

control system

Scenario 3: attackers have

created safety-critical

conditions

A fatal accident

could occur

Action 3: an emergency safety

interlock system is required to be

automatically activated
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allowed to access and justify the control system. Action 1 can be implemented through

a virtual controller and a virtual plant, which are introduced to act as an intermediate

between the remote user and the plant. Using the dual-rate Internet-based control

system described in Chaps. 7–9 as an example, Fig. 10.2 illustrates the principle of

this safe control mechanism described above. Any authorized remote user can have

direct access to the virtual system, but not to the real plant. The virtual system is

designed to predict the behaviour of the real plant under the control action assigned by

the remote user and therefore it can be used to check whether or not the control action

from the remote user is doing any harm to the real plant. If the behaviour of the virtual

plant under a certain remote control action is desirable, this control action is applied to

the real plant via a safeguard; otherwise the remote control action is rejected.

Action 2: a safeguard system filters out any abnormal change to the local control

system.

Various control performance assessment methods can be used as a safeguard to

check whether or not the control action from the remote user is doing any harm to

the real plant. Being simpler than an ordinary control performance assessment, the

virtual process output under the control action assigned by the remote controller is

used as a safeguard to calculate the Integral of Absolute Error (IAE) and Mean

Squared Error (MSE).

l Integral of Absolute Error is the integral over time of absolute deviation between

the setpoint and the measurement. It can be employed to assess the control

performance during setpoint change. For a process with disturbances, this value

increases monotonically with time.

IAE ¼
Xkf

k¼k0

ekj j (10.1)

where ek is the difference between the samples of the setpoint and the output at the

instant k. k0 and kf are the starting and ending instants of the samples.
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l Mean squared error is the integral of the squared difference between the setpoint

and the measurement divided by the time interval.

IMSE ¼
1

f

Xkf

k¼k0

ek
2 (10.2)

where f ¼ kf � k0 þ 1 denotes the number of the calculated data.

If IAE<l1 or IMSE<l2, then the control action from the remote controller

is acceptable, where l1 and l2 are the maximum tolerant indices, which are set

according to experience; otherwise the control action received from the remote

controller is a suspect.

Action 3: a safety interlock system (SIS) is activated.

A SIS is sometimes called an emergency shutdown system (AIChE/CCPS 1993)

and is one of the most important protective measurements in process plants, which

provides automatic actions to correct an abnormal plant event, which has not been

controlled by either a basic control system or manual intervention. A SIS is only

needed on those rare occasions when normal process controls are inadequate to keep

the process within acceptable bounds. On the other hand, a SIS must be available to

operate whenever needed. Thus, SISs must be designed independently of normal

control systems and serve as a last backup system. Thorough and systematic

verification of SISs is essential for safety-critical systems such as Internet-based

control systems to establish the necessary degree of confidence that the total system

behaves in an acceptable manner under a wide variety of process fluctuations and

instrument failure conditions (Yang et al. 2001a, b).

10.4 Control Command Transmission Security

10.4.1 Hybrid Algorithm

Control command transmission security is the means of protecting control

commands from change by malicious hackers during their transmission from the

remote site to the local site over the Internet. Control command transmission

security for Internet-based control systems must be secure enough and also satisfy

the real-time requirements. In this section, we introduce a two-stage hybrid data

encryption algorithm for this new type of control systems:

1. Set-up stage. In the set-up stage, the RSA (Rivest–Shamir–Adleman) algorithm

(Management 2005) is used to establish the communication link by generating a

RSA public key and a RSA private key and securely transferring an AES

(Advanced Encryption Standard) (Daemen and Rijmen 1999) cipher. The RSA

algorithm uses a public key to encrypt the AES cipher and uses a private key to

decrypt it.
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2. Data exchange stage. In this stage, the AES (Daemen and Rijmen 1999) is used

to regularly encrypt/decrypt the real-time control commands according to the

transferred AES cipher. All of the steps in the AES data encryption/decryption

are simple matrix operations, which make the AES suitable for real-time data

encryption/decryption.

The principle of this hybrid algorithm based on the AES and RSA is shown in

Fig. 10.3. In the set-up stage, the RSA public and private keys are generated by

the key generator on the receiver side, and then the RSA public key is sent to the

sender side. The generated AES cipher on the sender side is encrypted using the

received RSA public key and then sent to the receiver side and decrypted using

the RSA private key. In the data exchange stage, the real-time data are encrypted/

decrypted using the AES algorithm and the transferred AES cipher.

In the process of the RSA encryption, the private key is saved at the receiver site

and the public key is transmitted at the same time to the sender. The RSA algorithm

adopts the public key to encrypt the AES cipher and the private key to decrypt it.

It is impossible to determine the private key from the public key. As the private key

will never be transported, the security level of theAES cipher transferred by the RSA

algorithm is much higher than that of the AES algorithm alone. The security

of the RSA algorithm comes from the computational difficulty of factoring large

numbers and takes much more time for encryption/decryption data than the AES

one. In contrast, the AES algorithm encrypts real-time data only using simple

matrix operations and has a high rate of encryption/decryption. The hybrid real-time
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data encryption/decryption algorithm shown in Fig. 10.3 might provide the

advantages of both AES and RSA algorithms while avoiding their disadvantages.

10.4.2 Experimental Study

In order to evaluate the above hybrid encryption algorithm, the time delays pro-

duced by the AES, RSA, and their hybrid encryption/decryption algorithms are

compared in a similar network environment. The total time delay is composed of

three parts: the data encryption time, the encrypted data network transmission time,

and the data decryption time. If the network environment and the processing power
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Table 10.2 Comparison of the experimental results

Algorithms

End-to-end real-time transmission

latency

Pros Cons

Average

latency (ms)

Maximum

latency (ms)

Minimum

latency (ms)

RSA 1,003.46 1,250 978 Cipher more safer High latency

AES 249.57 446 227 Low latency Cipher not secure

enough

Combination

of AES

and RSA

288.94 544 270 Cipher more secure;

low latency;

AES cipher and

cipher-text

synchronous

No authentication
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are similar, the total time delay will depend on the time spent on the data encryp-

tion/decryption. Figure 10.4 shows that the total time delay of the hybrid algorithm

is close to that of the AES and is much shorter than that of the RSA. Furthermore,

since the AES cipher of the hybrid algorithm is encrypted by the RSA, it is much

hard to be deciphered. Therefore, the hybrid algorithm is securer than the AES.

The experimental results are also summarized in Table 10.2. The average end-

to-end latency indicates the normal operation period. The maximum and minimum

latencies illustrate the existence of the unpredictability of the Internet transmission.

The advantages and disadvantages of the three possible data encryption/decryption

algorithms are also summarized. As shown in Table 10.2, the end-to-end latency

of the hybrid algorithms is close to that of the AES algorithm and much shorter than

the RSA algorithm, and the lower average latency of the hybrid algorithms, 288.94,

indicates that it is suitable for securing control commands transferred over the

Internet for Internet-based control systems.

10.5 Safety Checking

Due to the nature of remote operation and the Internet environment constraints,

even authorized remote users may cause failures in the process without any

improper operation. Therefore, it is necessary to identify what can go wrong and

consider what consequence may result and prevent the potential hazards from

occurring. An efficient, systematic way of finding potential risks is to introduce
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Fig. 10.5 Extended process control event diagram
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possible deviations from the intended design. A hazard analysis framework for

computer-controlled plants was proposed in (Yang et al. 2001b; Chung et al. 1999),

which was based on a Process Control Event Diagram (PCED). An extended

PCED for Internet-based control systems has been introduced in Chap. 2 as a

functional model and shows the communication between the process, the controller,

the Internet, and operators. The extended PCED, shown in Fig. 2.4, is adopted

here for the safety risk analysis of Internet-based controlled plants. An example

of a modified PCED is shown in Fig. 10.5. The PCED illustrates the interaction

between nodes, which are arranged on six different layers (from the top to the

bottom layer: Web client, Web-based user interface, Internet, Local Computer,

Sensor/Actuator, and Process). As described in Chap. 2, the nodes represent the

Table 10.3 Attributes, guidewords, and interpretations for Internet-based control systems

Attribute Guideword Interpretation

Data/control flow No No information flow

More More data is passed than expected

Part of Information passed is incomplete

Reverse Information flow is in a wrong direction

Other than Information is complete, but incorrect

Early Information flow before it was intended

Late Information flow after it was required

Data rate More Data rate is too high

Less Data rate is too low

Data value More Data value is too high

Less Data value is too low

Event No Event does not happen

As well as Another event takes places as well

Other than An unexpected event occurred instead

Action No No action takes place

As well as Additional actions take place

Part of Incomplete action is performed

Other than Incorrect action takes place

Timing of event or action No Event/action never takes place

Early Event/action takes place before expected

Late Event/action takes place after expected

Before Happens before another expected event

After Happens after another expected event

Repetition time No Output is not updated

More Time between outputs is longer than required

Less Time between outputs is less than required

Other than Time between outputs is variable

Response time No Never happens

More Time is longer than expected

Less Time is shorter than expected

Other than Time is variable
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components involved in the system (e.g. sensors, actuators, and control algorithms),

and an edge between two nodes represents the propagation of a signal.

The conventional HAZOP (AIChE/CCPS 1993) principle is followed here and

various deviations, i.e. scenarios, are applied node by node in the PCED on the basis

of the use of “guidewords”, which are words or phrases expressing specific types of

deviation to systematically identify the potential safety risks.

The common guidewords in the conventional HAZOP are no, more, less, part of,

and other than. The UKMinistry of Defense safety checking guidance (1996) added

three more guidewords for control systems: reverse, early, and late. We add further

three guidewords for Internet-based control systems: before, after, and as well as.

The possible attributes of control systems are data/control flow, data rate, data

value, event, action, timing of event or action, repetition time, and response time.

The guidewords that are applicable to Internet-based control systems are shown

and interpreted in Table 10.3. Deviations from normal behaviour of the control

systems are considered for each attribute at each node in the PCED. Causes,

corresponding consequences, and correcting actions can be proposed by a team

of experts. Potential hazards or safety-critical events can then be identified.

The procedure of applying the safety checking will be illustrated in the following

case study.

10.6 Case Study

To illustrate how well the safety and security checking procedures can be applied,

we consider the Internet-based water tank control system described in Chap. 8 as a

case study, in which the control objective is to maintain the liquid level of the water

tank at a desired value, the inlet flow is controlled by a local Proportional Integral

Derivative (PID) controller to maintain the liquid level of the tank at a desired

value, and the remote controller is designed to adjust the setpoint of the local

controller from a remote site. We redraw Fig. 8.6 as Fig. 10.6.
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Fig. 10.6 Layout of an Internet-based control system
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10.6.1 Ensuring Security

Guided by the framework of preventing possible malicious attacks presented above

in Fig. 10.1, the following measures have been taken in the design of the above

Internet-based control system:

l Firewall and access control. As seen in Fig. 10.6, a firewall is designed to stop

any unauthorized access to the local control system. Password control is also

used in the remote control system. Only registered users can view the remote

control interface and have access to the Internet-based control system.
l A virtual system is employed in the local control system. The virtual system is

composed of a PID control algorithm and a plant model. Any control commands

received from the remote control system are firstly applied to the virtual system.

The control performance index IAE shown in (10.1) is calculated in the virtual

system to justify whether or not the control commands are potentially harming

the plant. If no harm is occurring, the control commands are passed to the

safeguard; otherwise, they are dropped in the virtual system.
l A safeguard is installed in the local control system. Ninety-nine percent is set as

a simple threshold for the setpoint received from the remote site. Any valid

setpoint must be less than or equal to this threshold; otherwise the received

setpoint is omitted.
l An emergency shutdown system is running independently with the local control

system. Ninety-nine percent is set as the threshold of the liquid level. Once the

liquid level reaches the threshold, the inlet pump is switched off immediately;

hence, the overflow of the water tank will never take place.
l All the control commands and parameters from the remote control system are

encrypted before they are transferred over the Internet and decrypted after

received by the local control system using the hybrid algorithm of the AES

and RSA. Figure 10.4 shown in Sect. 10.4 shows the experimental results of the

transmission delay of the remote setpoint for the water tank.

10.6.2 Safety Checking

If replacing the process variable X with the liquid level, the process variable Y with

the opening of the inlet valve, and the computation node N3 with the PID control

algorithm, the PCED shown in Fig. 10.5 then exactly describes the control logic for

the Internet-based controlled water tank. Following the principles of HAZOP,

deviations from a normal behaviour can be introduced node by node in the PCED

by using the guidewords in Table 10.3. For example, the deviation for the action

“receiving a signal from a remote site” at Node N1 in Fig. 10.5 would be “fail to

receive a signal from a remote site”. The consequence of this deviation is that the

setpoint of the local PID controller is not available or a BAD value. If no measure
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was taken for this consequence, the local PID controller will be not able to work

properly, which may lead to the liquid level of the water tank changing dramati-

cally. Similarly, deviations for other actions in the PCED need to be considered.

Table 10.4 summarizes deviations, corresponding causes, and consequences for the

water tank. Recommendations shown in Table 10.4 must be taken in order to

prevent these consequences from occurring.

10.7 Summary

This chapter explores a framework of safety and security checking for Internet-based

control systems. The security risk checking focuses on finding a way to prevent

external malicious attacks and to prevent loss as early as possible. The safety

checking aims to identify the potential hazards in Internet-based control systems.

Four possible protection layers to stop malicious attacks are identified in the

proposed general framework. The first layer is the standard firewall protection,

which uses password control to allow only authorized users to enter the control

system. The second to fourth layers are the protection measures of responding to

the possible intrusion by employing a virtual system, safeguard, and SIS in order

to stop any fatal accidents happening. After identifying the similarity of safety and

security, the “What-If” method, which was mainly used for the safety risk analysis,

is also applied to the security risk analysis. Three actions of halting any malicious

attacks at different layers are proposed in terms of the What-If method. The transfer

of control commands over the Internet is secured by a hybrid data encryption/

decryption algorithm, which is a combination of the ASE and RSA. An extended

PCED is used to model Internet-based control systems and to derive the must-

be-taken actions by applying the conventional HAZOP principle in order to ensure

the system safety.
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Chapter 11

Remote Control Performance Monitoring
and Maintenance over the Internet

11.1 Introduction

Over the last two decades many thousand Advanced Process Control (APC)

systems have been installed in process plants. The challenge facing industry now

is to maintain the optimum performance of existing APC systems. The motivation

for establishing remote maintenance systems is to provide efficient support for

these control systems, which are characterized as being distributed either within the

process plants or, on some occasions, geographically. Remote maintenance systems

enable companies, with multiple sites in remote locations, to access, analyse, and

react to information from the plant floor more quickly and efficiently than previ-

ously. They also enable Small and Medium Enterprises (SME) to delegate such

maintenance to a service company or software supplier without the need for any

internal experts. It can also virtually eliminate the need for any control software

supplier’s expert to conduct “on-site maintenance”. Therefore, both time and

money can be saved.

Internet-based control systems share various components with the remote per-

formance monitoring systems. The relevant applications include but not limited to

the following:

l Wireless and wired communications technologies, which have been used in

remote health monitoring and the control of aircraft (Thompson 2004)
l The ScadaOnWeb system (2002), which targets a new standard and a generic

architecture for handling numeric data on the Web and enabling process control,

monitoring, and optimization via the Web
l The design of Internet-based control system (Yang et al. 2003a, 2005), which

focuses on dealing with architecture selection, Internet latency, multiple user

access, and security and safety
l Remote access to industrial plants, which is based on distributed object-oriented

technologies (Calvo et al. 2006)
l E-Diagnostics (Sematech 2002), which enables an authorized equipment sup-

plier’s field service person to access and diagnose equipments remotely
l The health and safety issues (HSE 1995), associated with the use of the Internet

and Internet-related technologies in and by industry

S.‐H. Yang, Internet-based Control Systems: Design and Applications,

Advances in Industrial Control, DOI 10.1007/978-1-84996-359-6_11,
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l Performance monitoring for control systems (Huang and Shah 1999; Nougues

et al. 2002), which provides means to benchmark the performance of any system

against the “best in class” performance and enables users to diagnose possible

problems so that the appropriate corrective actions can be taken. A comprehen-

sive overview of control performance assessment technology and industrial

applications can be found in Jelali (2006)

There are still a number of challenges in the area. For example, what is the best

means to maintain several Internet-enabled control system software components

from a remote centre location? Users still appear to know little about how to

identify any control system software components which is in need of repair or

updating, how to maintain control system software with minimum disturbance to

the controlled processes, or how to share the maintenance experience and reduce

the costs between companies. They continue to see control system supplier’s field

service engineers wasting time and money on their worldwide travel in order to

rectify a simple fault that has occurred in their real-time control software.

11.2 Performance Monitoring

Performance monitoring is a typical condition monitoring which is defined as

(Institution of Production Engineers 1990): “the continuous or periodic measurement

and interpretation of an item to determine the need for maintenance . . . Condition

monitoring is normally carried out with the item in operation, in an operable state or

removed but not subject to major strip down”. Condition monitoring can also be

defined as (Institution of Production Engineers 1990): “the assessment of the current

condition of plant and equipment by the use of techniques which can range from

sophisticated computer driven instrumentation to human sensing, in order to predict

failure and to economically perform maintenance only when a potential failure is

identified and at a time convenient to the production schedule”.

These definitions contain a number of important points. Firstly, a measurement

system of operating condition is required, which should be based on an understanding

of the failure mechanisms associated with the item being monitored. Secondly, an

interpretation of the obtained measurement should be given to indicate the need

for maintenance. The notions of prediction and maintenance introduce the most

effective use of performance monitoring in practice, namely predictive maintenance.

This predictive maintenance role represents the primary application of performance

monitoring. If the failure is severe, it will normally be noticeable to operators by

looking at the alarm page or trend plots and finding what went wrong. Therefore, the

real power of the performancemonitoring is to alert operators to problems before they

become really noticeable.

Performance monitoring is concerned with measurement and interpretation of

data to provide some informative output regarding the current performance, and

predicted future performance, of a system, and therefore to maintain the system
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performance at a desirable level. Therefore, performance monitoring should

include the following objectives:

l To collect the minimum amount of information needed to plan predictive

maintenance and to avoid high cost breakdown maintenance
l To detect system defects and the development of faults during system operations
l To maintain the performance of the system at a desirable level

In order to achieve the above objectives, performance monitoring ideally should

comprise the following functional elements:

l Acquisition and storage of data
l Data analysis and performance identification
l Compensation for degraded performance

11.2.1 Acquisition and Storage of Data

In order to monitor the performance of a system, it is necessary to establish which

parameters of the system need to be measured and where and how to obtain these

values and how to store them. These parameters may generally be obtained by

direct or indirect measurement. A performance monitoring technique may require

the measurement of one or more parameters at varying points in time with the data

being interpreted via one or more methods of analysis. The parameters to be

measured for use within a performance monitoring system may be representative

of a variety of system properties. Some commonly used parameters for process

plants, for example, are summarized as follows:

l Flow rate
l Pressure
l Temperature
l Concentration
l Liquid level

These measurements are either immediately measurable or dependent on quality

analysis such as concentration and should be stored in a structured way in which

data can be easily accessed and retrieved. The effectiveness of the storage and

retrieval will have a direct influence on the effectiveness of the overall performance

monitoring function.

11.2.2 Data Analysis and Performance Identification

Collected data are then used for analysis and diagnosis. The analysis of data in order

to draw conclusions about the performance of the system will involve the
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application of algorithms, formula, or some form of extrapolation “rules”. Data

analysis may include tha following:

l Data reduction, or the collected data filtering or sampling prior to subsequent

processing
l Performance of initial analytic checks on data quality, or the verification and

validation of data correctness
l The derivation of indirect performance parameters from collected data

Performance identification may be thought of in the formal sense of diagnosis,

where the cause of a known fault with part of plant is determined or in the weaker

sense where the overall performance of a system or a subsystem is determined. The

activities that comprise diagnosis may be considered as a more detailed investiga-

tion of the data to establish the following:

l The underlying cause of poor performance
l The predicted consequences of poor performance
l The recommended maintenance action in response to the poor performance

Results of data analysis and performance identification require that the information

presented is in a form that is readily understandable by the maintenance personnel.

This output may be fed into the maintenance management system to inform

maintenance decision making.

11.2.3 Categories of Performance Monitoring

Monitoring the performance of a system or of its individual components can give a

good indication of its condition. This monitoring may involve an ongoing compari-

son of two or more factors, such as the flow and temperature change across a heat

exchanger, or the delivery pressure and running speed of a pump. Performance

monitoring can be categorized into steady-state performance monitoring and tran-

sient performance monitoring (Yang 2005).

Steady-state performance monitoring is the most widely used form of perfor-

mance monitoring whereby the system performance parameters are measured

during steady operation conditions. Care is necessary to ensure that the system

has actually reached a steady condition. In practical applications, the performance

parameters of a system are recorded for the healthy condition, normally after

commissioning and subsequently, if appropriate, after each significant overhaul

has been done. These records form the basis for the evaluation of performance

parameters.

There are many cases where the most sensitive monitoring of the steady state of

a system can fail to detect an existing problem. In some such cases, it has been

found that changes in parameters, which occur during load or speed transients, do

provide indicators that allow fault detection and/or fault identification. Transient

performance monitoring may be applied to any system, in which parameters can be
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measured and recorded for comparison. Transient performance monitoring is not

only best suited where transient operation regularly occurs, but it also will have

complementary value when used with steady-state performance monitoring.

11.3 Performance Monitoring of Control Systems

11.3.1 General Guidelines of Control Performance Monitoring

Control performance usually refers to how well a controller and the process it

controls work together. Performance monitoring of control systems should answer

the following three questions:

l How healthy is the control system? This is mainly concerned with quantification of

control performance. Usually, some measures – whether achievable or ideal and

subjective or objective – is used to determine control performance. Some of these

measures are the steady-state offset, Integrated Absolute Error (IAE), Integrated

Squared Error (ISE), and Mean Squared Error (MSE). A performance measure is

used to decide if the performance of a control system is satisfactory or not.
l Why is the control system in a poor health? When the control performance

is inadequate, it is important to identify whether a failure in control software or

in a control device such as sensors or actuators is the root cause of the poor

performance.
l How can control performance be restored to the desired performance level once

the degraded control performance occurs?

One principle behind the performance monitoring of control systems is to compare

the existing control performance with the best achievable performance from an

ideal controller, such as a Minimum Variance Controller (MVC) with a perfectly

known plant and a disturbance model or a best tuned PI Controller, to see if the

existing performance is close enough to the best performance. If it is not, retuning

or redesign of the controller is required. The challenge is to determine incipient

problems before the variability in the plant becomes excessive. This predictive fault

detection can add real value to industrial operations. Therefore, the real power of

the performance monitoring of control systems is to alert operators and manage-

ment to problems before they are really noticeable.

Two stages are normally taken in the performance monitoring for control

systems (Yang et al. 2003b):

l Preliminary stage: Gathering statistical information about the control systems,

including (a) percentage of time in service, i.e. whether the control system is in

service; (b) percentage of correct running period; (c) % in compliance, i.e.

whether a controlled variable deviates significantly from either a setpoint or

Min/Max limits. Identifying the control system, which has some suspect beha-

viour, in terms of the statistical information gathered.
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l Full stage: Applying the existing performance monitoring methods such as

Minimum Variances Control to the suspected subsystem identified in the pre-

liminary stage.

Two guidelines are often applied in the implementation of performance moni-

toring for control systems:

l The cause of poor performance should not be limited to controller design and

tuning; other elements in the control systems, such as sensors and actuators, are

often responsible for the poor performance. Information from sources other than

the controlled variables should be used simultaneously to identify the root cause.
l Cross-plant trend comparison may be crucial to the performance monitoring for

control systems. For instance, if a particular control system performs similarly in

three out of four plants or devices, something abnormal may be occurring in the

fourth control system.

11.3.2 Control Performance Index and General Likelihood Test

11.3.2.1 Control Performance Index

A number of indexes have been used to measure control performance. These

include, amongst others, the IAE and the MSE. Here, we introduce a control

performance index �, which is defined as the ratio between the actual cost function

of the control system and the minimum cost of a desirable benchmark controller.

� ¼
Jbenchmark

Jact
; (11.1)

where Jbenchmark is the cost function of the benchmark controller and Jact is the cost

function of the actual controller. The cost function can be defined in many ways.

A typical cost function previously defined in (9.10) is

JðuðkÞÞ ¼
X

1

k¼0

ðyTðkÞQyðkÞ þ uTðkÞRuðkÞÞ;

where the weighting matrices Q and R are real symmetric and positive definite, y(k)

and u(k) are the system output and controller signal, respectively, and the super-

script T denotes the transpose operator.

There are two common used choices for the benchmark controller: Linear Qua-

dratic Gaussian (LQG) controller and Minimum Variance Controller (MVC). The

LQG controller is an unconstrained controller and provides the best achievable

nominal performance among the class of all stabilizing controllers (Patwardhan

et al. 2002). The MVC represents the theoretical lower bound on the achievable
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output variance and requires little process information for the control performance

monitoring (Harris et al. 1996). We choose LQG as the benchmark controller to form

the control performance index, butMVC can be also used for this purpose. Any cost of

the actual controller will be greater than the LQG’s cost and the index � takes a value
between 0 and 1 (0b�b1). The index has a value of 1 at the perfect performance and 0

at the worst case. Equation (11.1) becomes (11.2) for the LQG benchmark controller.

� ¼
JLQG

Jact
(11.2)

11.3.2.2 General Likelihood Test

The LQG controller provides a useful lower bound of the performance achievable by

a linear controller when the actual control system is in a healthy state. If both the

controllers are applied to the same process, discrepancies between the outputs of the

actual controller and the LQG controller will be stable; any fault occurring in

the actual controller will make the discrepancies vary significantly (Dai and

Yang 2004). A General Likelihood Ratio (GLR) test is employed to monitor the

discrepancies in order to detect the faulty controller as early as possible. If we denote

the observed actual control signal by uactðkÞ, and the benchmark LQG control signal

by uLQGðkÞ, the discrepancies between the two signals DuðkÞ ¼ uactðkÞ � uLQGðkÞ
where k is the current time instant, follow a Gaussian distribution with mean m0 and

variance s0 as the number of observations becomes large (Calkins 2005).

The measurement of DuðkÞ is denoted as rðkÞ as below:

rðkÞ ¼ DuðkÞ þ r0ðkÞ; (11.3)

where r0 is a white noise following a Gaussian distribution with zero mean.

The GLR test is used to calculate the likelihood ratio sk of rðkÞ as (Basseville and
Nikiforov 1998)

sk ¼
m1 � m0

s20
rðkÞ �

m0 þ m1
2

� �

; (11.4)

where m1 is the calculatedmean of data in amoving observation window, and m0 is the

previous calculated mean of data in the moving observation window. The mean value

mi (i ¼ 0, 1) is calculated within a moving observation windowwith a window sizeK.

m1 ¼

P

K

k¼0

rðkÞ

K
; (11.5)

m0  m1 at the next updating instant (11.6)
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It might be the case that there is no significant change in the mean value m, but

significant change in the variance s: Suppose a fault occurs at the instant t0, before
the instant t0, rðkÞ has a variance s0; after t0, it has a new variance s1: The variance
si (i ¼ 0,1) is calculated within a moving window with a size N.

s1 ¼

P

N

k¼1

ðrðkÞ � mÞ2

N

0

B

B

@

1

C

C

A

1=2

(11.7)

s0  s1 at the next updating instant (11.8)

The likelihood ratio at the instant k, sk; is given by (Basseville and Nikiforov 1998)

sk ¼ ln
s0

s1

1

s20
�

1

s21

� �

rðkÞ � mð Þ2

2
: (11.9)

For both cases, controller faults are identified using a predefined threshold l as

follows:

sk>l: a fault is detected;

skbl: no fault is detected and test is continued.

11.3.2.3 Structure for Controller Fault Detection

Structure of controller fault detection based on the above GLR test is shown

in Fig. 11.1, which consists of two stages: the residual generation stage and the

residual evaluation stage. In the residual generation stage, the benchmark control-

ler, a LQG controller, is designed to run in parallel to the actual controller.

The residuals are generated from the difference between the control signals of the

actual controller and the LQG controller.

( )actu t

( )LQGu t

( )r t

s
k 
> λ

sk ≤ λ
Controller

Control signals

Residual generator

Residual

Database

Fault Detector

Faults

No Faults

Maximum likelihood

estimator

Residual evaluation

Control signals

LQG Control

Fig. 11.1 Controller fault detection structure
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The generated residuals are collected and stored in a database for further fault

detection. The residual evaluation carries out the GLR test. It consists of three parts:

a threshold, a maximum likelihood estimator, and a fault detector. The maximum

likelihood estimator computes the mean/variance of the residuals in the moving

window. On the basis of the updated mean/variance, the detector tests the observed

residual data by comparing whether or not the likelihood ratio is within the

predefined threshold range. Once the observed residuals are out of the range, an

alarm will show the monitored controller being in a faulty work state. The perfor-

mance index is another indicator to alert the operators if the performance is

degraded.

11.3.3 Performance Compensator Design

In this section, we introduce the design for typical faulty controller performance

compensation. A compensator is designed to work together with the faulty control-

ler to stabilize the control process and restore the degraded performance. Consider

the feedback control system shown in Fig. 11.2a, in which a model of the controller

is GcðzÞ, and GpðzÞ is a plant model. Assume that a fault occurs in the controller and

the fault model is described by Gf ðzÞ, mðzÞ is the identified model for the normal

open loop, and mf ðzÞ is the identified model for the faulty open loop.

mðzÞ � GpðzÞGcðzÞ

mf ðzÞ � GpðzÞGf ðzÞGcðzÞ

(

(11.10)

Gcom

Gcom

Gc Gf

Gf

Gp

Gc Gp

~
Gc Gnew

Noise

PlantController
Setpoint

−

−

+

+ + +

+ +

Noise

PlantController
Setpoint

Process 

output

Process 

output

Compensator with the fault in the plant

Compensator with the fault in the controller

a

b

Fig. 11.2 Closed loop with a compensator (Yang et al. 2007)
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Gf ðzÞ is calculated as follows:

Gf ðzÞ ¼
mf ðzÞ

mðzÞ
: (11.11)

When a controller failure occurs, we can assume that the controller is still in a

normal state, the fault part Gf is “shifted” to the plant as shown in Fig. 11.2a, and

the equivalent faulty plant model is as follows:

GnewðzÞ ¼ GpðzÞGf ðzÞ (11.12)

A virtual controller ~GcðzÞ with a desirable control performance is designed for the

equivalent faulty plant GnewðzÞ. The compensator GcomðzÞ is designed for the

equivalent faulty plant GnewðzÞ to work with the original controller GcðzÞ to achieve
a reference of control performance set by a virtual controller ~GcðzÞ.

ð1þ GcomðzÞÞ � GcðzÞ ¼ ~GcðzÞ: (11.13)

Therefore, the model of the compensator can be given as follows:

GcomðzÞ ¼
~GcðzÞ � GcðzÞ

GcðzÞ
: (11.14)

Here, ~GcðzÞ can be designed in terms of any existing controller design methods or be

simply designed as a Proportional-Integral-Derivative (PID) controller. Figure 11.2b

shows that the compensator designed for the equivalent faulty plant Gnew(z) can be

directly adopted in the faulty controller to maintain its performance.

11.4 Remote Control Performance Maintenance

11.4.1 Architecture of Remote Maintenance

Control performance can be monitored and maintained in the plant site in most

situations. Many SMEs lack resources in technical supports and like to delegate

monitoring and maintenance to a service company or software suppliers. In this case,

control performance monitoring and maintenance services have to be provided from a

remote site. As a result of carrying out remote monitoring and maintenance, the need

for any control software supplier’s experts to conduct on-site maintenance has

been largely eliminated. A typical example is the distributed aircraft maintenance

environment (DAME) (DAME 2002), which demonstrated how grid technologies

can facilitate the design and development of decision support systems for the
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diagnosis and maintenance, in a situation where geographically distributed resources,

facilities, and data are combined within a virtual organization.

The remote maintenance system introduced here is different to DAME and is

only concerned with control software performance monitoring and maintenance.

Also, the communication medium is the public Internet rather than any dedicated

network. Collecting data from the real-time process and transferring these data over

the Internet make remote monitoring and maintenance much more difficult than

traditional local monitoring and maintenance. If not properly dealt with, data

transfer over the Internet can cause unacceptable transmission time delay. We

adopt the method introduced in Chapter 5 to categorize data into heavy data and

light data based on the size of the data. The heavy data are processed in the local site

and only the extracted characteristics of the heavy data, such as parameters of the

identified models, are transferred to the remote site if necessary. Also, a back-end

system at the local site is designed to carry out all the heavy calculations, while a

front-end system at the remote site is to allow experts to remotely monitor and

maintain the control system.

Figure 11.3 shows the global view of the remote maintenance system. It consists

of a local control system, a back-end system, and one or more front-end systems.

Process data are collected and processed by the back-end system, in which all the

heavy calculations are carried out, such as the control performance index shown in

(11.2), the likelihood ratio shown in (11.4) and (11.9), and the compensator model

shown in (11.14). The back-end system is also expected to provide communication

services to the front-end systems. It uses the full power of object-oriented technology

on distributed computing systems to transfer data objects between the remote

front-end systems and the back-end system. The front-end systems provide various

services over the Internet to the remote users, including a compensator workbench,

together with a platform for controller parameter tuning, control performance

monitoring, and fault detection.

Internet

…
…

Front-end 

system

Front-end 

system

Front-end 

system

Back-end

system

Control 

system

Plant

Fig. 11.3 Structure of the remote maintenance system
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11.4.2 Implementation of Back-end System

Figure 11.4 shows a typical implementation of a back-end system as shown in

Fig. 11.3, which is composed of a data warehouse, process model identification,

compensator model identification, benchmark controller, actual and desirable cost

functions, performance index, and General Likelihood Ratio test. This implemen-

tation is method specific and purely based on the discussion in Sect. 11.3. The data

warehouse collects and stores the process variables from the control process. The

data warehouse also provides data query and retrieval services for the back-end

system components. Each component is driven by the process variables retrieved

from the data warehouse. The following steps are involved:

Step 1: The process model is identified based on the process variables stored in the

data warehouse. A LQG controller is designed as a benchmark controller. The

generated LQG control signal and LQG process output are utilized to compute the

LQG cost function.

Step 2: The process variables retrieved from the data warehouse are used to

compute the actual cost function. The values of the actual cost function and LQG

control function are compared to calculate a performance index value according to

(11.1). A poor performance index value will trigger the GLR detector to work.

Step 3: The actual control signals are sent to the GLR detector. The GLR detector

traces the discrepancies between the actual control signals retrieved from the data

warehouse and the LQG control signals generated by the LQG controller. The

likelihood ratio sk value is computed according to (11.4) or (11.9) and compared

with the predefined threshold l: The result of this comparison determines whether

or not any compensation is required. In normal operation, the compensator is

inactive. Once sk becomes greater than the threshold l; which indicates that the

control system is unhealthy, the design of a compensator is activated and sent to the

Control
system

Process
model

LQG cost

Function

Actual cost 
function

LQG
control

GLR 
detector

Performance

Index

Compensator

Model

· GLR Test Result
· Performance Index
· Compensator Model
· Process ModelData

Warehouse

Internet

Fig. 11.4 Implementation of a back-end system (Yang et al. 2007)
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remote experts for testing and approval. The approved compensator will be returned

and implemented in the local control system.

Components in the back-end system are required to cooperate with each other

and perform their tasks simultaneously. Multi-thread technologies are employed

here to ensure that such cooperation occurs. Each component is implemented in

conjunction with a Java thread, which allows the component programs to efficiently

perform their tasks independently while simultaneously sharing the latest process

variables. The running threads in the components are established with different

priorities and managed by a Java thread scheduler. The scheduler can suspend a

component by making its thread sleep or kill a component by terminating its thread.

It can also monitor all running threads and decide which threads should be running

and which should be waiting, according to their priorities and total running time.

Other multi-agent technologies are also suitable for the implementation of a back-

end system.

11.4.3 Implementation of Front-end System

The front-end system provides a test bed for testing and approval of the compensator

and a workbench for the remote tuning of controller parameters, control performance

monitoring, and fault detection. The workbench is a Web-based user interface and is

illustrated in the case study in next section. This section focuses on the compensator

testing and implementation.

11.4.3.1 Compensator Testing

The compensator is tested and tuned in the test bed as shown in Fig. 11.5 by remote

experts after it is received by the front-end system. The test bed offline simulates the

real implementation of the designed compensator. The compensator and the faulty

open-loop model form a virtual control loop. The remote experts monitor the

performance of the virtual control loop, tune the compensator parameters, and see

how well the compensator works with the faulty plant to follow the setpoint.

A small and stable range of deviations between the setpoint and the virtual process

Internet

Tuning 

Parameters

Compensator Model 

Identified Process Model

Finalized Compensator Model

Test Bed

Compensator Faulty model

Fig. 11.5 Compensator testing in the remote side

11.4 Remote Control Performance Maintenance 159



output indicates a healthy performance of the compensator. An unstable and large

range of deviations indicate a need for adjusting the compensator parameters. The

parameters are manually adjusted until a satisfactory control performance of the

virtual control loop is achieved. Only an expert can carry out the compensator

testing and parameter tuning properly. For this reason, the test bed for the compen-

sator is placed in the remote front-end system.

11.4.3.2 Compensator Migration

The final version of the compensator is sent back to the back-end system after the

testing in the remote side and installed in the local control process over the Internet

to restore the degraded control performance. There are two ways to transfer the

compensator from the remote side to the local side within the process plant: weak

migration and strong migration, as shown in Fig. 11.6. Weak migration transfers

only the parameters of the compensator from the remote side to the local side,

whereas strong migration transfers both the parameters and the structure of the

compensator. Strong migration is employed only if there is no compensator previ-

ously installed or the structure of the compensator has been significantly changed

since the last implementation. Weak migration is employed to update the para-

meters of the compensator provided it has the same structure as the compensator

tested.

In the implementation described here both migrations are established on the

basis of the Java RMI client/server Remote interface java.rmi.Remote. Weak

migration transfers the parameters of the compensator from the remote side to the

local side by passing them as the parameters of a remote method invoked. The

strong migration, in contrast, transfers the code of the compensator from the remote

side to the local side through the Java RMI interface, where the ClassLoad( )method

is used to search a suitable compensator from the remote front-end system and

transfer the code to the local side.

Water Tank Rig

PCU Back-end System

Internet

Front-end System

Front-end System

IBMSI-8255

Digital Card

Local Control

System

Fig. 11.6 Experimental system layout
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11.5 Case Study

11.5.1 System Description

A Process Control Unit (PCU) in the Networks and Control Laboratory at

Loughborough University has been chosen for the demonstration and evaluation.

The layout of the experimental system is illustrated in Fig. 11.6, which includes the

PCU, a back-end system, and a number of identical front-end systems. The PCU has

been used in multi-rate controller design in Chap. 8. The local control system and

the back-end system are physically located in a same computer and connected with

the front-end system via the Internet. Figure 11.7 shows the interface of the remote

front-end system. The available performance monitoring list, the available detec-

tion list, and the compensation list are displayed in the interface. All the available

tools can be added into or removed from the right-hand side windows. The graphs

shown in the right-hand side in Fig. 11.7 illustrate the performance index defined in

(11.2), the GLR test defined in (11.4), and the test bed window for the compensator

defined in (11.14). Other available performance monitoring tools and fault detec-

tion tools can be integrated into this front-end system. In Fig. 11.7, two traditional

control performance assessment indexes, IAE and MSE, are also implemented in

the performance monitoring list. The compensator test bed is illustrated at the

Fig. 11.7 Interface layout of the remote maintenance system (Yang et al. 2007)
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bottom part of Fig. 11.7. The remote experts can tune the compensator parameters

designed by the back-end system and send the satisfactory set back to the back-end

system through the weak or strong migration.

11.5.2 Setting up a Fault

The water tank model is obtained by injecting a step change in the inlet flow rate of

the tank and measuring the response in the liquid level of the tank. The sampling

interval is chosen as 1 s. The input of the model is the inlet flow rate of the tank, and

the output is the liquid level. The identified discrete model of the tank is described

as follows:

GpðzÞ ¼
0:308zþ 0:359

z2 � 0:4991zþ 0:1
; (11.15)

where z denotes the z-transform variable. A LQG benchmark controller is automat-

ically designed in the back-end system for the control performance monitoring and

fault detection purposes. The LQG control design is based on the Model Predictive

Control (MPC) solution (Patwardhan et al. 2002). Both the prediction and control

horizons in the MPC are set as 15 sampling intervals. The cost of the LQG

benchmark controller working within the back-end system is compared with the

actual control cost made by the actual PID controller; therefore, the performance

index is obtained. The differences between the benchmark controller and the actual

PID controller are also used in the GLR fault detection.

The original PID controller with the Proportional-Integral-Derivative para-

meters KP ¼ 10;KI ¼ 0:1;KD ¼ 0 is described as follows:

GcðzÞ ¼
20:1z� 19:9

2ðz� 1Þ
(11.16)

In order to illustrate how well the remote maintenance system can identify the

potential faults occurring in the local control system of the water tank process, a

gain, K ¼ 0:1; is introduced in the output of the local PID controller at the instant

550 s. As a result, the output of the PID controller is reduced by 0.1 times

afterwards. Therefore, the fault model is given as follows:

Gf ðzÞ ¼ 0:1 (11.17)

Figure 11.8 shows the water level deviating away from the setpoint immediately

after the fault is introduced. Figure 11.9 illustrates the performance index signifi-

cantly dropping from 0.85 at the normal operation to 0.42. The likelihood ratio

generated by the GLR test jumps from 0.2 at the normal operation to 1.8 as shown in

Fig. 11.10. A faulty state is detected.
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11.5.3 Fault Compensation

The desirable virtual controller ~GcðzÞ for the faulty process is set as a PI controller

as follows:

~GcðzÞ ¼
405z� 25:6

10z� 1
(11.18)

Once the likelihood ratio generated by the GLR test goes over the predefined

threshold (1.5 in this study), a compensator is automatically generated in the back-

end system for the particular abnormal operation to achieve a reference of control

performance set by the virtual controller ~GcðzÞ shown in (11.18). The compensator

GcomðzÞ is obtained by applying (11.18) and (11.16) into (11.14) as follows:

GcomðzÞ ¼
11:3z� 0:5775

3:7z� 0:37
(11.19)

The compensator is sent to the front-end system for testing, tuning, and approval in

the test bed. The approved compensator is expressed as a linear difference equation

as follows:

3:7yðkÞ � 0:37yðk � 1Þ ¼ 11:3xðkÞ � 0:5775xðk � 1Þ; (11.20)
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where y(k) and x(k) are the output and input of the compensator at the instant k.

A general compensator is described as the following linear difference equation:

a0yðkÞ þ a1yðk � 1Þ þ a2yðk � 2Þ þ � � � þ anyðk � nÞ

¼ b0xðkÞ þ b1xðk � 1Þ þ � � � þ bnxðk � nÞ;
(11.21)

where y(k) and x(k) are the output and input of the compensator at the instant k,

respectively. The parameters a0, a1,. . .,an and b0, b1,. . .,bn are the compensator

coefficients. This predefined general compensator shown in (11.21) has been

previously implemented in the local control system with all the parameters being

equal to zero. After the compensator for the particular fault is approved in the test

bed, the weak migration is employed to remotely install the obtained compensator

shown in (11.20) in the real process side. The parameters {(3.7, �0.37, 0), (11.3,
�0.5775, 0)} are then sent to the predefined general compensator structure. The

local operators put the compensator in action if they have been convinced by the

simulation results that the compensation is necessary and safe. In this case study,

the compensator is put into action at the instant 880 s. Figures 11.8 and 11.9 show

that the liquid level of the water tank returns to the desired setpoint and the

performance index back to the normal value 0.81 immediately after the compensator

being taken place. GLR test indicates that the original controller is still in an

unhealthy state as shown in Fig. 11.10, which will remind the local operator to retune

the controller during the maintenance stage of the plant.

11.6 Summary

This chapter gives basic concepts and general guidelines of control system perfor-

mance monitoring. Control performance monitoring method such as control per-

formance index and general likelihood ratio has been introduced as a typical

example. A control performance compensator design for a simple scenario is

presented for the control system performance maintenance. In order to extend the

performance monitoring and maintenance capability into a remote side connected

with the Internet, a back-end and front-end system architecture is proposed, which

has been demonstrated in a process control unit. In order to avoid the influence of

the Internet time delay on the remote operation, all the heavy calculations are

carried out in the local back-end system, and only the light data and the parameters

of the plant model are transferred to the remote side and dealt in the front-end

system.

Another feature of the performance maintenance method introduced in this

chapter is to compensate the faulty controller rather than to replace it with a new

one. It is obvious that updating a faulty controller might introduce a significant

impact on the control system if it is in operation during the updating process.

Appending a control signal produced by a compensator into the existing controller
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will greatly reduce the influence of this maintenance to the normal operation. At the

end, the faulty controller can be updated offline once the process plant is shutdown

for regular maintenance.

Remote monitoring and maintenance of control system performance might be a

good solution for process plant companies with multiple sites in remote locations (for

example, power stations and wind electricity generation stations) in order to provide

the central support for their geographically dispersed control systems. By using this

kind of remote monitoring and maintenance system control software, suppliers can

monitor and maintain their control software products remotely over the Internet. The

need for any control software supplier’s expert to conduct on-site maintenance will be

virtually eliminated. Therefore, both time and money can be saved. Furthermore,

small and mid-sized companies without internal expertise to maintain their control

systems can now rely on the remote monitoring and maintenance system provided

by a service company for their system maintenance. This represents a significant cost

savings in terms of sharing specialized support staff with other partners. The work in

Yang et al. (2003b) gives a case study in an e-support system for Internet-enabled real-

time control software, in which control system performance monitoring and mainte-

nance are the main functions. Finally, the generic principle for remote monitoring and

maintenance introduced in this chapter can also be applied to fail-safe or backup health

monitoring of safety critical systems.

References

Basseville, M., and Nikiforov, I. (1998) Detection of Abrupt Changes – Theory and Application,

Prentice-Hall, Englewood Cliffs, NJ.

Calkins, K.G., (2005) Introduction to statistics. available at http://www.andrews.edu/~calkins/

math/webtexts/stattit.htm

Calvo, I., Marcos, M., Orive, D., and Sarachaga, I., (2006) A methodology based on distributed

object-oriented technologies for providing remote access to industrial plants, Control Engi-

neering Practice, 14(8), pp. 975–990.

Dai, C., and Yang, S.H., (2004) Maintaining control performance in faulty control systems, IEEE
InternationalConference on Systems,ManandCybernetics, Thissen,W.,Wieringa, P., Pantic,M.,

and Ludema, M. (eds), The Hague, The Netherlands, pp. 5074–5078.

DAME, (2002) DAME Distributed Aircraft Maintenance Environment, available at http://www.

cs.york.ac.uk/dame

Harris, T.J., Boudreau, T., and Macgregor, J.F., (1996) Performance assessment of multivariable

feedback controllers, Automatica, 32, pp. 1503–1517.

HSE, (1995) Safety in the remote diagnosis of manufacturing plant and equipment, HSE Books.

Huang, B., and Shah, S.L., (1999) Performance Assessment of Control Loops: Theory and

Applications, Springer, New York.

Institution of Production Engineers, (1990) Management Guide to Condition Monitoring in

Manufacture, edited by Davies A.

Jelali, M., (2006) An overview of control performance assessment technology and industrial

applications, Control Engineering Practice, 14(5), pp. 441–466.

Nougues, A., Vadnais, P., and Snoeren, R., (2002) Performance monitoring for process control and

optimization, ESCAPE–12, The Hague, Netherlands, pp. 733–738.

166 11 Remote Control Performance Monitoring



Patwardhan, R.S., Shah, S.L., and Qi, K.Z., (2002) Assessing the performance of model predictive

controllers, The Canadian Journal of Chemical Engineering, 80, October, pp. 954–966.

ScadaOnWeb (2002) http://www.scadaonweb.com.

Sematech, (2002) E-diagnostics guidebook, available at http://www.sematech.org/public/docu-

base/techrpts.htm.

Thompson, H.A., (2004) Wireless and Internet communications technologies for monitoring and

control, Control Engineering Practice, 12(6), pp. 781–791.

Yang, S.H., (2005) Remote control and condition monitoring, Chapter 8 in E-manufacturing:

Fundamentals and Applications, edited by K Cheng, WIT Press, pp. 195–230.

Yang, S.H., Chen, X., and Alty, J.L., (2003) Design issues and implementation of internet based

process control, Control Engineering Practice, 11(6), pp. 709–720.

Yang, S.H., Chen, X., and Yang, L., (2003) Global Support to Process Plants Over the Internet,

Computer-aided Chemical Engineering, Chen, B and Westerberg, A.W. (eds), Elsevier,

The 8th International Symposium on Process Systems Engineering, Kunming, China, 1,

pp. 1399–1404.

Yang, S.H., Chen, X, Tan, L., and Yang, L., (2005) Time delay and data loss compensation for

Internet-based process control systems, Transactions of the Institute of Measurement and

Control, 27(2), pp. 103–118.

Yang, S.H., Dai, C., and Knott, R.P., (2007) Remote maintenance of control system performance

over the Internet, Control Engineering Practice, 15, pp. 533–544.

References 167



Chapter 12

Remote Control System Design
and Implementation over the Internet

12.1 Introduction

Real-time control systems for industry need regular updating and maintenance.

The main reason is that the majority of basic controllers, which have been widely

installed, are based on linear system theory and can normally provide a healthy

performance only within certain operating ranges even though industrial plants are

characterized by a great number of non-linear features. Using the process industry

as an example, when raw materials and/or workloads change, the controllers need

to be retuned as their parameters are either not sufficiently robust or designed

specifically for the original situation. In some cases, it may even be necessary to

redesign the controllers, in particular for Advance Process Control (APC) that is

more sensitive to changes in circumstance such as changes in raw materials and

workloads. Consequently, the related control system software must be modified.

Furthermore, the control software is occasionally upgraded to fix software bugs and

added-on extra functions. Such actions can only be carried out by the domain

experts. However, many small and medium-sized enterprises (SME) do not nor-

mally employ such experts because of staffing costs. On the one hand, these SMEs

need to ask for support from service companies, and travel by experts and on-site

implementation becomes unavoidable. On the other hand, any delay in providing

the support may cause significant economic losses.

The Internet and related technologies offer significant new capabilities, which

enable experts to remotely monitor the controller performance and the process

change, as described in the previous chapter. They also enable remote retuning and

redesigning of the control system software. Mathematical models can serve as

virtual processes to provide a risk-free alternative to evaluate the new control

strategies and/or control parameters. Real-time data collected from the real process

can reflect the situation of the current physical process. The benefit of integrating

the virtual process and the real process is that the experts working with the virtual

process and the operators working with the real process can collaborate at a distance

over the Internet and in real time to design, test, and implement the system.

For SMEs without any internal experts, the delegated service company and/or

control solution supplier can maintain the control system software via the Internet.

S.‐H. Yang, Internet-based Control Systems: Design and Applications,

Advances in Industrial Control, DOI 10.1007/978-1-84996-359-6_12,
# Springer-Verlag London Limited 2011
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It reduces the need for a control software supplier’s expert to conduct on-site

maintenance (Richardson 2001). The collaborative framework over the Internet

has been described as the e-Automation system in Yang and Chen (2002) and the

distributed integration framework in Wang et al. (2009).

12.2 Real-time Control System Life Cycle

The life cycle of real-time control systems starts from the system conceptualization,

then moves on to design, and then implementation. It moves from the virtual world

to the real world. The functions involved include conceptual design, detailed

design, verification, implementation, maintenance, and operation. These functions

are considered as concurrent functions in order to allow the control system to be

updated during on-site operation. Figure 12.1 depicts a generic control system life

cycle model presented in Yang et al. (2003a).

The conceptual design is in the conceptualization stage where the boundaries for

the considered process are established and the objectives and the specifications are

allocated to the control system. The next step in the life cycle is to design a model

first for the process and then for the control system. Simulation studies employ

computational models, which are implemented by using commercial simulation

packages such as MATLAB
® or a general programming language such as C, C++ or

Java. The process model obtained should be verified by means of comparing it

against the response of the real process, i.e. the real-time data collected from the

plant. On the basis of the model obtained, a controller is carefully designed. When

the design of the controller is completed, the simulation associated with the process

computational model is employed to refine and verify the controller. If the new

design of the controller satisfies the specification, it can be smoothly implemented
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in the real world. Implementation and/or upgrading cause the real and virtual

worlds to interact as shown in Fig. 12.1. The key issue in this step is to minimize

the impact on the real process operations of replacing the existing control system

with the new design. The online controller needs day-to-day maintenance to operate

at the desirable level. Any deviation between the expected and actual responses of

the real process will be fed back to the virtual world at the design stage to update the

model and modify the controller.

The above life cycle model assumes that control system development is a

dynamic and concurrent process and is distinguished by two primary development

phases: the virtual world associated with system design and the real world asso-

ciated with system operation. All the steps in the life cycle are initially carried out in

sequence and then are concurrently carried on so that the control system can be

upgraded or maintained during the online operation or offline. In practice, the

virtual world (the design site) and the real world (the real plant site) are often

geographically located in different places, even in different countries. Models and

control systems are shipped to the plant site and then installed there with help and

advice from the supplier’s experts. After the installation and commission, the on-

site plant operators will be running the control systems independently and will

monitor any deviation between the expected and actual performance of the control

systems. These operators still need support from the control system designers once

any deviation occurs, which they are unable to deal with.

12.3 Integrated Environments

The Internet and data distributed technologies such as distributed data service

(DDS) have made it possible to integrate the virtual and real worlds into a consistent

environment without considering their geographically distributed working sites.

Therefore, the control system designers from the virtual world can constantly

provide support to the on-site operators in the real world. This section introduces

the information infrastructure and system design for implementing an integrated

environment to enable such interaction between the real world and the virtual world

over the Internet.

12.3.1 Interaction Between Real World and Virtual World

The control system life cycle model shown in Fig. 12.1 can be converted into

a functional model as shown in Fig. 12.2. Four main components have been identi-

fied in the functional model, which are the virtual and real processes and the virtual

and real controllers. These four components are linked together either through a

local network (Intranet) or the Internet, thus allowing control system designers and
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on-site operators to work collaboratively at a distance without considering their

geographically distributed working environments. The real controller is located on

the plant floor on an on-site computer with the real-time operating system (OS).

The real process is a physical plant controlled by the on-site computer. The virtual

process is a mathematical model that represents the real-process feature; it can be

considered as a mirror of the real process. The virtual and real controllers are

considered as the same controller at different stages. While the virtual one is at

the design stage, the real one is at the operation stage. There are two boundaries

to identify these components; these are virtual vs. real and controller vs. process.

From the theoretical point of view, these four components can be located anywhere.

However, the real controller and the real process are tightly coupled and need to be

located at the same site in order to satisfy the control communication requirement.

The virtual controller and the virtual process can be located more or less anywhere

over the Internet. A similar model has been used in a virtual control laboratory in

Bui et al. (2000), where researchers in the laboratory and operators on the plant

floor can work together at a distance and in real time to solve process control

problems.

Any two of the four components shown in Fig. 12.2 (from 1 to 4) can be linked

together to work for the purpose of designing, testing, and installing a controller in

the following four ways:

l A link between the virtual controller and the virtual process (components 1 and 2):

Coupling the virtual process with the virtual controller allows designers to perform

the testing of new control strategies without any risk to the real plant, to carry out

parameter tuning, to select the best dynamic response, and to analyse the sensitivity

of the various process variables.
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Fig. 12.2 Functional model of the integrated environment
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l A link between the real controller and the real process (components 3 and 4):

The real controller is implemented in the real process. This link enables the

on-site tuning and maintenance.
l A link between the virtual process and the real process (components 2 and 4):

This coupling allows designers to identify, update, and improve the virtual

process using real-time data collected from the real process. Furthermore, it

allows designers to analyse the real process using its virtual counterpart as a tool.

This link is particularly meaningful when the real process may change continu-

ously, and such changes must be reflected in its model.
l A link between the virtual controller and the real controller (components 1 and 3):

Using this coupling, the new controller can be transferred and/or updated from

the virtual side to the real side. In addition, this link can also be used for

monitoring the real controller’s performance for the purpose of predictive main-

tenance. It enables the virtual controller to scrutinize the problem and to be

developed further.

There are two other possible links: the link between the virtual controller and the

real process (components 1 and 4) and the link between the virtual process and the

real controller (components 2 and 3). The first one allows designers to test the new

design of the controller with the real process. The second one allows the real

controller to act on the virtual process. Because the virtual and real components

run on different time scales and the network transmission delay is included in the

closed loop, it will be difficult and risky to implement them. Thus, safety consider-

ation will prevent these two links in practice. Therefore, we exclude them from the

functional model shown in Fig. 12.2.

12.3.2 Available Integrated Frameworks

A software framework provides "the skeleton of an application that can be custo-

mized by an application developer” (Johnson 1997). A software framework for

remote design, testing, and implementation can be seen as an integrated collabora-

tion environment connected over the Internet with real plants. There are a number of

available frameworks aiming at specific application areas. Three of them are sum-

marized here from relevant applications: Service-Oriented Architecture (SOA)

based framework, a data-centric framework, and the Java-based Jini architecture.

12.3.2.1 Service-Oriented Architecture

SOA 2008 and Wilkes (2008) present an approach for building distributed systems

that deliver application functionality as services to either end-user applications

or other services. SOA defines a general application scenario as shown in Fig. 12.3.

There are three main protagonists in the architecture, namely the service producer,

service consumer, and service registry. The entities participating in a SOA are limited
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to a single role only for the time of a single interaction. In the scenario, service

producers publish their services on one or more service registries. When publishing

services, a description is supplied, which is in turn used by the registry to categorize

the service. Service consumers use a search facility on the registry to find a desired

service. The search can be performed based on different criteria, e.g. information

category or functionality. If it has been successful, a set of service descriptions is

delivered to the consumer, who then chooses the service most suitable for their

intended purpose. With the information contained in the description, a connection

can be established to the service endpoint of the producer, i.e. the consumer’s client

application binds itself to the service endpoint for invocation.

The elements of the functional structure in SOA are illustrated in Fig. 12.4 and

described as follows.

Service and client: service describes an actual service that is made available for

use. If the service uses other service it becomes a client. Software applications or

functional entities are included in a service layer.

Transport: transport is the mechanism used to move service requests from the

service consumer to the service provider and to move service responses from

the service provider to the service consumer.

Service communication protocol: service communication protocol is an agreed

mechanism, which the service provider and the service consumer use to communi-

cate what is being requested and what is being returned.

Service

Registry

Consumer Producer

Discovery Publish

Binding

Fig. 12.3 Service-oriented

architecture

Service Communication Protocol

Service /Client

Service Registry

Service Description

Transport

Fig. 12.4 Elements of

service-oriented architecture
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Service description: service description is an agreed schema for describing what

the service is, how it should be invoked, and what data are required to invoke the

service successfully.

Service registry: service registry is a repository of service and data descriptions,

which may be used by service producers to publish their services and used by

service consumers to discover or find available services. The service registry may

provide other functions to services that require a centralized repository.

The most important attributes of SOA are high levels of agility and flexibility.

By combining a number of small services and focusing on a distributed architecture,

development processes are supposed to be more efficient and cost-effective.

The evolutionary approach of building SOA results in federated distributed infra-

structures suitable for and easily adaptable to remote design, testing, and implementa-

tion for real-time control systems. SOA reduces the risk of erroneous trends, software

migration, complex component integration, and can also reduce development times.

SOA enables a better communication between the different teams in a developed

project/system (Ermolayev et al. 2004).

12.3.2.2 Data-Centric Framework

Data-centric frameworks (Chand & Felber 2004) are being developed for

distributed database applications as a result of the recent availability of high

performance messaging and database technologies and, to a certain extent, as a

result of the increasing adoption of SOA andWeb Services in software applications.

The data-centric model is characterized by distributed participants together with

data-centric interactions between these participants and the use of the publish/

subscribe model for large volumes of data.

The data publish/subscribe model is shown in Fig. 12.5. Publish–subscribe mid-

dleware is the key enabling technology for data-centric design. In contrast to the

“central server with the many clients” model of enterprise middleware, publish–

subscribe nodes simply subscribe to data they need and publish the information they

produce. Thus, the data dictionary map is directly translatable to publishers and

subscribers. The middleware passes messages between the communicating nodes.

Consumer Producer Consumer

Producer Consumer Consumer ProducerFig. 12.5 Data publish/

subscribe model
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The fundamental communications model implies both discovery – what data

should be sent where, and delivery – when and how to send it. Several middleware

technologies and standards have been applied to the construction of distributed

systems including the Java Message Service (JMS) and the Data Distribution Service

(DDS). Comparing with JMS, DDS can explicitly control the latency and efficient

use of network resources, which is a critical issue in real-time applications such as

remote testing and implementation over the Internet (http://www.omg.org/technology/

documents/formal/data_distribution.htm; http://www.rti.com/products/data_distribu-

tion/index.html).

Communications and data management for data-centric framework are imple-

mented by middleware with no intervention from the users of the framework.

A typical commercial middleware for this purpose is Data Distribution Service

from Real-Time Innovations (RTI) (http://www.rti.com/products/data_distribution/

index.html).

12.3.2.3 Java-based Jini Architecture

The Java-based Jini technology (Ghiassi 1999) has been introduced to enhance

interoperability of computer systems and to establish a dynamic communication

channel between distributed software components. Jini’s objective is to create a

network-centric computing environment. In this environment, Java-based applica-

tions serve as the portability glue and interoperability environment, and the Jini

technology replaces the central distributed system with a federated distributed

system. Within a Jini system, users are able to share services and resources over

a network.

A Jini system is a federation of many components and consists of the following

parts:

l A set of components that provides an infrastructure for federating services in

a distributed system
l A programming model that supports and encourages the production of reliable

distributed services
l Services that offer functionality to any other member of the federation

The Jini infrastructure, as shown in Fig. 12.6, works using lookup and registry

services, with lookup being its main function. This service allows devices, includ-

ing hardware devices and software programs, to advertise their services and to

communicate with one another. Each device on this network is considered as an

object, which can join a lookup service using a pair of protocols called discovery

and join. An object first uses the discovery service to locate a lookup service and

then uses the join protocol to join the service.

Once a device is plugged into a network, it first tries to locate a lookup service by

multicasting a request on the local network for any lookup service to identify itself.

Once a lookup service is located, the object (device) can register itself with the

lookup service by providing it with a set of attributes. These attributes represent
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a set of parameters describing the service that the object can offer. Finally, the

lookup service serves as the repository for all the services.

The architecture of the Jini system is designed to support the dynamic configu-

ration of network objects. Those objects registered with the network can be moved

from one location to another; they can also be detached from the network easily

without impacting the operations of the network itself.

12.3.3 Architecture of a General Integrated Environment

A general integrated environment for remote design, testing, and implementation of

real-time control systems should have an appropriate federated information infra-

structure. The following features should be met by such a general integrated

environment:

l The environment must be implemented using an open architecture based on

mainstream computer technologies and non-proprietary standards
l The environment must provide multiple aspect services such as remote design,

testing, and implementation
l The environment must provide an infrastructure for federating participants, in

which each participant can join and detach from the infrastructure without

impacting upon the operation of the environment itself
l The environment must support the collaboration among the participants and

provide the right amount of information for it

Figure 12.7 illustrates a general architecture for the required integrated environ-

ment, in which all the functions are implemented as various services and commu-

nications between services are illustrated via service bus. The service bus might

Client &

Service 1
...
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Other
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Lookup

Discovery&Join

HTTP

Services

Client 1 Client N...
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Fig. 12.6 Jini infrastructure
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be the Internet or intranet. The real world shown in Fig. 12.2 is represented as the

real-site service in Fig. 12.7. The workbench service provides a place for assem-

bling, testing, and implementing the available software components designed in

geographically dispersed locations. Collaborations between different services also

take place in the workbench (Yang et al. 2003a). One or more users of the integrated

environment such as control system designers and on-site operators invoke the

services provided by the integrated environment.

Concerning real-time data transfer, all data are wrapped in XML or HDF format

(see Chap. 5 for details) and then published/subscribed through DDS or JMS

middleware.

To deal with collaboration issues and possible conflicts between the various

design teams or various services, an efficient notification mechanism is required,

which can be achieved, for example, by publishing/subscribing messages over the

Internet if the architecture follows the data publish/subscribe model shown in

Fig. 12.5. Services can publish collaboration or conflict messages and other services

can be informed by subscribing interested messages. Therefore, different services

can work together in real time.

The above general architecture can be implemented through the SOA combined

with a data-centric model, i.e. data publish/subscribe model. It can also be imple-

mented in other ways. In the next section, we discuss a typical implementation of

the general integrated environment using the Jini technology.

12.4 A Typical Implementation of the General
Integrated Environment

An implementation of a Jini-based integrated environment is illustrated in Fig. 12.8,

which is a flat structure. The structure is composed of three basic elements wired by

the service bus: a Jini server and a web server, a real site (the real world), and

a design workbench (the virtual world). The web service provides a Graphic User

Service Bus (Internet/Intranet)

Real Site Service 

 (Plants/control systems) 
Service … Workbench Service 

Design 

Testing 

Implementation User 

Fig. 12.7 General integrated environment architecture
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Interface (GUI)-based service and is used to retrieve the information embedded in

the Jini lookup service. The Jini service provides back-end management functions.

Since the Jini service and the web server are tightly coupled, it is best if that are

co-located.

The function of a Jini server is to establish and manage the communication

channel rather than pass the information between the service providers and the

service consumers. Once the connection is established, the assigned developing

actions can be carried out by individual elements. The individual elements are

called services here. At the real site, the location of the real controller and the

connection between the real controllers and the real process are prior-specified and

static. In contrast, at the virtual site, the instances of the workbench are dynamically

created and there could be more than one instance from the same workbench, which

depends on the design tasks assigned. The integrated environment logically works

through several service pairs between the real site and the virtual site, including

migrating the designed controller from the virtual site to the real site, transferring

performance and sample data between them, and establishing the connection

between the components. These service pairs are established through the links via

the service bus, which includes not only the Jini protocol, but also other protocols

such as HTTP.

There are a number of advantages in using the Jini technology to implement the

integrated environment. One of them is that the Jini infrastructure provides a

flexible solution for distributed communication and collaboration. In the functional

model shown in Fig. 12.2, a large number of small services such as controller design

and model updating are independently provided from geographically dispersed

locations. They need at times to communicate with each other for a short or long

period. The Jini infrastructure allows the services to join or leave the network

Service Bus

Jini Server

Real 

process

Real site Design Workbench

Real 

Controller

Virtual 

Controller

Virtual 

Process

Performance
Data
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Data 
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Fig. 12.8 Jini-based integrated environment

12.4 A Typical Implementation of the General Integrated Environment 179



without the need to reconfigure the network. In addition, the Jini lookup service acts

as the system service repository and provides the system with the service manage-

ment. For example, remote designers should redesign the controller and/or tune the

controller parameters once the performance of the controller fails, for some reasons,

to meet the design specification. When a new controller or new parameters are

available, the remote designers register them in the Jini lookup server and inform

the on-site operators to download them from the lookup server at the proper time

rather than directly download them from the designer’s server into the on-site

controller. The latter is not allowed for security reasons.

12.4.1 Design Workbench

Suppose that the virtual process (the model) and the virtual controller have been

designed in geographically dispersed locations. The workbench is the virtual place

in the network for loading the designed model and controller from their designer’s

sites, synchronizing the simulation of the model and controller and registering them

in the Jini Server after successful testing. A conceptual structure of the workbench

is illustrated in Fig. 12.9. For the loading operation, the workbench extends the

ClassLoader class, a default Java class, to facilitate the dynamic loading of the

model and controller from their designer’s sites. The synchronization of the execu-

tion of the designed model and controller can be easily implemented by taking

advantage of Java’s multiple thread capabilities. Standard Jini packages are used for

service registration and subscription (Ghiassi 1999).

12.4.1.1 Running the Workbench in “Fat” and “Thin” Styles

Testing a controller and a model in the workbench over the Internet can take place

in a “fat” client or a “thin” client style. Here, the client means the designer site or

the workbench, the server means the Jini and Web server. The “fat” client indicates

Jini Package
Control System

Simulation Package

ClassLoader

WorkBench

Model ControllerFig. 12.9 Workbench

conceptual structure
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that there is nothing left to do on the server side; the service runs entirely within the

client side. The role of the Jini server is to register the service with the service

locator, a standard Jini function, and stay alive so that it can send and receive the

message to and from the client to carry out collaboration among multi-clients.

A typical class diagram for the Virtual Machine (VM) in the “fat” client style is

shown in Fig. 12.10, in which a client asks for an IModel interface implementation,

a mathematical model for a controller to be evaluated, and receives an ImodelImpl,

the full implementation of the IModel interface. The IModelImpl runs entirely

within the client and does not need to communicate with the server at all.

In contrast, the “thin” client leaves some processing tasks on the server side.

A proxy exists on the client side to take calls from the client, invoke the methods on

the server side, and return the results to the client. A general class diagram of the

VM in the “thin” client style is illustrated in Fig. 12.11 with the same functionality

as that shown in Fig. 12.10. A client asks for an IModel interface implementation

and then obtains an IModel implementation stub (IModelImpl_Stub), a proxy of the

implementation of the IModel, rather than the full implementation of the IModel

interface. The IModelImpl_Stub receives the request from the client and forwards it

to the server and then carries out the main process on the server side. The results

will be sent back to the IModelImpl_Stub and then to the client.

Client Virtual Machine

Server Virtual Machine

IModellmpl

IModel

IModellmpl

Fig. 12.10 “Fat” client style

Client Virtual Machine

Server Virtual Machine

IModellmpl

IModellmpl_Stub IModellmpl
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Fig. 12.11 “Thin” client style
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Considering that a controller must meet the real-time requirements and there is a

potential large time delay on the Internet, it is improper to locate the controller

away from the process model over the Internet. Therefore, the “fat” client style

would be a wise choice for the controller as it and the model are physically located

in a same place. For the model design, the choice will depend on the model size and

the computing resource required. For example, a complicated model may require a

large amount of computing resource, which is difficult to provide on the client side

and easy on the server side. Therefore, the “thin” client style should be selected for

a more complicated model. In comparisons, the “fat” client is easier to implement

and manage in multiple user environments. The downloading time in the “fat”

client style is longer than in the “thin” client style. In this chapter, both the

controller and the model are in the “fat” client style because the model size is

small and the required computing resources are easily met.

12.4.1.2 Testing a Model and a Controller at the Workbench

The sequence of testing a model and a controller at the workbench and then

registering them in the Jini server is illustrated in Fig. 12.12 in the Unified Modeling

Language (UML) format. The whole sequence consists of six stages as follows.

Stage 1. A workbench web page is requested by a designer and retrieved from the

web server.

Stage 2. The workbench loads the designed controller from the local file system.

Stage 3. A testing model (a virtual process) is selected from the Jini server. Since

there may be several available models, the user needs to select the correct one.

Stage 4. The designed controller and the testing model are bound together to build

a closed-loop control system within the workbench.

Stage 5. The controller is assessed by running the simulation of the closed-loop

control system at the workbench. If the designer is satisfied with the performance of

the closed-loop system, then proceed to Stage 6; otherwise, the controller should be

modified or redesigned and tested again from Stage 1.

Stage 6. The new controller is registered to the Jini server and its readiness for use

at the real site is announced.

12.4.2 Implementing a New Design of a Controller

Any on-site control system will have certain safety-critical requirements. It is

unlikely to allow the updating of the existing controller with the new controller

by the controller designer directly from a remote location under any circumstances.

The practical solution is to let the on-site operators replace the existing controller

with the new design under the one-line guidance of the controller designer.
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The flexible communication functions provided by the Jini technologies facilitate

such a controller updating operation.

Figure 12.13 shows a procedure for updating a controller at the real site, which is

described as the following four stages:

l Loading stage. In the loading stage, the main action is to prepare a new

controller, which includes selecting a controller from an available list, loading

the controller, and establishing the connection between the controller and the

process as illustrated in Fig. 12.13a
l Activating stage. When the new controller is ready, the activating action

enables the new controller to participate in the existing control system, but the
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Fig. 12.12 Procedures of testing the model and controller at the workbench (Yang et al. 2003a)
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output of the new controller does not affect the real process; the system is

transferred from the one shown in Fig. 12.13a to the one in Fig. 12.13b
l Switching stage. The performance of the new controller is evaluated by com-

paring the outputs from the two parallel controllers, i.e. the new and existing

ones. After this test, the existing on-site controller and the new controller can be

swapped, and the system is then transferred from Figs. 12.13b, c. Further

evaluation is carried out there
l Updating stage. Once the on-site operators are satisfied with the new controller,

the updating action will complete and terminate the updating operation, which is

shown as Fig. 12.13d. The effect on the controlled process must be minimized as

much as possible during the updating; otherwise, a disturbance will be intro-

duced into the operation and the production will be affected

The interaction among the on-site operators, the real control system, the Jini server,

and the new controller during the updating is shown in Fig. 12.14, which demon-

strates the typical event-notifying mechanism. In order to respond to the informa-

tion (called the event here) that the new controller is available, the on-site control

system needs to be first registered in the Jini server with the event listener. Once the

new controller is registered, the Jini server will inform the registered on-site control

system that the new controller is available.On the basis of the information

provided, the on-site operators will decide whether to install the new controller

or not. Should they decide to do so, the above four stages updating operation will be

carried out.
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12.4.3 Collaboration in the Integrated Environment

The collaboration requirements in the integrated environment across the virtual and

real worlds are as follows:

l The real-site operators need to know whether the newly designed controllers are

available or not
l The controller designers need to know whether the on-site controller has a

satisfactory performance or not, and need to be informed once the model is

updated
l The model designers should prepare to update the model once a new set of real-

time data have been collected by the on-site operators

Collaboration in the integrated environment among the design workbenches, the

real site, and the Jini server is partly implemented through the service pairs that

provide the services at the one end and consume the services at the other end.

A lightweight asynchronous mechanism is necessary to provide an efficient way for

the controller and model designers and the real-site operators to work as a team over

the Internet. The distributed message event mechanism supported by the Jini

infrastructure is used here for building this collaboration. The Jini infrastructure

provides the basic classes to facilitate the distributed event mechanism, which

consists of a pair of event classes: EventRegistration and RemoteEventListener.

This mechanism is fully aware of the network status such as network failure and

wrong order of the event delivery. Similar to the event-handling system in the Java

Swing package (Walrath and Campione 2000), several pairs of event classes are

designed based on the Jini distributed event mechanism.
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Fig. 12.14 Interaction in the controller updating process (Yang et al. 2003a)
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As shown in Fig. 12.15, any pair of event classes generally includes two parts:

a generator for producing an event and a listener for dealing with the event.

The highlighted classes in Fig. 12.15 illustrate their locations in the integrated

environment. For example, the classes ControllerGenerator, ModelListener, and

PerformanceListener are located at the workbench for the controller; the classes

ModelGenerator and UpdateListener are at the workbench for the model; the

classes ControllerListener, UpdateGenerator, and PerformanceGenerator are at

the real site. The ControllerGenerator generates an event to announce that a new

designed controller is available; the ControllerListner at the real site will deal with

this event. The ModelGenerator produces an event to announce that a new version

model is available; the ModelListener will receive the message and carry out the

relative actions. The model designers at the workbench for the model may notice

that a new set of real-time data is available through the UpdateListener and

UpdateGenerator class pair. The PerformanceListener at the workbench for con-

troller deals with the event generated by the PerformanceGenerator. This event is

used to inform the controller designers whether the performance of the on-site

control system is satisfactory or not.

All communication goes through the Jini server. The HTTP protocol and TCP

Java sockets have been used to build the communication channels. For example, the
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TCP and UDP sockets are used for transferring data from the real site to the design

workbenches, and the HTTP protocol is used for downloading the design work-

bench from the web server.

12.5 Case Study

In order to demonstrate and evaluate the integrated environment described above,

the Internet-based control system for the water tank in our process control labora-

tory (Yang et al. 2003a, b) has been chosen as a test bed. The layout of the test bed is

shown in Fig. 12.16. Comparing with the test bed used in the Virtual Supervision

Parameter Control (VSPC) shown in Fig. 7.21, there are three differences: (a) a

local control system is implemented with the water tank; (b) a Jini server is added

with the Web server; and (c) remote operators (client1 to clientM) for VSPC have

been replaced by remote designers. Otherwise Fig. 7.21 could have an identical

hardware structure to that of Fig. 12.16 here.

The local control system and the DAQ instrument are connected through a

RS-232c serial cable and exchange real-time data between them. The local control

system is connected to the Web & Jini server. The Web & Jini server provides the

Jini services as well as the Internet services and also establishes the connections

between the clients and the local control system. Several remotely located designers

(users) are allowed to simultaneously monitor the water tank using this Internet-

based control system over the Internet.
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Fig. 12.16 Hardware structure of the test bed
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12.5.1 Workbench for Testing

As shown in Fig. 12.17, the workbench is divided into two parts. The left-hand side

is the operation panel for carrying out the services; the right-hand side is the frame

desktop for organizing the frames generated by loading a model and a controller

and binding them for testing. Figure 12.17 illustrates loading a controller from the

local machine, retrieving a model stored on the Internet, binding them together, and

carrying out the simulation of the closed-loop control system at the workbench for

the model and controller testing.

12.5.2 Testing the Model and the Controller

of the Water Tank at the Workbench

The default on-site controller on the plant floor is a PID controller without the

integral action limit; the new design of the controller in the virtual world is a PID

controller with the integral action limit (Marlin 2000). The control formula is

omitted here for the sake of simplicity. The water tank shown in Fig. 12.16 is a

pure capacity process and can be described as follows:

yðsÞ ¼
K

s
xðsÞ (12.1)

Operation Frame Desktop

Controller

Model

Execution

Fig. 12.17 Snapshot of the workbench (Yang et al. 2003a)
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where y(s) is the liquid level in the water tank, x(s) is the open percentage of the

outlet valve, K is the gain of the capacity process, and s is the Laplace transfer

symbol. The initial value of K is calculated based on the geometric theoretical value

of the tank and is updated according to the real-time data from the plant as follows:

When a new set of real-time data are collected by the on-site operators and are ready

for use, the class UpdateGenerator will generate an event to announce the avail-

ability of this set of data in the Jini server, and the class ModelGenerator at the

workbench for model receives the announcement and automatically instructs the

model designers to update the existing model. This collaboration process follows

the sequences described in Sect. 12.4.3.

Figure 12.18 shows a comparison between the responses of the original and

modified models and the actual output of the process. It is generated by a sudden

increase in the opening of the inlet hand valve at the time 35 s and changing back to

the original position after about 30 s at the time 65 s (see the period between 35 and

65 s in Fig. 12.18). The result shows that the modified model fits the real process

better and is a great improvement over the original model. Since the model is quite

simple, the model adopts the “fat” client structure shown in Fig. 12.10.

Ideally, the real-time data should be provided on a real-time basis, so that the

model can always keep track of the real process. However, unexpected noise can

mislead the model; the continuously updating model would cost a lot of network

resources and in any case is unnecessary. A practical way adopted here is to provide

a batch set of real-time data. If the operators observe any change in the process, they

can record the change in a data file. When the data file is ready, the model designers

will be instructed automatically by the collaboration mechanism in the integrated
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Fig. 12.18 Comparison between the original and updated models and the actual process behavior

(Yang et al. 2003a)
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environment to update the model. It will reduce the network traffic load and will

more easily coordinate the model designer’s work.

The new design of the controller is compared with the original one at the

workbench for testing. The updating model of the water tank is employed for

both of the controllers. The simulation result is shown in Fig. 12.19. Obviously,

under the same setpoint change, the new design has less overshoot and better

performance compared with the original design. This is because an integral action

has been added in the design of the updated controller.

12.5.3 Installation of the New Design of Real Controllers

The evolution of updating an existing controller at the real site as shown in

Fig. 12.13 has been implemented as shown in Fig. 12.20, where the four snapshots

correspond to the four steps in the control system updating. These four steps are

loading, activating, switching, and updating. After these four steps, the final system

is expected to have the same structure as the original one, but with the new design

for the controller replacing the original one. This implementation can and should be

repeatedly carried out during the control system life cycle.

Figure 12.21 illustrates the dynamic trends of a set of control system variables

during the four steps of the new controller installation. The whole installation is

smoothly carried out and there is hardly any impact on the ordinary process

operation. As mentioned above, the integral action limit is added to the new

controller. When the setpoint remains unchanged, the result shows that the two

0 50 100 150 200
0

20

40

60

80

100

Time (sec)

%

Set-point

Original PID

Newly designed PID

Fig. 12.19 Comparison of the newly designed and the original PID controllers (Yang et al. 2003a)
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Fig. 12.20 The evolution of the controller installation (Yang et al. 2003a)
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controllers have the similar output values. Once the step change is introduced on

the setpoint, the new controller demonstrates less overshoot in the controlled

variable as shown in the period between 250 and 275 s compared with the variable

controlled by the original controller in the period between 75 and 125 s in

Fig. 12.21. This is because the new design of the controller eliminates the integral

action when its output hits the limit. In the updating stage, the original controller is

completely replaced by the new one. The substituting point is clearly shown in

Fig. 12.21 at around 315 s.

12.6 Summary

This chapter illustrates a way of remotely designing, testing, and updating real-time

control software through the Internet in an integrated environment. This integrated

environment implements the functionality of control system design, testing, and

installation over the Internet by using the Jini, SOA, and DDS technologies even

though only the Jini-based design and implementation has been given in the

chapter. It covers all the stages in the generic control system’s life cycle, from

the virtual world to the real world, and from design to implementation. As a

consequence, the model and controller designers and the on-site operators can

work together through the integrated environment, as a team from geographically

dispersed locations, to provide maintenance support to all the authorized industrial

processes. It virtually eliminates the need for any control software supplier’s expert

to conduct on-site maintenance. Another benefit is that small and mid-sized com-

panies without the internal expertise can buy specialized support staff from a

service company for their system maintenance and therefore reduce costs.

There is still work to be done in putting the integrated environment into practice.

At the moment, the controller and the process model are designed outside the

integrated environment and loaded into the workbench in the virtual world for

testing purposes. It is helpful to include the initial design of both the controller and

the model in the integrated environment. A practical approach is to integrate some

commercial design packages such as MATLAB
® or SIMULINK

® into the environment.

The challenge is that the commercial design packages must be open to users; hence,

the computer language used in the packages must be compatible with Internet-

enabled language such as Java.

The integrated environment developed here can be further extended to wider

applications such as e-Diagnostics and e-Support for Internet-enabled systems.

E-Diagnostics (2002) enables an authorised equipment and software supplier’s

field service person to access facilities such as equipment and software from outside

the enterprises via the Internet or Intranet. Access includes the ability to remotely

monitor, diagnose problems or faults, and configure and control the equipment and

software in order to bring it rapidly them into a full productive state. The above

e-Diagnostic function can be incorporated into the integrated environment if real-

time data that represent the state of the on-site equipment and/or software are
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regularly collected at the real site and transferred to the e-Diagnostic function when

required. The challenges are how to identify control system software, which needs to

be updated, how to maintain the control system software with a minimum distur-

bance to the controlled processes, and furthermore how to ensure the safety and

security of the Internet-based operations. Nevertheless, this chapter presents a new

area for control engineers and software engineers in real-time software application.
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Chapter 13

Conclusion

13.1 Summary

Motivated by the rapid development and adoption of the Internet, we consider the

design and applications of Internet-based control systems for industry. Our focus is

not only on control engineering aspect, but also on computer science while dealing

with the various issues relating to the contribution of the Internet to remote closed-

loop control systems. The fact is that neither of these two disciplines can solely

offer a comprehensive solution to the design issues of Internet-based control

systems. Multidisciplinary solutions drawing from both domains appear to offer

the most promising path forward.

From this standpoint, we began the book by considering the requirement speci-

fication for Internet-based control systems. In Chap. 2, we introduced an ideal

integrated distributed architecture, in which the control system is linked with the

Internet at all levels in the control system hierarchy. Based on a general structure of

networked control systems, three canonical Internet-based control system architec-

tures were proposed in Chap. 3. Chapter 4 answered the question on how informa-

tion should be displayed to the remote operators as they are some distance from the

main control room and only have only very limited media available to them.

Transferring a large amount of data over the Internet will never be straightforward

and will be particularly difficult if real-time constraints are applied. Chapter 5

provided a solution for real-time data transfer over the Internet. Data have been

classified into light and heavy data. XML and HDF have been used to wrap the

various data and transfer it as a data object using the Java Document Object Model.

Chapters 6 and 7 dealt with Internet-transmission delay and data loss from the

computer network perspective and the control theory perspective, respectively.

A combined network infrastructure was investigated in Chap. 6, which integrated

TCP, UDP, Real-time Control Protocol, and the Network Time Protocol. The

advantages of each transmission protocol have been used in the integrated infra-

structure with the elimination of their disadvantages. Chapter 7 gave a number of

options for overcoming the Internet-transmission delay and data loss from the

control theory perspective, including virtual supervision parameter control,

model-based predictive display tele-operation, intelligent autonomy control, and
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control systems with a variable sampling time. The emphasis has been placed on

multi-rate control, which deploys a two-level control architecture, the lower level of

which is running at a higher frequency to stabilize the plant and guarantee the plant

being under control in case a large transmission delay occurs. The higher level of

the control architecture implements the global control function and is running at a

lower frequency to reduce the communication load and increase the possibility of

receiving data on time. Chapters 8 and 9 gave the details of designing SISO and

MIMO multi-rate Internet-based control systems, respectively. The key issue is to

stabilize the control system with properly selected parameters. A necessary and

sufficient criterion for asymptotic stability was given in Chap. 9, but is limited to

linear systems. Safety and security checking share more similarities than there are

differences between them. Chapter 10 presented a framework for security checking,

which is implemented by using the ‘What-If’ approach, which was originally

designed for safety checking. An extended process control event diagram (PCED)

was used as a starting point and a set of new attributes and “guidewords” were

applied in the safety checking. Chapters 11 and 12 applied the Internet-based

control systems in remote control system design, performance monitoring, testing,

implementation, and maintenance.

13.2 Future Work

There are some issues that have not been fully addressed in this book and may give

some directions for future research.

As indicated in Chap. 4, there are two questions to be answered in user interface

design for Internet-based control systems. These are how information should be

displayed to the remote operators and which information should be displayed.

Chapter 4 gives an answer to the first question. The basic problem when designing

the user interface for a remote operator is to decide which information to display.

One of the main challenges is to design the interface so that the operator is able to

quickly realize if certain situations are occurring in the system. A large number of

components along with intricate interconnections can congest an interface and

visually obscure information that is important at a given point in time. In addition

to this, requests for large amounts of information in the interface increases the

transmission load over the Internet and limits the scope for concurrency between

interfaces requiring a consistent view of common data. As a result, the speed of

communication may be slowed down compounding the slower response of the

operator if information is obscured (Hussak and Yang 2007).

Real-time data transfer over the Internet described in Chap. 5 is a Java-based

solution and employs an end-to-end communication channel and therefore has the

same limitations as the Java language. Another promising mechanism for real-time

data transfer over the Internet is called Distributed Data Service (DDS), which has

been briefly described in Chap. 12. DDS follows a publish/subscribe data model

and is based on a data-centric framework. Deadlines, latency, and other timing

196 13 Conclusion



aspects have been considered in DDS. The obvious advantage of using DDS for

real-time data transfer over the Internet is its capability of supporting collaboration

among distributed users, control systems, and plants (Wang et al. 2009).

Chapters 6, 7, 8, and 9 discuss overcoming or compensating Internet-transmission

latency from both computer network and control theory perspectives. There is a rich

literature in this area. Internet-transmission latency is uncertain and unpredictive.

Most of the existing research is based on certain assumptions such as the Internet-

transmission latency is upper bounded or less than one sampling interval. These

assumptions significantly simplify the problem and are an oversimplification of the

true Internet scenario. Many control theory researchers are focusing on this topic.

More and more publications are being seen in this area (Yang 2006; Huang et al.

2009; Zhao et al. 2009). Given the potential development of the next-generation

Internet IPv6 and other enhancements to the WWW infrastructure, the speed of the

next-generation Internet might be sufficiently fast to be able to dramatically reduce

the transmission delay and data loss. Industrialists will be happy to see that Internet-

transmission delay and data loss might become less important in the design of future

Internet-based control systems.

SOA, DDS, and Jini Technology have been described as options for implementing

the general integrated environment for remote design, testing, and installation for

real-time control systems in Chap. 12, but only the Jini technology was used in

the implementation. With the rapid development of real-time middleware such as

DDS from Real-Time Innovative (RTI) (www.rti.com), using SOA and DDS to

implement the integrated environment might become much more easy and efficient.

We have used DDS to implement a framework for the integration of geographically

distributed hardware and embedded real-time software in one of our projects. The

framework can be extended into the remote design, testing, and installation of real-

time control systems.

This book focuses on using the public Internet, rather than local networks, such as

fieldbus and Ethernet, as the communication media to carry information flows

among sensor, actuator, and controllers. At present, there is a major interest in

incorporating wireless networks in real-time control systems. The features of wire-

less networks are easier installation as no cabling is involved, flexibility, mobility,

and efficiency. The most challenging aspects are reliability, interference, and secu-

rity. Remote monitoring and control over wireless networks are attracting more and

more attention in both the control engineering and the computer network commu-

nities (Benedetto et al. 2010; Yang and Cao 2008). It is well worth investigating.
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