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Preface

Philosophy of design of structures has undergone a sea change. Lighter and sleek

structures have replaced bulky and heavy ones thanks to the increased emphasis on

avoiding overly conservative design. These developments have introduced severe

constraints on design methodologies that are currently in practice, which requires

the use of new technologies to monitor the integrity of structures. Structural Health

Monitoring (SHM) is one such technology, which can provide information on the

state of the structure continuously or at periodic intervals.

The importance of SHM technology is demonstrated by the wealth of research

activity and initiatives in this emerging area. The importance of SHM is expected

to grow as new materials such as composites find increasing application in novel

lightweight construction. Laminated composites also offer the opportunity for

sensors to be embedded at the manufacturing stage, which can provide structural

response information with unprecedented detail and therefore can substantially

facilitate the assessment of structural integrity and the monitoring of its

degradation.

SHM technology is a multidisciplinary field which requires a deep under-

standing of materials, sensors and electronics, along with the ability to perform

sophisticated numerical and analytical modeling and signal processing. Each of

these topics is a subject by itself, and writing a single textbook incorporating all

the above aspects is indeed a tall order. Modeling forms an important component

in SHM technology. Simulated data are used in support of the development of new

algorithms for damage detection, or for an improved understanding on the effects

of damage on the response of the structure. The objective of this book is therefore

to present various computational tools which can be used for SHM.

Many of the numerical tasks described in this monograph can be accomplished

through the application of Finite Element (FE) methodologies. The FE method,

although very versatile, is affected by serious limitations when the high frequency

response of structures needs to be evaluated, or when configurations with very

small features need to be discretized. Both of these instances are very common in

the simulation of SHM problems. Alternate methodologies are therefore presented,

such as the Spectral Finite Element method, the bridging multi-scale techniques
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and various simplified damage modeling methods. The choice of the mathematical

model is very critical and dictated by various factors such as damage size, damage

location, frequency content of exciting signals, model sizes, time of computation

etc. In addition, robust and computationally fast damage detection methodologies

that blend well with the chosen mathematical model are needed in order to obtain

fast answers in regards to the damage location and extent. It is to be noted that

many damage detection algorithms in most cases need to work with incomplete

and noise polluted data. All of these computational aspects are necessary to the

understanding of SHM technology and associated process. A book devoted to the

modeling aspects of SHM tries to fill the need of the hour through the joint

expertise in the field of the authors whose work over a decade provides most of the

topics presented here.

This book is organized in modular form with the material is covered in 3 parts.

A basic introduction to the theory of elasticity, composites and wave propagation,

forms the foundations to the topics presented here. This is followed by a chapter on

signal processing issues related to SHM. Two important modeling tools, namely

the Finite Element Method and the Spectral Element Method are covered next,

followed by three chapters on simplified damaged models. A separate chapter on

modeling of piezoelectric actuators and sensors extensively used in the context of

SHM, is given, while the last part is devoted to the description of various damage

detection methodologies.

The material presented can be used to develop a graduate level course on SHM.

While writing this book, we have assumed that the reader has the basic engineering

mechanics and graduate level mathematics background. The book can also serve

as a useful reference material for those working in the areas of structural integrity

and wave propagation.

The completion of a work of this magnitude would not be possible without the

help of many graduate students and collaborators who have worked on the material

presented herein as part of their Doctoral and Masters thesis, and joint projects. Dr.

Gopalakrishnan would like to thank his former graduate students Dr. Roy

Mahapatra, Dr. A. Chakraborty, Dr. Mira Mitra, Mr.. Srikkanth, Mr. Garg and

Mr. Nag. Dr. Ruzzene is very grateful to very bright, focused and committed

co-workers such as Dr. Nicole Apetre, Dr. James Ayers, Dr. Filippo Casadei,

Dr. Manuel Collet, Prof. Stefano Gonella, and Dr. Vinod Sharma whose efforts and

ideas are documented in various parts of this monograph. Last but not the least,

Drs. Gopalakrishnan and Ruzzene deeply thank their wives Anu and Elizabeth for

their continuous patience, understanding and support without which this book

would have not been possible.

Bangalore, India; Atlanta GA, USA

October 2010

S. Gopalakrishnan

M. Ruzzene

S. Hanagud
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Part I

Introductory Concepts in Structural
Health Monitoring



Chapter 1

Introduction

1.1 Overview on Structural Health Monitoring

Structural Health Monitoring (SHM) defines the process of assessing the state of

health of a structure and of predicting its remaining life. Successful development

and implementation of the SHM process involves the understanding of diverse

disciplines such as sensor technology, materials technology, modeling aspects and

computing technology. This book specifically focuses on the presentation of

computational techniques which support the SHM process. The integration of

effective simulation tools in SHM, in general requires the thorough understanding

of the overall process. This chapter is therefore devoted to providing a general

overview of SHM. Specifically, the chapter begins with definition of some of the

commonly used terminologies in the health monitoring studies, which will be

followed by a section on the various available health monitoring techniques. The

role of simulation is introduced next, along with a general presentation of the

content of the book.

1.1.1 Why Do We Need Structural Health Monitoring?

All man-made structures (machines bridges and aircrafts) have finite life spans and

begin to degrade as soon as they are put into service. Processes such as corrosion,

fatigue, erosion, wear and overloads degrade them until they are no longer fit for

their intended use. Depending on the value of a structure, the cost of repairing it

and the consequences of it failing, a number of actions can be taken

• Wait until the structure breaks and dispose of it (low sticker price relative to the

repair cost, low criticality)

• Wait until the structure breaks and repair it (high sticker price relative to the

repair cost, low criticality)

S. Gopalakrishnan et al., Computational Techniques for Structural Health Monitoring,

Springer Series in Reliability Engineering, DOI: 10.1007/978-0-85729-284-1_1,

� Springer-Verlag London Limited 2011
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• Examine it at periodic intervals and determine whether or not remedial action is

needed (high criticality).

Many engineering structures, such as ships, bridges, aircraft, buildings, fall in to

the latter category. The consequences of a critical aircraft component failing in

flight or of a bridge collapsing are such that regular inspections are performed by

skilled engineers to assess the health of structures and systems. This inspection

process is necessary, costly and usually finds no faults. It is also subject to human

error, meaning that some unnecessary maintenance is performed and some faults

go undetected. Examples of on-line machine health monitoring exist for rotating

machinery and for machine tools, where the goal is to assess and compensate for

tool wear. However, there are no equivalents for evaluating the health of most

engineering structures.

Structural design has undergone a sea change, where stringent restrictions are

placed on the design variables to produce lightweight structures having very high

structural integrity. Such structures are normally shape-optimized to guarantee

their resistance to sustain the design loads. However, they are more vulnerable to

small and medium size damages such as horizontal, vertical or inclined cracks,

corrosion in metallic structures, and delamination, fibre breakages or matrix cracks

in the case of composites. These damages severely affect the structural integrity,

which needs constant monitoring.

SHM has the objective of providing the tools for the constant or periodic

monitoring of critical structural assets in order to determine the need for remedial

action, and to prevent catastrophic failures. SHM has therefore potential appli-

cation in many disciplines including aerospace, mechanical and civil engineering

[10, 60]. The basic idea in SHM is to provide the structure of interest with sensing

and analysis capabilities and to enable monitoring and evaluation to be carried out

periodically or continuously, and autonomously. SHM potentially offers increased

safety, since faults cannot grow to a dangerous level, avoids the vagaries of human

behavior, and reduces ownership costs by replacing pre-planned precautionary

servicing with targeted, responsive maintenance. Because the potential benefits of

this embodiment of SHM are huge, a great amount of research is in progress

worldwide into developing and improving systems that bring some degree of

‘‘self-awareness’’ to man-made structures [10, 38, 39, 51].

The benefits of SHM include:

1. to allow an optimal use of the structure, a minimized downtime, and the

avoidance of catastrophic failures;

2. to give the designer an improvement in his products; and

3. to drastically change the work organization of maintenance services. This is

achieved by replacing the scheduled and periodic maintenance inspection with

performance-based (or condition-based) maintenance (long term) or at least

(short term) by reducing the present maintenance labor. In particular dis-

mounting of parts with no hidden defect can be avoided and human
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involvement can be minimized which consequently reduces labor, downtime

and errors, and thus improves safety and reliability.

1.1.2 Basic Elements of SHM Systems

An SHM system comprises of both hardware and software elements. The hardware

elements are essentially the sensors and the associated instrumentation, while the

software components consist of damage modeling and damage detection algo-

rithms. A general vision for SHM is to develop structures featuring network of

sensors, which periodically and continuously provide data. Sensors may be active

or passive, whereby passive sensors such as strain gauges only receive (or sense)

signals, while the active sensors both receive (or sense) and transmit (or actuate)

signals. Commonly used active sensors include Poly Vinyle Dy Floride (PVDF)

sensors piezoceramic sensors (made from Lead Zirconate Titanate, commonly

called PZT sensors) or fiber optics sensors. There are also instances of TERFE-

NOL-D, a type of magnetostrictive material, being used as an active sensor in

SHM applications [55]. The data given out by the sensor depends on the type of

sensors used. For example, if the sensor used is fibre optic sensor, (which works on

the principle that the change in the strain condition in the structure, induces the

change in the wavelength of the light spectrum), the output is essentially the strains

or strain histories. On the other hand, if the sensors used is PZT or PVDF type, the

output given by these sensors are essentially the voltage histories across the

sensors. Voltage histories needs to be post processed to obtain quantities such as

displacements, velocities or accelerations. More recently, non-contact sensors have

become popular as they completely avoid wiring and direct contact with the

surface. The most commonly used non-contact sensor is theScanning Doppler

Laser Vibrometer (SDLV). With no need for wiring and other connections, the

region to be monitored can be chosen depending upon the level and location of

excitation. The advantage of such measurements is that region-by-region moni-

toring is possible, which is crucial for determining local effects caused by defects.

SHM essentially has two components, namely the Diagnosis and the Prognosis.

Diagnosis aims to give, at every moment during the life of a structure, a procedure to

determine the state of the constituent materials of the different parts, and of the full

assembly of these parts constituting the structure as a whole. Hence, the diagnosis

procedure will notify the onset of damages such as cracks, its location and its extent.

The diagnosis procedure can be further divided into two categories, namely the

passive diagnosis and the active diagnosis. Passive diagnosis is based on distributed

passive sensor measurement (such as strain gauges) to diagnose the state of struc-

tures. These methods provide limited information for estimation of damages. Active

diagnosis, on the other hand, is based on actuator induced sensor measurements and

as such unlimited information could be generated to diagnose the state of the

structures. Active diagnosis SHM system can be built using smart sensors and
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actuators. The prognosis procedure will involve computation of the severity of the

crack in terms of fracture mechanics parameters, and its residual life.

Considering only the diagnosis function, one can think of SHM as a new and

improved way of performing Non destructive evaluation. This is partially true, but

SHM is much more. It involves the integration of sensors, possibly smart mate-

rials, data transmission, computational modeling, and processing ability inside the

structures. This makes it possible to reconsider the design of the structure and the

its lifetime management.

In summary, an SHM system encompasses the following components:

• The structure on which the SHM system will be placed.

• Sensors, which can be of contact or non-contact type.

• Data Acquisition systems.

• Signal Processing.

• Damage modeling and damage detection algorithms.

• Data transfer and storage mechanisms.

• Data handling and management.

SHM is therefore an essentially multi-disciplinary subject requiring thorough

understanding of mechanics, materials and electronics. An alternate way of

looking at SHM is a discipline combining the following four subjects [60] (see

Fig. 1.1):

• Condition based monitoring

• Non Destructive Evaluation (NDE) technologies

• New modeling methods

• New sensor technologies

Fig. 1.1 Elements of

structural health monitoring
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Most of current practices followed in the maintenance of structural systems is

time based. For example, an aircraft, after flying certain number of hours are retired

to the hangar for thorough inspection. These inspections often need complete dis-

assembly of components in order to subject them NDE inspections. This inspection

based on schedules approach is time consuming and mostly driven by the fear of

failure rather than a real necessity. If the fear factor is reduced by significant

amounts, progress can be made towards an inspection based on demand approach,

i.e. monitor only when it is absolutely necessary. This a process is also known as

Condition Based Monitoring, or Condition Based Maintenance (CBM). The CBM

concept is based on the notion that a sensing system on the structure monitors the

integrity and notifies the operator when damage is detected. Life-safety and

economic benefits associated with such a philosophy will only be realized if the

monitoring system provides sufficient warning such that the corrective action can be

taken before the damage evolves to a failure level. The trade-off associated with

implementing such a philosophy is that it requires a sophisticated monitoring

hardware to be deployed on the system along with a sophisticated data analysis

procedure which interrogates the measured data.

NDE methods as Fig. 1.1 suggests, represent a subset of the overall SHM

process. In classical NDE, a trigger is provided from a device that is external to the

structure under examination and the data is measured, which will then be post-

processed to asses the state of the structure. With the increase in the use of

laminated composites in structural systems, it is now possible to embed these

triggering devices called actuators into the host structure, which in many cases can

also be used for sensing, say deformations, temperature, pressure, etc. In order to

keep pace with the rapid changes in materials technologies, which can be suc-

cessfully exploited in the SHM, new NDE methodologies are also needed to

replace the conventional ones. One such method is the application of the SLDV as

illustrated in the later part of this chapter.

Two other areas, which are paramount to the success of SHM are Sensor

Technologies and Modeling Methods. The success of SHM depends on the ability

of the number of sensors mounted on the structure to measure accurate data. The

sensor performance is measured by its sensitivity. With the rapid advances made in

the materials technologies, it is possible today to design a sensor material that can

give high sensitivity. PZT and PVDF sensors are those which evolved from the

advancement of material technologies, have higher sensitivity compared to the

conventional strain gauges. More recently, Micro Electro-mechanical Systems

(MEMS) based sensors have become quite popular as sensing device in the SHM

systems. These sensors are not only minute, but are also quite cheap as compared

to the conventional strain gauges. The advancement of the silicon technology has

given great fillip to this development. Other most extensively used sensor for SHM

is the Fiber Optic Sensors. Currently they are used in many aircrafts for load

monitoring, which is one of the important part in the SHM process. Yet another

area of rapid progress is that of wireless sensors. The range of effectiveness of

these sensors is an important aspect that needs to be carefully evaluated when
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considering the use of these type of sensors. Extensive applications of wireless

sensors to bridge SHM is being pursued in the civil engineering domain.

Modeling is a critical part in the SHM process. The measured data as such does

not say where the flaws are or what type flaw the structure has. These data need

post-processing through robust mathematical tools that convert the measured data

into meaningful quantities that help to not only locate the flaws, but also quantify

their severity. Common modeling techniques employ the Finite Element Method

(FEM), which is quite versatile in its ability to model complex geometries.

However, when the flaw sizes are small, it is necessary to trigger a signal that has

very high frequency content. At higher frequencies, the wavelengths are very small

and it is necessary that the mesh sizes used in the FEM be comparable to wave-

length. Typical recommendations suggest the use of at least 8–10 elements per

wavelength of deformation for accurate capturing of wave phenomena and their

interaction with defects. Hence, FEM requires the use of very fine mesh for such

problems, which results in enormous computation time to get accurate results.

Computational aspects of SHM in regards to FEM can be found for example in

[17]. Methods like FEM are not quite suitable when the flaw sizes that requires

determination, are small. The suitable mathematical model for such problems is

the one based on wave propagation methods and the most common among them is

the Spectral Finite Element Method (SFEM) [18].

Modeling has two components, namely the flaw modeling and the damage

detection algorithms. In metallic structures, the commonly occurring flaws are the

horizontal/vertical or inclined cracks, which are in some cases through the

thickness cracks. The second kind flaw in metallic structure is corrosion. Although

the corrosion types are many, modeling pitting corrosion is much simpler com-

pared to other types of corrosion. Hence, simplified mathematical models for these

types of flaws are required. If the structure is made from laminated composites, the

failure modes are many as compared to metallic structures. The commonly

occurring failure modes in composites are the Delaminations, Fibre Breakage,

Matrix Cracks and Debonds. In addition, these structures are prone to large

moisture absorbtion due to large porosity that creeps in during manufacturing.

Hence, one needs simplified mathematical models to represent these failure modes.

The second aspect of modeling is in devising efficient damage detection

algorithms that can blend with the chosen mathematical models. The damage

detection algorithm should be able to work with incomplete and noise polluted

data. Most damage detection methods requires the data from a structure in both the

undamaged (baseline) and damaged configuration. By comparing the responses

between the two, one can infer the state of the structure. This approach is not a

practical one. The hosts of sensors embedded or surface mounted in a structure can

give enormous amount of data. Not all such data will be useful, which requires a

thorough screening. Data reduction and data cleaning methods need to be devel-

oped to eliminate the data that are not useful and/or noisy.

The above discussions make evident how modeling plays a huge part in the

success of an SHM system. Significant advances have been made in the modeling

aspects of SHM. However, to the authors’ best of knowledge, there are no books
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available that address the modeling aspects in relation to SHM. This book is

essentially oriented in this direction.

1.1.3 Levels of Structural Health Monitoring

SHM is an inverse problem wherein the flaws in the structure is characterized

using the measured data for some known input. Hence, SHM can be thought as a

system identification problem. As mentioned earlier, SHM is classified into two

categories, namely the Diagnosis and Prognosis. Through diagnosis, one can

determine the presence of a flaws, their location, and their extent along with the

possibility of looking at the delaying the propagation of flaws in the structure.

The prognosis part uses the information of the diagnosis part and determines the

remaining life of the structure. Hence the SHM can be broadly divided into fol-

lowing five levels [10].

• Level 1: Confirming the presence of damage

• Level 2: Determination of location and orientation of the damage

• Level 3: Evaluation of the severity of the damage

• Level 4: Possibility of controlling or delaying the growth of damage

• Level 5: Determining the remaining life in the structure (prognosis).

Level 1 SHM can be achieved by monitoring certain properties of the structure

over time. Properties such as strain energy, fundamental natural frequency, phase

information, stiffness reduction are some of the parameters, which can provide

answers in regards to the presence of damage. The most extensively used method

to confirm the presence of damage is by monitoring the natural frequencies. As

damage reduces the stiffness, it induces changes in the natural frequencies. By

comparing the baseline fundamental frequency with the fundamental frequency of

the damaged structure, one can confirm the presence of damage. This is possible

only when the damage can induce significant stiffness changes in the structure.

Small damages such as delamination in composites, induces negligible stiffness

change, which causes only negligible variations in the first few modal frequencies.

This means one has to monitor higher order modes, which is often difficult to do.

Wave propagation based techniques can be considered as effective alternatives for

small or early damage detection.

Level 2 SHM is an order more difficult than Level 1 SHM. Here, from the

known input and the measured output, it is necessary to determine the location of

the flaw and possibly its extent and orientation. A simple way to perform this

action is to trigger a signal experimentally that has high frequency content and

measure the output at some location. The output will have an additional wave

reflection from the flaw. Knowing the speed of the medium and the time of arrival

of the reflected pulse, we can locate the flaw location. However, in many cases,

due to number of boundary reflections, it is not possible to clearly identify the

reflections due to the flaw accurately. In addition, the measured response itself may
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be noise polluted, which makes identification of reflection due to a flaw extremely

difficult. Hence, we need detection algorithms that does not suffer from the above

problems. This is one of the primary focus of this book, wherein we develop

algorithms, which converts the measured response into certain quantifying num-

ber, whose value indicates the status of the structure in regards the presence of the

damage. The notable aspect of such algorithm is that these do not require baseline

responses for damage detection.

After the damage is predicted at Level 2 stage, it is necessary to determine the

severity of the damage. This forms the Level 3 SHM. If the damage is a crack, then

we need to estimate the Stress Intensity Factor (SIF) or Strain Energy Release Rate

(SERR) of the crack. If the SIF or SERR reaches its threshold values, then the

crack will start growing. SIF is not a easily measurable quantity. In addition, in

most cases, the measured output in SHM studies will be in the form of voltage

histories given out by PZT type sensors. In order to asses the crack severity, it is

necessary to correlate the voltage histories with the crack parameters such as SIF

or SERR. This is indeed a tall order.

If the located crack is quite severe (SIF being greater than the SIF threshold),

then immediate measures should be taken to arrest the growth of cracks. This is a

part of Level 4 activity of SHM. The method adopted to delay or arrest the growth

of flaw such as cracks are quite different for metallic or composite structures. In

composite structures, delamination, can grow really fast. For such structures, the

common method adopted is to reinforce the damaged area with a patch. Such patch

repair delay the growth of the crack and probably can arrest it for low magnitude

loads. This book does not address the Level 4 aspect of SHM. Level 5 SHM is

closely associated with Level 4 SHM, wherein the estimation of fracture param-

eters are used to perform fatigue life analysis to determine the remaining life of the

structure. The analysis here is mostly statistical. This by itself is a major subject,

which is not covered in this book.

In summary, the scope of SHM is quite broad, requires understanding of many

disciplines. In this book, we will not focus on all of these. The main focus here is

to address the necessary computational tools required to post-process the measured

data in order to locate and quantify the flaws present in the structure.

1.1.4 State-of-Art and Technological Needs

SHM can also be classified differently, especially in the context of aircraft health

monitoring, namely on-line SHM and off-line SHM. In on-line SHM, the host of

sensors is on-board the aircraft to provide outputs during its flight. The recorded

data needs to be post processed to assess the state of the structures. This is indeed

quite challenging. In off-line SHM, the aircraft is monitored when it is in the

hanger. The enabling technologies required for each of these are quite different and

these are summarized in the next two sub-sections.
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1.1.4.1 On-Line SHM

The concept of on-line SHM can be represented as in Fig. 1.2, which shows a

multitude of sensors used to monitor operating and material conditions during the

in flight and/or ground operations, e.g. aircraft during taxiing or refueling. The

sensors systems are networked and they communicate with each other. The vehicle

maintains a neural system that can indeed be compared to the human nervous

system which evaluates and diagnoses the compromises that the structures need

to make that may affect its structural integrity during service. The system also

posts requisite actions to be taken either through repair or replacement of the

damaged part.

Sensor systems could be used as local monitoring systems to identify crack

initiation and/or growth at critical locations or could be used to monitor entire

structural components and subassemblies. Fiber-optic sensors can provide further

support. Acoustical systems, based on guided waves technology, can also be

efficiently applied. The most significant difference to conventional nondestructive

technologies is that, with the maturity of the composite structures technologies, all

sensor systems can be permanently installed (integrated) into the structure. Sensor

systems based on piezoelectric materials are currently favored due to the high level

of maturity attained in their manufacturing. It is of utmost importance to ensure

that the embedded sensors do not impact the structural integrity of the structure.

Structures made from composite materials are highly suitable for embedding of

Fig. 1.2 Concept of on-line structural health monitoring
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piezoelectric sensors, which allows the entire embedded part to develop sensory

properties.

Acquired data are locally available and also can be transmitted to external

systems and/or monitoring stations using wireless communication. The acquired

data have to be pre-processed, typically by sensor integrated signal processors,

prior to performing final data analysis, which is usually done at a relay station or at

the monitoring station. Many modeling tools need to be developed that can be used

for modeling of NDE techniques and the structure under investigation and thus

permit for an integrity assessment of complex installations and systems in real-

time. To successfully develop and apply such SHM technologies, it is required that

the technical and scientific progress in various areas of expertise are vigorously

investigated and exploited. New measurement techniques, based on traditional

NDE methods, are required to provide information and data about material

characteristics, material alterations and material discontinuities. The efficiency of

such systems is largely dictated by the ability to apply the constantly evolving

developments in the computational and data storage technologies. The longevity

and reliability of such sensor platforms is currently an unsolved problem. SHM

systems will become a commercial success if low-cost sensor systems can be

applied in a simple manner, which requires new ideas and concepts for the

packaging of integrated circuits assemblies, including polymer electronics. New

data acquisition and signal processing techniques, such as Acoustic Tomography or

Random Acoustic Noise Technique (RANT), must be developed. Both techniques

utilize noise emissions and operating noise for component reconstruction and flaw

detection, similarly to passive radar systems.

Programming of individual network nodes is time-consuming, manpower

intensive and costly. Therefore, new networking concepts, allowing the automated

integration of sensor systems need to be developed. Telemetric techniques to

facilitate data transfers between individual nodes, SHM systems and the outside

world are some of the enabling technologies that require development. In addition,

new ideas to supply adequate power for such systems are also needed. Efficient,

powerful battery systems, promising several years of lifetime are some of the

critical technologies. Piezoelectric or magneto-inductive energy harvesting sys-

tems, thermoelectric generators or other power generation methods are also

important technologies that will be extremely useful in the development of energy

efficient power systems. Passive systems, receiving energy from external sources

or through magnetic field irradiation are also promising alternatives.

Data evaluation and disposition of results will be a key aspect. The acquired

signals have to provide all information necessary to assess the integrity of the

structure under consideration and to predict residual operational lifetime or dictate

the replacement of the monitored part or component.
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1.1.4.2 Off-Line SHM

A SHM system that does not require real-time data and operates when the platform

in question, say an aircraft, is not in operation is normally referred to as off-line

SHM. It is quite well known that maintenance costs of an aircraft is a major

contributor to the operating costs and it increases as the aircraft ages. Off-line

SHM systems are required to reduce the maintenance costs of an aircraft through

reduction in the maintenance time so that either the frequency of maintenance can

be decreased or the structures can be designed with reduced factors of safety. The

need for the off-line SHM will be clear if we look at Figs. 1.3 and 1.4, which show

the action and manpower distribution for a typical commercial aircraft. From these

two figures, it is quite clear that inspection accounts for significant manpower

costs, which can be substantially reduced by using off-line SHM. Hence, there is a

real need to pursue off-line SHM activities vigorously.

The critical technologies required for off-line SHM are quite similar to the on-

line SHM and hence not repeated here. Although the off-line SHM does not require

telemetry technology, significant efforts are still required in the areas of devel-

opment of modeling and damage detection methodologies. One of the critical areas

that is very useful for reduced maintenance is the development of non-contact

measurement techniques such as Scanning Laser Doppler Vibrometer. Such a

system can be used to monitor a large area in a very short period. However, post

processing such large data requires data mining and data reduction methodologies

coupled with a very robust mathematical model to represent the damage and

detection algorithms.

Most active interrogation systems require a trigger signal provided by the

actuator system. The frequency content of the trigger signal to be provided to the

system is inversely proportional to the size of the flaw, that is, smaller the flaw

size, larger will be the frequency content of the trigger signal. For predicting

cracks of nano-meter size, trigger signal of very short duration (of the order of

pico-secs, having frequency content in the order Tera-Hertz range) is required. The

Fig. 1.3 Aircraft maintenance costs: (a) maintenance action distribution (b) maintenance

manpower distribution [3]
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development of systems that can trigger such a high frequency content signal is

still an open research objective.

More advanced NDE techniques are required for off-line SHM. One of the area

that requires development is the pulse-echo eddy current system. Although con-

ventional eddy current methodology is well known, its application is very limited

in materials that are conducting. With increased use of composites in aircraft

construction, which is a non-conducting material system, development of pulse

echo eddy current, which works according to a totally different methodology, will

be very helpful. However, such a development should be adaptable to SHM.

From the above discussions, it is clear that in order to incorporate SHM at the

design stage itself, certain critical technological needs and challenges are required

to be addressed or realized. Some of them are hardware-related, while others are

software-related. The entire SHM process depends on how well one understands

the measured data. Many times, these data may be incomplete or noise polluted.

Hence development of computational tools to analyze the data is the key to the

success of SHM.

1.2 Dynamics-Based Structural Health Monitoring

Dynamics-based SHM techniques assess the state of health of a structural com-

ponent on the basis of the detection and analysis of its dynamic response. Such

techniques can be classified on the basis of the type of response being considered

for the investigations, on the frequency range of interrogation, and on the modality

used to excite the component.

SHM techniques are also classified as ‘‘passive’’ if the component does not need

an external source of excitation dedicated to the SHM system, as opposed to

Fig. 1.4 Aircraft System wise maintenance costs: (a) maintenance action distribution (b) main-

tenance manpower distribution [3]
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‘‘active’’ techniques whereby excitation is provided with the purpose of generating

a response which can effectively indicate the presence of damage. Passive tech-

nique are reviewed in the next sub-section, while this section is devoted to the

presentation of various active inspection methods.

1.2.1 Passive SHM

A well known passive technique is Acoustic Emission (AE), which has become a

common non-destructive evaluation tool for various structural applications, and

has been considered effective particularly for the investigation of damage propa-

gation in composites. AE systems are based on sensors which are designed to

detect acoustic events associated with the occurrence and propagation of damage.

A typical example of such events is the acoustic signature associate with fiber

breakage in composites. The sensors operate at their own resonance frequency to

maximize their sensitivity, and generate signals which are subsequently analyzed

through a software tool which computes various metrics such as response ampli-

tude, time-of-flight and decay rate, and classifies them to define a recognizable

pattern which may be associated with damage. Inspections performed through AE

are in general very local in nature, such that AE is generally recognized as an NDE

tool, rather than an SHM one. For this reason, and because several books, technical

manuals, and scientific papers describe in detail the fundamentals of AE inspec-

tion, its drawbacks and advantages, as well as its various fields of application,

further discussion of the method is considered as beyond the scope of the current

book.

Other passive techniques are based on the analysis of the dynamic response to

environment excitation. Typical examples are bridges excited by passing traffic,

buildings under wind and ground motion excitation, or airplane wings under

aerodynamic loads. Most analysis techniques are based on the extraction of the

physical properties of the system, as contained for example in its modal param-

eters, and in the evaluation of changes and discontinuities caused by damage.

Ambient loads are generally non-deterministic, and it is commonly assumed that

they can be described as stochastic processes such as a white random noise. This

allows the application of signal processing procedures which separate the sto-

chastic part of the response, from the deterministic component associated with the

behavior of the structure. One of such technique is the Random Decrement

Technique (RDT), which is frequently used to estimate cross correlation functions

and free response decays [25]. From the cross-correlation functions it is convenient

to estimate modal properties such as natural frequencies, damping ratios and mode

shapes, through system identification tools and modal analysis procedures. The

estimated properties can be then analyzed and monitored to assess the presence,

the location and the severity of damage. An overview of such tools is presented

later in this book (Chap. 10). Recently, a similar process has been applied for the

analysis of elastic diffuse fields, associated with the propagation of elastic waves in
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geometrically complex structures. The presence of structurally complex features

such as rivets holes and stiffeners in fact causes scattering, multiple reflections and

mode conversion of mechanical perturbations propagating within the structure.

The resulting elastic diffuse fields, which may be generated either actively or

passively by ambient excitation, are characterized by complicated waveforms and

randomized elastic energy distribution within the structure, denoted as ‘‘diffuse

fields’’. Fully diffuse wavefields are often defined as ones that are globally equi-

partitioned, with all normal modes having uncorrelated amplitudes with equal

mean squares [12, 57, 58]. Diffuse fields in structures have an apparent random

nature and are thus generally discarded in conventional SHM systems. However,

recent theoretical and experimental studies have demonstrated that the elastic

response, as defined for example by the local Green’s function or by an equivalent

of the impulse response function, can be estimated from the cross-correlation of

elastic diffuse fields recorded between a pair of sensors [24, 47, 59], which con-

tains the coherent, that is, not randomized, component of the response. In prin-

ciple, the cross-correlation of diffuse fields provides the means to perform SHM

without a local source, since the extracted coherent responses between the sensors

are similar to those obtained from conventional measurements between a source

and receiver pair. Several experimental studies have demonstrated the feasibility

of extracting estimates of the Green’s function (or of the impulse response) from

cross-correlations of acoustic or elastic diffuse fields or from ambient noise records

in applications relevant to seismology [49], underwater acoustics [43, 45], civil

engineering [13], low-frequency (\5 kHz) flexural properties identification of

hydrofoils [46], high frequency ultrasonics (Mhz) [22, 59] and guided wave

measurements (kHz) [47].

1.2.2 Classification of Inspection Techniques Based on Frequency

Range of Analysis

The discussion above makes it apparent how SHM techniques operate over a broad

spectrum of frequencies which spans from the low frequency vibrational response

of the structure to the ultrasonic regimes in the mega Hertz range. Fatigue and

damage generation and progression in fact are processes consisting of a series of

interrelated events that span large scales of space and time. Hence, the analysis of

damage evolution needs to be accompanied by appropriate interrogation methods

capable of monitoring damage progression over these scales, such that the pro-

gression of damage starting from the characterization of its precursors, moving

ahead to quantifying its location, type and extent, and finally investigating its

effects at the component and structural levels can be followed. If dynamics-based

monitoring with elastic waves and mechanical vibrations is considered, the spatial

and temporal scales can be related to the frequency and time span of interrogation.

The obvious relationship is that the sensitivity of detection decreases as the
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inspection frequency decreases. Specifically, when the component is excited at

frequencies close to its main natural modes of vibration, it will undergo a response

which can be considered as ‘‘global’’. As the frequency of inspection is increased,

the response becomes more localized around the excitation region, and the

recorded behavior becomes more sensitive to small local variations. Such local

variations include macroscopic single cracks or clusters, which can be typically

detected by low-to-medium frequency guided and bulk ultrasonic waves, and

microscopic cracks, material nonlinearities or dislocations pile-ups as detected by

nonlinear ultrasonic methods. A global view of SHM envisions the spatial reso-

lution and types of damage which can be detected to span a continuum from the

local and microscopic to the global and macroscopic. A schematic representation

of the classification of SHM techniques on the basis of frequency range of inter-

rogation and corresponding size of detectable defects is found in Fig. 1.5. Another

obvious correlation is between the spatial range of inspection, i.e. the dimensions

of the portion of the structure inspected at anyone time, and the frequency of the

response to be analyzed.

The broad frequency range covered by the various SHM techniques suggests

the challenges associated with the development of proper modeling tools, which in

principle should allow simulations and damage interpretation processes to occur

over the entire frequency spectrum. As this is clearly not feasible, the need is for

dedicated techniques which can be used for high frequency analysis and wave

propagation problems up to the MHz regime. Some of these techniques will be

presented in this book.

1.2.3 Vibration-Based Techniques

Low-frequency interrogation corresponding to vibration-based techniques typi-

cally involves the entire structural component, with its boundary conditions, so

Fig. 1.5 Classification of

dynamics-based SHM

techniques on the basis of

frequency of interrogation of

the dynamic behavior of the

system
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that an indication of damage can be related to the presence of a defect anywhere

within the structure. For example, a local reduction in stiffness affects the natural

frequencies, and in principle can be detected by a single sensor mounted anywhere

on the structure under consideration. For this reason, vibration-based techniques

are usually considered as ‘‘global’’ tools. Their global nature, and the relative ease

with which modal properties can be extracted through active modal testing or

operational modal analysis performed using ambient loads, have promoted the

development of several vibration-based techniques for damage identification.

Another important aspect associated with the analysis and monitoring of modal

parameters is related to their immediate relation to the overall performance of the

structure. Knowledge of the modal properties and their relation with the loading

configuration is an important step in the design of a component, and significant

variations of the modal properties in most circumstances can be directly related to

a degradation in performance which dictates the need for maintenance, repair or

replacement of the part. An overview of vibration-based techniques for SHM can

be found in [10], and is also given later in this book (Chap. 10). The general trend

that can be identified from an analysis of the state-of-the-art suggests that natural

frequencies in general are not very sensitive damage indicators, and therefore

cannot be used for early damage indication. Mode shapes, and more importantly,

their spatial derivatives, representing quantities such as modal curvatures and

powerflows [50], are instead effective at detecting small damages, and at directly

providing their location. The drawback of such an analysis however resides in the

need for a large number of sensors to obtain the spatial resolution required to fully

characterize the modes and to accurately compute their spatial derivatives. Such a

drawback can be partially mitigated by the use of Scanning Laser Doppler Vib-

rometers (SLDVs), which easily map the dynamic operational shapes of a structure

with very favorable spatial resolutions in a timely fashion. The use of SLDVs

however does not favor the vision of the implementation of an on-line SHM

approach capable of periodic or continuous monitoring of the structure through an

embedded system of sensors and actuators as represented schematically in

Fig. 1.2. SLDVs are however very valuable tools to support the development of

novel SHM techniques as indicated in parts of this book, and, more importantly, to

enable the integration of vibration monitoring with inspections performed at higher

frequencies such as with guided waves as discussed in the next section. Such

integration is essential in order to combine the global nature of vibration-based

methods, with the sensitivity of wave-based inspections, and to effectively

implement a ‘‘global-to-local’’ (or a ‘‘local-to-global’’) approach to structural

health assessment. Merging and integration of various SHM techniques is still an

active area of research, which holds many promises towards the practical appli-

cation of several of the concepts discussed in this book.
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1.2.4 Guided Waves Inspection

The application of guided waves (GWs) as inspection tools for SHM is receiving

attention of a large number of researchers. The most attractive feature of GWs is

their ability to travel long distances in plate and shell-like structures, which makes

the inspection of large areas possible. Complicating factors are the multi-modal

and dispersive natures of GWs signals, which require the development of proper

interpretation tools. The objective is the extraction of relevant features from the

recorded response, which may be related to damage. In this regard, proper signal

processing algorithms are essential features of GW-based SHM techniques.

Overviews of signal processing strategies used for GW interpretation and damage

measure formulation can be found in [42, 36, 52]. Time Frequency Transforms

(TFTs) are well-suited for the analysis, decomposition and de-noising of GW

signals, which are typically non-stationary. Short Time Fourier Transforms (STFT)

[31], Wigner–Ville Distributions (WVD) [34, 37], and, more recently, the Hilbert-

Huang Transform (HHT) [31, 48] are examples of various techniques used to

observe the propagation of various modes, to separate reflections from incident

waves and to formulate associated damage measures. The Wavelet Transform

(WT) in its various forms is a very important and versatile tool, used extensively

for denoising, as well as for feature extraction and selection [52]. The discrete

wavelet decomposition is applied for example in [41] as part of a feature extraction

and automatic classification framework developed for GW inspection of pipes. The

STFT is applied in [19] to select and isolate the first symmetric mode (S0), known

for being particularly sensitive to crack-type damages, and to formulate an asso-

ciated damage index. In [33], a network of sensors is used to construct GW

tomograms for anisoptropic composite plates. The approach accounts for attenu-

ation in the composite material by using the energy of the earliest wave signals as

the reconstruction parameter, and by normalizing the wave energy of the defective

sample with respect to that of the undamaged one. For quantitative comparisons

between tomograms, a parameter b is introduced as the ratio of the considered

values in the defect-free region to that of the defective region of a tomogram.

Higher dimensional Fourier Transforms (FTs), transforming the signal in the

wavenumber/frequency domain, are also used to identify wave modes and to

investigate mode conversion phenomena caused by crack-like damages [1].

Examples of numerical investigations of mode conversion phenomena can be

found in [4]. Recently, two-dimensional and three-dimensional FTs have been

applied as tools to decouple incident and reflected waves and to filter out the

incident component from the recorded signals [44]. The experimental application

of this concept is enabled by the application of the SLDV, which easily provides

the spatial measurement resolution needed to perform FTs in the spatial domain. A

damage measure based on this concept is currently in the works. The SLDV was

also used in [53] to investigate maximum amplitudes of low frequency Lamb

waves propagating in plate structures. Amplitude reductions and sudden increases

across the defect were considered as indicators of damage.
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As in [41], signal processing tools are often combined with tools that are able to

classify the identified signal features and relate them to damage type and extent.

The most common technique for pattern recognition is certainly the use of NNs.

Examples of their application for GW in SHM can be found in [54], where

spectrographic features from Lamb wave signals in the time-frequency domain

were used to construct a damage parameters database, through which a NN was

then trained for its successive use for identification of delaminations in quasi-

isotropic composite laminates. A multi-layer perceptron (MLP) neural network is

used in [29] as part of a novelty detection method. The technique is applied to a

thin, isotropic plate, where GWs are sequentially transmitted and captured by eight

piezoelectric patches bonded to the plate to act both as sensors and actuators.

Scattering waveform responses representing normal and damaged conditions are

transformed into a set of novelty indices that are fed as inputs to the NN incor-

porating the MLP architecture to compute and predict the damage location on the

plate.

1.2.5 Ultrasonics and Nonlinear Ultrasound

Ultrasonic inspection is a well-known NDE tool, which provides local, detailed

damage information. Its effectiveness to detect a broad range of damage types is

well proven by a vast scientific literature and by its broad range of applications.

Like AE, ultrasonic inspection as an NDE tool will not be covered in this book.

However, it is useful to include it as part of the potential integration with SHM

tools such as vibration-based and guided-wave based techniques, which thus far

have not shown the same level of accuracy and sensitivity, but which potentially

allow more frequent inspections. In this perspective, ultrasonic techniques may be

considered for confirmation of damage information obtained from a SHM system,

and for its subsequent detailed characterization. This process could lead to sig-

nificant reductions in time and costs, by limiting the ultrasonic inspections to parts

where the indication of the presence of damage derives from information obtained

from an on-board SHM system.

An important relation to be made is between the loading history of the part

under consideration, damage that can be detected by an SHM system, and its

progression from the precursors to its propagation to a detectable level. Such

relation can be investigated again through the integration of the SHM approach

with an NDE process such as nonlinear ultrasound, which is capable of tracking

the accumulation of fatigue and development of defects at the micro-structural

level. Nonlinear ultrasound measures elastic and plastic nonlinearities in a material

through the analysis of ultrasonic wave distortions in the forms of harmonic

generation corresponding to a tonal input. The acoustic nonlinear parameter pro-

vides a quantitative measure of wave distortion as its value can be directly related

to the amplitude of the harmonics multiples of the input frequency. The magnitude

of the nonlinear parameter is also directly dependent on the crystalline structure of
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the solid [8, 30], and on the presence of defects. Hence, measurement of the

amplitude of higher harmonics’ amplitudes allows direct measurement of the

nonlinear parameter and the establishment of a direct relation with the accumu-

lation of micro-structural defects such as dislocations pile-up resulting from fati-

gue loading [8]. The direct relation between amplitude of the higher harmonics,

and presence as well as severity of defects at the micro-structural level has made

nonlinear ultrasound a very important material characterization tool, which has

been widely applied in metals. The transition to an NDE-type application for

fatigue tracking as suggested in [20, 30], and its application in conjunction with

SHM tools represents a very interesting prospect to gain full understanding of the

process of damage growth. The extension of the study to composite materials, with

specific relation to allowable defect sizes can be of significant importance towards

the optimization of composite structural designs, the understanding of composite

structure degradation and fatigue, and the definition of proper acceptance levels for

manufacturing defects to avoid overly conservative design specifications.

1.3 Sensing and Actuation Strategies

This section presents an overview of common sensing and actuation strategies for

SHM. Focus is placed the techniques devoted to based inspection, where a sig-

nificant amount of research is being conducted towards the development of effi-

cient excitation of wave modes which are most sensitive to damage, the need for

interrogating specific directions in a structure, and the ability to steer elastic

waves, so that a large area of a structure can be interrogated. An important aspect

of a SHM system is certainly sensing, for which the possibility of having

embedded sensors is of great relevance. In this regard, fiber optic sensors are of

primary importance: the basic principle of their operation is presented Sect. 1.3.2,

together with an overview of piezoelectric actuation and sensing strategies for

SHM as described in what immediately follows. Finally, SLDVs as SHM tools will

be briefly introduced.

1.3.1 Piezoelectric Actuators and Sensors

Probably the most common approach for the generation and sensing of guided

elastic waves is the use of piezoelectric patches. The direct and inverse piezo-

electric effects makes piezoelectric materials ideal sensors and actuators, which

can be used for guided-wave tomography in a pitch-catch configuration, whereby a

receiver captures a signal from a transmitter, or in a pulse-echo mode, where the

same component acts both as a transmitter and as a receiver.

Detailed accounts of the application of piezoelectric materials for guided wave

excitation are presented in monograph form in [15]. Piezoelectric patches have
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been used extensively to excite guided waves by exploiting shear actuation, or a

longitudinal actuation mode. Schematic of actuation configurations using piezo-

electric patches and stacks in shear and longitudinal mode are shown in Fig. 1.6.

The shear actuation mode is very convenient since it simply requires direct

bonding of the patch onto the surface, while the longitudinal actuation mode

requires a backing to provide enough reaction and facilitate the coupling between

the piezo and the underlying structure.

An important issue that needs to be considered is the need for evaluating the

optimal matching, or tuning, of the piezo with the excited structure, so that optimal

generation of waves is achieved. This aspect is widely discussed in [15]. In here, it

is sufficient to indicate that critical parameters define the relation between the

dimensions of the patch, the wavelength of the excited wavemode and the cor-

responding tuning frequency. Figure 1.7 shows the variation of the output

amplitude as a function of frequency corresponding to a patch actuated in shear on

a plate. The plot clearly shows that the amplitude of the displacement generated by

the actuator varies significantly with frequency, and that different maxima are

achieved for the A0 and the S0 mode, indicating the possibility of tuning the

frequency of excitation to preferentially generate one mode or the other.

Another important parameter is the actuator/sensor shape which can lead to

directional excitation and sensing. Solid, individual patches typically do not lead

to strong directivity, however, it is well known that arrays of patches [14, 16], as

well as properly shaped piezoelectric actuators can lead to strong directional

characteristics and can provide the ability to direct waves in specific directions

through electronic or spatial phasing of the array components. Some of these

aspects are discussed in Chap. 8.

Recently, more complex piezoelectric configurations have been considered to

improve the coupling conditions, to optimize tuning and to obtain directivity. The

application of piezo-composites of the kind shown in Fig. 1.8, can lead to novel

actuation and sensing configurations, and could be exploited for directional

sensing and actuation.

Fig. 1.6 Lamb wave

generation using shear mode:

anti-symmetric (a), and

symmetric mode (b), and

using longitudinal mode (c)
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Significant attention has been devoted to the use of Macro Fiber Composite

(MFC) patches for various applications including SHM. The MFC patch is an

innovative actuator produced by Smart Material Corporation and originally

Fig. 1.7 Normalized

amplitude of plate response

versus frequency for shear

mode excitation: A0 mode

(a), and S0 mode (b)

Fig. 1.8 Examples of piezoelectric composites: 1-3 piezoelectric composites feature piezoelec-

tric rods embedded in a polymer matrix (a), 2-2 piezoelectric composites feature piezoelectric

sheets laminated between polymer sheets (b)
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developed at NASA Langley Research Center. The design consists of rectangular

piezo ceramic rods sandwiched between layers of adhesive and electroded poly-

imide film as shown in Fig. 1.9. The film contains interdigitated electrodes that

transfer the applied voltage directly to and from the ribbon shaped rods. This

assembly enables in-plane poling, actuation, as well as sensing in a sealed, durable,

ready-to-use package. When embedded in a surface or attached to flexible struc-

tures, the MFC provides distributed solid-state deflection and vibration control

capabilities as well as the ability to measure strains. Two types of MFC transducer

exist. A first types uses the 31 piezoelectric effect in the ceramic rods by applying a

through-the thickness voltage as described in Fig. 1.9. The second configuration

exploits the 33 piezoelectric effect by applying a longitudinal voltage through

interdigitated electrodes (Fig. 1.10).

In light of the introduction of actuators/sensors of complex shapes and func-

tionalities of particular importance is the accurate estimation of guided wave

generation through surface mounted or embedded piezoelectric patches or wafer

transducers [14–16]. Accurate models can provide the basis for the selection of

geometry, dimensions, and excitation bandwidth suitable for the excitation of

specific modes and the detection of specific damage types. A common approach is

based on the solution of the wave equation in the spatial Fourier domain [56]. This

technique is applied to the analysis of waves generated by several actuator con-

figurations generating plane and crested waves in isotropic structures in [14, 15],

where it is shown how the size of the actuator is a very important parameter for

tuning the excitation to a specific frequency and wave mode. These results, which

are limited to one-dimensional (1D) wave propagation, are extended to the 2D

analysis of crested waves propagation in plates in [35], where an analytical model

allows the investigation of the effects of the in-plane shape of the piezo-patch. The

formulation of [35] relies on the solution of the 3D equations of elasticity with the

Fig. 1.9 Macro fiber composite (MFC) transducers (Smart Material Corporation)

24 1 Introduction



stress field generated by the surface bonded piezo as boundary conditions. The

analytical derivations assume simplified expressions for such stress distributions,

which allow the analytical derivations of the plate response, but may lead to

inaccurate estimations of tuning frequencies and directionality, specifically at high

frequencies. In particular, the approximation that piezoelectric stresses are con-

centrated on the boundaries of the patch leads to neglecting the shear lag phe-

nomena associated with the presence of a bonding layer [26], which results in the

inaccurate estimation of the tuning conditions for actuation [23]. The development

of general procedures to couple actuation through surface mounted piezo-patches

and underlying structure and to accurately capture the generated wavefield still

represents a significant challenge to the SHM research community. Capturing

details of the actuation, while being able to simulate the propagating wavefield can

easily lead to FE models that are very large and computationally costly. Semi-

analytical solutions of the kind proposed in [35] are very convenient, but rely on

simplifying assumptions, which may reduce the accuracy of the simulations.

Proper coupling between a coarser FE model of the structure and a locally refined

model of the actuator is certainly a goal to be achieved in the near future to provide

the accuracy required for model-based design of a guided wave-based SHM

system.

1.3.2 Fiber Optics Sensors

Fiber Optic Sensors (FOS) are one of the most widely used sensors in the context

of SHM due to the simplicity of their use. In fiber optic sensing, the response to

external influence is deliberately enhanced so that the resulting change in optical

radiation can be used as a measure of the external perturbation. In the area of

communication, the signal passing through a fiber is already modulated, while in

sensing, the fiber acts as a modulator. It also serves as a transducer and converts

measurands like temperature, stress, strain, rotation or electric and magnetic

currents into a corresponding change in the optical radiation. Since light is char-

acterized by amplitude (intensity), phase, frequency and polarization, any one or

more of these parameters may undergo a change. The usefulness of the fiber optic

Fig. 1.10 Smart Material Corporation
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sensor therefore depends upon the magnitude of this change and the ability to

measure and quantify the same reliably and accurately.

The advantages of fiber optic sensors are freedom from EMI, wide bandwidth,

compactness, geometric versatility and economy. In general, FOS is characterized

by high sensitivity when compared to other types of sensors. It is also passive in

nature due to the dielectric construction. Specially prepared fibers can withstand

high temperature and other harsh environments. In telemetry and remote sensing

applications, it is possible to use a segment of the fiber as a sensor gauge while a

long length of the same or another fiber can convey the sensed information to a

remote station. Deployment of distributed and array sensors covering extensive

structures and geographical locations is also feasible. Many signal processing

devices (splitter, combiner, multiplexer, filter, delay line etc.) can also be made of

fiber elements thus enabling the realization of an all-fiber measuring system.

1.3.2.1 FOS Classification

There are a variety of ways the FOS can be classified. These are as follows:

• Classification based on Modulation and Demodulation process: Based on

modulation or demodulation, an FOS can be called as an intensity (amplitude),

phase, or frequency or a polarization sensor. Since detection of phase or fre-

quency in optics calls for interferometric techniques, the latter are also termed as

interferometric sensors. From a detection point of view, the interferometric

technique implies heterodyne detection/coherent detection. On the other hand

intensity sensors are basically incoherent in nature. Intensity or incoherent

sensors are simple in construction, while coherent detection (interferometric)

sensors are more complex in design, however they offer better sensitivity and

resolution.

• Classification based on the application of FOS: FOS can also be classified on

the basis of their application such as physical sensors (e.g. measurement of

temperature, stress, etc.), chemical sensors (e.g. measurement of PH content,

gas analysis, spectroscopic studies, etc.), and bio-medical sensors (inserted via

catheters or endoscopes which measure blood flow, glucose content and so on).

Both the intensity types and the interferometric types of sensors can be con-

sidered in any of the above applications.

• Classification based on mode of sensing: In this classification there are two

types of FOS, namely Extrinsic and Intrinsic sensors . In the former, sensing

takes place in a region outside of the fiber and the fiber essentially serves as a

conduit for the to-and-fro transmission of light to the sensing region efficiently

and in a desired form. On the other hand, in an intrinsic sensor, one or more of

the physical properties of the fiber undergo a change as mentioned in the first

item above.
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1.3.2.2 Basic Components of a FOS

A fiber optic sensor in general will consist of a source of light, a length of sensing

(and transmission) fiber, a photo detector, demodulator, processing and display

optics and the required electronics. In a fiber-optic sensing system, the emitter and

the receiver share a single housing. The fiber-optic cable that is connected to the

amplifier allows the sensor to reach areas inaccessible to standard photoelectric

sensors. The sensor emits, receives, and converts the light energy into an electrical

signal. Fiber-optic cable consists of a plastic or glass fiber surrounded by a layer of

cladding material (see Fig. 1.11). The difference in densities between these two

components enables the cables to act in accordance with the principle of total

internal reflection.

1.3.2.3 Principle of Operation

The FOS works on the principle of total internal reflection, which states that all the

light striking a boundary between two media will be totally reflected. That is, no

light energy will ever be lost across the boundary. This principle pertains only

when the following two conditions are met:

• The critical angle is less than the angle of incidence for the particular combi-

nation of materials. The materials in this case are the core and the cladding of

the optical fiber.

• The light is in the denser medium and approaching the less dense medium. The

cladding material is less dense than the core material, and as a result has a lower

refractive index.

As long as these two conditions are satisfied, the principle of total internal

reflection applies whether the fiber-optic cable is bent or straight (within a defined

minimum bend radius). The amount of literature pertaining to FOS is quite large.

In this section, we will describe only two important Extrinsic FOS that find

extensive applications in SHM, that is, Extrinsic Fabry-Perot interferometric

(EPFI) FOSand Fiber Bragg Grating (FBG) FOS.

Fig. 1.11 Schematic of a

typical optical fiber used in

FOS
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1.3.2.4 Fabry-Perot Interferometric FOS

A schematic of the EFPI sensor is shown in Fig. 1.12. EPFI is an extrinsic sensor

that works on the principle of multi reflection Fabry-Perot interference between the

two reflected mirror as shown in Fig. 1.12. This sensor is made using single mode

optical fiber and a multi mode fiber as reflectors. These two fibers are inserted and

fused into a quartz capillary tube of larger diameter. The ends of the capillary tube

is glued with epoxy to avoid weak fusion points.

In this FOS, a cavity is created between two parallel reflectors and this cavity is

perpendicular to the optical fibers. When an external load is applied, the cavity

length changes, which can be measured using CCD spectrometer. If Dd is the

change in the cavity length, and L is the gauge length (or the length between two

fusion points in a capillary), then the strain on the sensor is given by e ¼ Dd=L.
The strains change in the presence of the crack or change in the loading and hence

this measure can be used effectively used in SHM studies.

1.3.2.5 Fiber Bragg Grating FOS

Some optical fibers, especially those made by doping germanium are highly

photosensitive when a light of a specific wavelength are incident on them. That is,

the refractive index of the fiber change permanently when these fibres are exposed

to light of a specific wavelength. A uniform FBG has a segment of optical fiber

containing periodic modulation of refractive index. The principle of operation of

FBG sensor is shown in Fig. 1.13.

Normally FBG is fabricated on a germanium doped single mode optical fiber

using ultraviolet laser source of range 240–248 nm. Many fabrication method can

be adopted, such as interferometric method, phase mask method etc. The length of

gratings are normally in the range of 1–20 nm. When the input light is incident on

the grating, some parts of it is reflected, while the others are transmitted. The

principle on which the FBG works is based on the changes in the measured

reflective signal, which is the center wavelength of the back reflected light from

the Bragg Grating. This depends on the effective refractive index of the core and

the periodicity of the grating. Knowing the grating periodic spacing d and effective

refractive indexreff , the Bragg wavelength is given by

kb ¼ reffd ð1:1Þ

Fig. 1.12 Schematic of a

Fabry–Perot interferometric

FOS
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Hence the wavelength will shift with the change in the effective refractive index

or the spacing of the grating. Such changes can be caused when the grating area is

subjected to mechanical or thermal load. If De is the change in mechanical strain

due to a mechanical load, and DT is the change in temperature due to thermal load,

then these changes can be related to the Bragg wavelength change as

Dkb ¼ aDeþ bDT a ¼ kbð1� pcÞ b ¼ kbðaA þ aBÞ ð1:2Þ

where pc is the strain-optic constant, aA is the thermal expansion coefficient of the

fiber and aB is the thermal optic coefficient of the fiber. Measurement of the

changes in the Bragg wavelength is paramount in the SHM studies for either load

monitoring or damage detection.

1.3.3 Laser Vibrometer

Scanning Laser Doppler Vibrometers are convenient tools for the detailed mea-

surement of dynamic deformed shapes of structures. Based on the evaluation of the

doppler shift between a reference and a reflected Laser beam, SLDVs can con-

veniently measure the response over a fine grid of measurement points. The grid

can be selected and modified by the user such that global operational shapes, or

local vibration patterns in a region of interest can be captured. The non-contact

nature of the measurement is a very important feature, together with the extremely

large bandwidth over which dynamic measurements can be performed. Current

SLDVs can detect motion at frequencies which span the 0.1 Hz up to 20 MHz

regimes, a bandwidth that cannot be achieved with sensing devices such as

accelerometers.

Fig. 1.13 Principle of operation of fiber bragg grating of FOS
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The use of SLDV has initially been dedicated to modal analysis purposes, while

more recently it has been extended to SHM. The fine spatial resolution of the

measurements in fact allows the accurate application of vibration-based techniques

relying on the evaluation of the modal curvatures of panel structures, as discussed

in [50]. As previously mentioned, the SLDV was also employed in [53] to

investigate maximum amplitudes of low frequency Lamb waves propagating in

plate structures. Amplitude reductions and sudden increases across the defect were

considered as indicators of damage. The high frequency capabilities of SLDVs

have also made the detection and analysis of propagating wavefield a practical and

viable procedure for damage detection and characterization [28, 44, 50]. Time-

domain measurements of transient wavefield using the SLDV require the gener-

ation of a pulse at each grid point in order to record the corresponding response.

Phase information is retained by triggering the excitation signal through a low

frequency signal, which also defines the scanning rate. A schematic of a typical

set-up considered for wavefield measurement is shown in Fig. 1.14.

Upon completion of measurements at all grid points, the recorded responses are

post-processed to obtain full images of the propagating wavefield within the region

of inspection. The data are organized in 3D arrays uðx; y; tÞ, which define the

velocity component aligned with the Laser beam at the considered location and

time instant. Examples of snapshots of recorded wavefield images in an aluminum

plate with several artificial defects are presented in Fig. 3.28. The visualization of

the detected wavefields clearly shows waveforms propagating out from the source,

and interacting with structural discontinuities, where they are converted, reflected

and diffracted. Signals scattered from defects however are typically much smaller
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Fig. 1.14 Schematic of experimental set-up for wavefield detection using a SLDV system
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in amplitude than incident waves, and additional processing is required to effec-

tively identify, localize and possibly characterize damage. To this end, several

procedures for incident wave removal have been proposed in recent years [27, 44].

Such procedures, which operate either in the time domain [27], or in the fre-

quency/wavenumber domain [44] have the objective of removing the wave gen-

erated by the transducer to obtain a residual wavefield which contains only the

contributions of small scatterers such as defects. Some of these techniques will be

presented in detail later in this book (Chaps. 3 and 10) (Fig. 1.15).

1.4 Modeling and Simulation Techniques for SHM

The focus of this book is to address the computational aspects related to SHM.

Hence, it is appropriate at this point of time to discuss the importance of modeling

and the various available simulation techniques in the context of SHM.

1.4.1 The Importance of Modeling in Structural Health

Monitoring

Section 1.1.2 discussed how modeling forms the major part of the SHM process.

In this respect, SHM can be thought out as a system identification problem. It is

well known that the solution of the system identification problem is not straight

forward and often very difficult. In many cases, these problems do not have a

unique solution. This is because the solutions depend on a large number of

parameters whose effects on output is not known. Most system identification

problem requires determination of the System Transfer Function or Frequency

Response Function (FRF), which requires sound mathematical models for its

determination. In the context of SHM, the damage modes of metallic structures are

quite different when compared to that of composites. In fact, damage in composites

is an order of magnitude more complex and difficult to understand than in metallic

Fig. 1.15 Snapshot of

guided wavefield measured

on a bonded aluminum plate

using a SLDV system
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structures. Hence, it is necessary to develop computational models for various

damage types in structures. The choice of appropriate computational mathematical

models depends on the size of damage that needs to be predicted. If the damage

sizes are quite large compared to the dimension of the structure, then models based

on Finite Element Method, Finite Difference method etc. may be sufficient.

However, when the damage sizes are very small, one needs very small duration

input pulse (of the order of lsecs or lower) having very high frequency content.

For such cases, wave propagation based method, that never imposes any constraint

on the frequency content, is required. Spectral Finite Element (SFE) is one of those

methods that falls under this category. Next important aspect is the damage

detections algorithms to predict and locate the damage and determine its orien-

tation and extent. These are the first two levels of SHM that we discussed earlier in

Sect. 1.1.3. The damage prediction algorithm should be able to complement the

chosen mathematical model and must be able to predict the damage location with

incomplete and noisy measured data. In addition to these, in many large structures,

the number of measured data will be enormously large and all of these data may

not be useful for damage prediction. Hence, methods to reduce the data to a

suitable set that can give meaningful information is required. This requires sig-

nificant mathematical and regressional analysis of the measured signals. Hence,

from the above discussion, the importance of modeling in SHM is quite clear.

All mathematical models are represented by Partial Differential Equations

(PDEs), which are derived based on assumptions on the behavior of the field

variables. Most PDE’s encountered in SHM are either of hyberbolic or elliptic

type. In both cases, analytical solutions are quite difficult to obtain, therefore

numerical techniques need to be applied. Some of the numerical techniques

transform the governing PDE’s into a weak form, which is the integral represen-

tation of the governing equation and it is obtained using Variational Principles. In

the weak form, the dependent field variable is weighted with a function and the

resulting expression, when integrated by parts over the domain, will convert the

PDE’s into an integral form that is amenable to numerical solution. The choice of

the weights determines the type of the numerical method. This procedure is called

the Weighted Residual Technique (WRT) and more details of this method can be

found in [55]. In the next few subsections, we will describe a few numerical

techniques, many of which can be derived from WRT, for the solution of PDE’s.

1.4.2 Finite Difference Techniques

This method can be directly derived from the weak form of the governing equation

and using WRT, where the dependent variable is weighted by a weighting function

represented by Dirac Delta function. This will convert the governing PDE to a

difference equation in terms of the values of the dependent variable over a domain

called the cell. The essential and natural boundary conditions at the cell interface

with the other cells are enforced, which gives a set of algebraic equations, using
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which the unknown nodal values are obtained. This method is extensively used

in the solution of fluid dynamic problems and the details of this method can be

found in [2].

The above explained procedure, which results in the Central Difference Finite

Difference Scheme that is only second order accurate. Higher order accurate dif-

ference schemes are also highly reported in the literature. The details of some of

these methods are given in [5]. The method has two sub categories, namely method

and implicit methods. In explicit method, the size of cell (also called the step size)

is very critical for the solution accuracy. That is, the explicit methods such as

central difference scheme, have a constraint placed on the step size. When the step

sizes are larger than the critical value, the solution diverges. However, the solution

process mandates that the value at the present step is dependent only on the values

preceding the current step and hence at every step, we need to solve only an

algebraic equation. In the implicit method, the value of an unknown dependent

variable also depends on the value preceding the current step and also values ahead

of the current step. Hence, we need to solve matrix system of equations at every

step. The main advantage is that this method does not have a constraint on the

step size.

In the context of SHM, cell sizes are very critical. If the size of the damage is

very small, then the SHM process requires a signal having very high frequency

content to be applied to the system. At these high frequencies, the wavelengths are

very small and hence the cell sizes need to be compatible to the wavelength of the

response of the structure. Typically 8–20 cells should span each wavelength.

1.4.3 Finite Element Method

The Finite Element Method is the most versatile of all the available modeling

methods because of its ability to model complex geometries by piecing together

the information available over a small domain called an ‘‘element’’. Hence, FEM

needs a mesh (which is the collection of elements) of the domain of interest and

over each element, the variation of the field variable (say displacements) is

assumed. These assumed variation are then converted to the nodal quantities

(nodal displacements). These are then substituted into the weak form of the diff-

erential equation and a system of matrix algebraic equations are obtained in the

case of static analysis or ordinary differential equations in the case of time-

dependent problems. This process gives the stiffness matrix for static analysis

problems and the stiffness and mass matrices for time dependent problems. The

static system of equations are solved using the standard algebraic equation solver,

while the time dependent equations are solved by converting the coupled set of

differential equations into difference equations using the procedures outlined in

Sect. 1.4.2. More details are available in many classic text books on FEM [5, 9,

40] can also be derived directly from the WRT, wherein the weight function and
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the displacement variation over each element, are same. This aspect is discussed

in [55].

From the SHM point of view, the approach has the same limitations of the finite

difference method, that is, mesh sizes have to be very small for modeling small

damages. The relationship between the mesh sizes and the frequency content of

excitation and the effects of choosing large mesh sizes are discussed in [17]. The

details of the application of this method to SHM problems is discussed in Chap. 4.

1.4.4 Boundary Element Method

In the Boundary Element method (BEM), the governing PDEs over the domain of

interest are converted into two components, one containing the integral over the

domain surface and the second component is a volume integral over the domain.

Such a splitting is possible using the Stokes Theorem [21]. The solution of the

second component comprising of the volume integral is obtained considering the

Green’s function for a point load on an infinite space, which is standard for most

problems. This solution is called the Fundamental Solutions. The first component

of the PDE, namely the boundary integral on the surface of the domain are solved

via standard FEM. This process reduces the dimensionality of the problem by one,

that is a 2D problem become 1D and a 3D problem becomes a 2D problem.

However, the main disadvantage of this method is that the fundamental solutions

are available only to some select problems. Analyzing non-linear problems are

very difficult. The details of this method can be found in [6].

There is a great advantage of using BEM to SHM problems. This is because, the

internal part of the domain of interest need not be modeled. However, if a crack or

some damage is present in the structure, they form the part of the boundary. As in

the other two methods, the mesh sizes for the boundary should be small enough to

be comparable to the wavelength of the input signal. As such there is not much

reported in the literature on the application of BEM to SHM problems.

1.4.5 Spectral Finite Element Method

The Spectral Finite Element Method (SFEM) was initially conceived by Beskos

and Narayan [7]. This was later popularized by Doyle and co-workers [11]. The

spectral element method is essentially a finite element method formulated in the

frequency domain. However, their methods of implementation are quite different.

The basic differences between SFEM and FEM are highlighted in the following

paragraph.

FEM is based on an assumed polynomial for displacements. These assumed

displacement polynomials are forced to satisfy the weak form of the governing

differential equation, which yields two different matrices, namely the stiffness
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matrix and the mass matrix. These elemental matrices are assembled to obtain

global stiffness and mass matrices. The assembly process ensures equilibrium of

forces between adjacent elements. This procedure will give the discretized form of

the governing equation, given by ½M�f€ug þ ½C�f _ug þ ½K�fug ¼ fFðtÞg, where ½M�
and ½K� are the global mass and stiffness matrix and f€ug, f _ug and fug are the

acceleration, the velocity and the displacement vector, respectively. Matrix ½C� is
the damping matrix, which is normally obtained from the combination stiffness

and mass matrix as ½C� ¼ a½K� þ b½M�, where a and b are the stiffness and the

mass proportional damping factors, and the damping scheme is called the pro-

portional damping scheme. There are two methods of solving the above matrix

differential equation, namely the Direct Time Integration and the Mode Super-

position Method. The mode superposition method of solution cannot be used for

wave propagation analysis. This is because, the solution requires extraction of all

the higher order eigen modes, which is computationally prohibitive. The preferred

solution method is the time marching scheme, where two different strategies are

available, namely the explicit methods and the implicit methods. These were

discussed in Sect. 1.4.2. For wave propagation and highly transient dynamics

problems, explicit methods are normally preferred. In the time marching scheme,

the solution process takes place over a small time step DT . The solution of the

dynamic equations will give displacement, velocity and acceleration histories. The

solution process is repeated for N time steps until the total time T ¼ NDT is

reached. The solution time is directly proportional to the number of degrees of

freedom in the model, which is usually very high for wave propagation problems.

SFEM on the other hand uses in most cases the exact solution to the wave

equation in the frequency domain as its interpolating function. One can see, unlike

the polynomials in the case of FEM, here, we need to deal with complex expo-

nentials as the interpolating functions. The exact solution will have wave coeffi-

cients corresponding to the incident and reflected wave components. If one wants

to model an infinite domain, then the reflected components can be dropped from

the interpolating functions. This gives what is called the throw-off elementsfor-

mulation. This is a great advantage that SFEM has over FEM. Using the inter-

polating functions for the displacement, the dynamic element stiffness matrix is

formulated. One can formulate this stiffness matrix as in the case of conventional

FEM, using the weak form of the governing equations. This approach will involve

complex integration. Alternatively, one can formulate the dynamic stiffness matrix

using stress or force resultant expressions. This method is normally suitable since

it does not involve complex integration. The basic steps involved in the analysis

using SFEM are as follows. First, the given forcing function is transformed to the

frequency domain using the forward Fast Fourier Transform (FFT). In doing so,

we need to choose the time sampling rate and number of FFT points to decide on

the analysis time window. Care should be taken to see that the chosen window is

good enough to avoid what are called wraparound problems [18]. The FFT output

will yield the frequency, the real and imaginary part of the forcing function, which

are stored separately. Over a big frequency loop, the element dynamic stiffness

matrix is generated, assembled and solved as in the case of conventional FEM.
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However, these operations have to be performed at each sampled frequency. This

does not pose a major computational hurdle since the problem sizes are many

orders smaller than conventional FEM. The solution process is first performed for

a unit impulse, which directly yields the FRF. The FRF is then convolved with the

load to get the required output in the frequency domain. This output is then

transformed to the time domain using the inverse FFT.

There are many advantages that SFEM gives over conventional FEM. The

SFEM can give results in both the time and frequency domain in a single analysis.

Obtaining the FRF is a big advantage of the SFEM. This enables one to solve

inverse problems such as the force or the system identification problems in a

straightforward manner. Since many damping properties are frequency dependent,

damping in structures can be treated more realistically. Visco-elastic analysis can

be performed without much alteration of the spectral element code. Since the

approach gives the FRF first, responses to different loading can be obtained using a

single analysis. In summary, SFEM is a method in which the FFT algorithm is an

essential part and gives problem sizes many orders smaller than conventional

FEM. SFEM for isotropic waveguides are dealt in [11] and for composites and

inhomogeneous structures in [18].

Formulation of the spectral elements requires determination of the spectrum

(the variation of wavenumber with frequency) relations and the dispersion rela-

tions (speed with frequency). The procedure to determine these for certain

waveguides will be given in the next chapter.The complete details of SFEM is

discussed in Chap. 5.

1.4.6 Perturbation Techniques

The application of perturbation techniques for the simulation of the dynamic

behavior of damaged structure is presented in detail in this book (Chap. 7). The

approach leads to efficient computations, which can predict the interaction of

propagating waves with damage, or the changes in the modal properties of the

structure under consideration. The basic idea consists in expressing damage as a

small reduction in thickness, or generally geometry, or a small variations in the

mechanical properties (Young’s modulus, density). Through a small parameter e,

straightforward expansions are performed so that a set of perturbation equations is

obtained. The e0 equation corresponds to the undamaged system, while higher

order terms introduce the effects of damage as variations with respect to the

damage state. Of note is the fact that all the equations in the perturbation set have

the same kernel, so that the same solution scheme can be conveniently applied.

Damage appears as part of the forcing term in the higher order equations. Various

solution methods have been used in conjunction with the perturbation technique,

with the SFEM having a predominant role due to the savings in computational

times it affords. The application of the perturbation technique has also been used
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for the solution of nonlinear problems, as a result of a nonlinear stress–strain

relationship as typically considered in nonlinear ultrasound. The expansion in

terms of a small parameter leads to a set of linear equations which again can be

solved either analytically, or using a discretization tool such as SFEM. Additional

details are provided in Chap. 7, together with a number of examples, which show

the generality of the perturbation approach for the simulation of wave–damage

interaction.

1.5 Organization of the Book

This book is organized in three parts spread over ten chapters. The first part, which

has three chapters, introduces the reader to some basic concepts in SHM. The need

for SHM, the entire SHM process and the importance of modeling in SHM, is

discussed. In Chap. 2, all the necessary theoretical background in theory of elas-

ticity, composites and wave propagation is reviewed. These subjects are necessary

to understand the material presented in this book. Chapter 3 presents the signal

processing techniques, the understanding of which is crucial in handling many

transient signals normally associated with SHM. Part-II of the book focuses on the

computational and simulation techniques associated with SHM. This part is spread

over six chapters. Both conventional finite element method and spectral finite

element method and their associated damage models are reviewed. In Chap. 4,

finite element method in the context of SHM is presented. Here, different ways of

modeling flaws and the various issues associated with FE modeling are presented.

In Chap. 5, spectral finite element method as a modeling tool is presented, wherein

the formulation of elements for different 1D waveguides and some 2D waveguides

are presented. Chapters 6 and 7 essentially address the formulation of simplified

damage models required for SHM simulation. The damage models covered in

these chapters include the modeling of different damage modes in composites such

as delaminations, fibre breaks, pitting corrosion, material degradation and notch

type damages. Chapter 8 addresses the modeling aspects of piezoelectric sensors/

actuators used in SHM. Chapter 9 presents a multi-scale method formulated

according to the bridging multi-scale technique. The chapter is followed by III,

wherein different algorithms for damage detection and quantification are pre-

sented. Chapter 10 illustrates some of the damage detection algorithms based on

vibration and wave propagation responses, which is followed by Chap. 11, wherein

the use of soft computing tools such as the Genetic Algorithm and Artificial Neural

Networks and their utility in damage detection are addressed.

The material presented in this book is comprehensive and covers all compu-

tational aspects associated with SHM. The book will serve as a useful reference

text for graduate students and practicing engineers. The book can also be used to

develop a gradate level course in SHM. The reader of the book is expected to have

some knowledge in strength of materials, basic finite element method and the first

course in Engineering mathematics.
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Chapter 2

Fundamentals Concepts in Elasticity,

Mechanics and Wave Propagation

2.1 Introduction

One of the fundamental concepts involved in the mathematical modeling is to first

generate the governing differential equation of the system. There are two general

ways of doing this. In the first method, the system is broken at the continuum level

and the 3D state of stress acting on block are written. Writing the equilibrium

equation of this free body essentially gives the equation governing the system. 2D

and 1D approximations can further be obtained from the 3D equations of motion

by converting the stresses into stress resultants through integration of the equation

of motion in the directions where the condensation of the dimension is desired.

The method described above is the theory of elasticity procedure of obtaining the

governing equation. One can see that, in this method, one has to deal with tensors

and vectors. This chapter will give the complete bird’s eye view on this subject.

An alternate way of generating the governing equations is by energy methods,

wherein the minimization of an energy functional yields the desired governing

equations along with the associated boundary conditions. This is the most widely

used method in techniques (see Chap. 4), where obtaining an approximate solution

to the governing equation is the main goal.

2.2 Basic Concepts in Elasticity

2.2.1 Description of Motion

Consider a body undergoing deformation to some applied loading (see Fig. 2.1). Let

u0 be its position at time t ¼ 0 (undeformed configuration) and ut its position at time

t. The motion of the body can be expressed in terms of the Eulerian coordinates

u ¼ uðx0; y0; z0; tÞ ð2:1Þ
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which is normally used to represent fluid in motion, or the Lagrangian coordinates:

u0 ¼ u0ðx; y; z; tÞ ð2:2Þ

where quantities are expressed in terms of the initial position vector u0 and time t.

In here and in the following, bold lower case letters denote vectors, while bold

capitals denote matrices.

Due to the above definitions, the evaluation of material derivative differ. In the

Eulerian frame of reference, the derivative of uðx0; y0; z0; tÞ is given by

du

dt
¼ ou

ot
ð2:3Þ

while in the Lagrangian frame, the derivative of u0ðx; y; z; tÞ is given by

du

dt
¼ ou

ot
þ ou

ox

dx

dt
þ ou

oy

dy

dt
þ ou

oz

dz

dt
¼ ou

ot
þ vx

ou

ox
þ vy

ou

oy
þ vz

ou

oz
ð2:4Þ

where vx; vy, and vz are the convective velocity in the three material directions.

The motion of a particle is defined in terms of its coordinates attached to the

particle. Displacement is for example defined as the shortest distance traveled

when a particle moves from one location to the other. If the position vectors of two

points are r1 and r2, the displacement vector u is given by

u ¼ r2 � r1 ¼ ðx2iþ y2 jþ z2kÞ � ðx1iþ y1 jþ z2kÞ

In other words, the displacement vector can be written as

u ¼ ðx2 � x1Þiþ ðy2 � y1Þ jþ ðz2 � z1Þk ð2:5Þ

Deformation is defined as the comparison of two states, namely the initial and the

final configuration. The deformation gradient is a concept extensively used in the

theory of elasticity, which relates the behavior of the neighboring particles. Consider

Fig. 2.1 Undeformed and

deformed configuration of a

body
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points P0 and P0
0, which at time t ¼ 0 are at a distance dr0 ¼ dx0iþ dy0jþ dz0k

(Fig. 2.2). At time t, the two points move to locations P and P0, so that the new

distance is denoted dr ¼ dxiþ dyjþ dzk. The location of P0 with respect to P is

given by rþ dr ¼ ðxþ dxÞiþ ðyþ dyÞjþ ðzþ dzÞk.
Consider the first term in the vector, namely ðxþ dxÞ. Expanding this term in

Taylor series with respect to variables corresponding at time t ¼ 0, gives

xþ dx ¼ xþ ox

ox0
dx0 þ ox

oy0
dy0 þ ox

oz0
dz0 � � � ð2:6Þ

which gives the following relation along with analogues for the other components:

dx ¼ ox

ox0
dx0 þ ox

oy0
dy0 þ ox

oz0
dz0

dy ¼ oy

ox0
dx0 þ oy

oy0
dy0 þ oy

oz0
dz0

dz ¼ oz

ox0
dx0 þ oz

oy0
dy0 þ oz

oz0
dz0

In tensorial notation, these expressions can be written as:

dxi ¼
oxi

ox0j
dx0j i; j ¼ 1; 2; 3 ð2:7Þ

where x1 ¼ x; x2 ¼ y; x3 ¼ z.

Similarly, the motion of particles at time t ¼ 0 can be expressed in terms of the

current time t as

dx0i ¼
ox0i
oxj

dxj i; j ¼ 1; 2; 3 ð2:8Þ

The quantities oxi=ox
0
j and ox0i =oxj are the deformation gradients and they form

the basis of description of any deformation state.

Fig. 2.2 Deformation of

neighboring points
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When expanded and written in the matrix form Eqs. 2.7 and 2.8 become

dr ¼ J0dr
0

dx

dy

dz

8

>

<

>

:

9

>

=

>

;

¼

ox
ox0

ox
oy0

ox
oz0

oy

ox0
oy

oy0
oy

oz0

oz
ox0

oz
oy0

oz
oz0

2

6

6

4

3

7

7

5

dx0

dy0

dz0

8

>

<

>

:

9

>

=

>

;

ð2:9Þ

and,

dr0 ¼ Jdr

dx0

dy0

dz0

8

>

<

>

:

9

>

=

>

;

¼

ox0

ox
ox0

oy
ox0

oz

oy0

ox

oy0

oy

oy0

oz

oz0

ox
oz0

oy
oz0

oz

2

6

6

6

4

3

7

7

7

5

dx

dy

dz

8

>

<

>

:

9

>

=

>

;

ð2:10Þ

The matrices J and J0 are the Jacobian matrices. Since the deformation is

continuous, the determinant of the Jacobian matrices must not equal to zero. Since

no region of finite volume can be deformed into a region of zero or infinite volume,

it is required that the following conditions are satisfied

0\J0\1; 0\J\1 ð2:11Þ

where J ¼ det½J�; J0 ¼ det½J0�. The above condition is very useful to verify that

the deformation is physically possible. The above relations, allow the expres-

sion of the deformation of a line, an area or a volume in a straightforward

manner.

2.2.2 Strain

Strain is a measure of relative displacement among particles within a body, which

is essential ingredient for the description of the constitutive behavior of materials.

There are three different measures of strain, which can be described on a specimen

of initial and final length L0 and L according to the following three definitions:

1. Engineering Strain:

e ¼ L� L0

L0
¼ DL

L0

2. True Strain:

et ¼ DL

L
¼ DL

L0 þ DL
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3. Logarithmic Strain:

en ¼
Z

L

L0

dl

l
¼ ln

L

L0

� �

According to three definitions above, the final Length L can be written in terms

of the engineering strain:

L ¼ L0 þ DL ¼ L0 þ L0e ¼ L0ð1þ eÞ

the true strain:

L ¼ L0 þ DL ¼ L0 þ
etL0

ð1� etÞ ¼
L0

ð1� etÞ

and the logarithmic strain:

L ¼ L0 expðenÞ

The three strain measures are related by the following expressions

et ¼ e

1þ e
; en ¼ lnð1þ eÞ

Strain measures are normally established by considering the change in the

distance between two neighboring material particles. Consider two material par-

ticles having coordinates (x0; y0; z0) and (x0 þ dx0; y0 þ dy0; z0 þ dz0). After the

motion, these particles will have the coordinates (x; y; z) and (xþ dx; yþ dy;
zþ dz). The initial and final distances between these neighboring particles are

given by

ðdr0Þ2 ¼ ðdx0Þ2 þ ðdy0Þ2 þ ðdz0Þ2 ð2:12Þ

dr2 ¼ ðdxÞ2 þ ðdyÞ2 þ ðdzÞ2 ð2:13Þ

Substituting Eq. 2.9 in Eq. 2.13 gives:

dr2 ¼ drTdr ¼ dr0
T

JT0J0dr
0 ð2:14Þ

In the event that deformation, dr2 is different from ðdr0Þ2. That is

dr2 � dr20 ¼ dr0
T

JT0J0dr0 � dr0
T

dr0 ¼ 2dr0
T

E0dr
0 ð2:15Þ

where E0 ¼ JT0J0 � I.

The above measure gives the relative displacements between the two material

particles, which is insensitive to rotations. If the Eulerian frame of reference is

used, then the relative displacement is given by

2.2 Basic Concepts in Elasticity 45



dr2 � ðdr0Þ2 ¼ drTdr� drTJTJdr

¼ 2drTEdr
ð2:16Þ

where E ¼ I � JTJ.

In Eqs. 2.15 and 2.16, the matrices E0 and E are the Lagrangian and Eulerian

strain tensors. In tensorial form, they are given by

E0ij ¼
1

2

oxm

ox0i

oxm

ox0j
� dij

 !

ð2:17Þ

Eij ¼
1

2
dij �

ox0m
oxi

ox0m
oxj

� �

ð2:18Þ

The physical significance of E0ij and Eij can be established by considering a line

element of length dr0 ¼ dx0. The extension of the line element per unit length E01

is given by

E01 ¼
dr � dr0

dr0
or dr ¼ ð1þ E01Þdr0

dr2 � dr0
2 ¼ 2E011dr

02
ð2:19Þ

Combining the above, we can establish the relationship between E01 and E011 as

E011 ¼ E01 þ
1

2
E2
01

or E01 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ 2E011

p

� 1 ð2:20Þ

Expanding the right hand term by binomial expansion, we get

E ¼ ð1þ E011 �
1

2
E2
011

þ � � �Þ � 1 � E011 �
1

2
E2
011

ð2:21Þ

For small E011 ;E01 ¼ E011 , so that E011 can be interpreted as an elongation per unit

length only when the extension is very small. Similarly, we can write

E02 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ 2E022

p

� 1; E03 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ 2E033

p

� 1 ð2:22Þ

2.2.3 Strain–Displacement Relations

In most of the analysis methods to follow, it is customary to deal with the dis-

placement and displacement gradients rather than deformation gradients. If u; v
and w are the three displacements in the three coordinate directions. Hence, we can

write

x ¼ x0 þ u; y ¼ y0 þ v; z ¼ z0 þ w ð2:23Þ
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The derivatives of these can be written as

ox

ox0
¼ 1þ ou

ox0
;

oy

ox0
¼ ov

ox0
;

oz

ox0
¼ ow

ox0

ox

oy0
¼ ou

oy0
;

oy

oy0
¼ 1þ ov

oy0
;

oz

oy0
¼ ow

oy0

ox

oz0
¼ ou

oz0
;

oy

oz0
¼ ov

oz0
;

oz

oz0
¼ 1þ ow

oz0

In tensorial form, we can write the above equations as

oxm

ox0i
¼ oum

ox0i
þ dim ð2:24Þ

Similarly, one can write

ox0

ox
¼ 1� ou

ox
;

oy0

ox
¼ �ov

ox
;

oz0

ox
¼ �ow

ox

ox0

oy
¼ �ou

oy
;

oy0

oy
¼ 1� ov

oy
;

oz0

oy
¼ ow

oy

ox0

oz
¼ �ou

oz
;

oy0

oz
¼ �ov

oz
;

oz0

oz
¼ 1� ow

oz

In tensorial form, the above equations become

ox0m
oxi

¼ dim � oum

oxi
ð2:25Þ

where, dij is the kronecker delta. Substituting Eqs. 2.24 and 2.25 in the Lagrangian

and Eulerian strain tensors (Eq. 2.18), we get after some simplification

E0ij ¼
1

2

oui

ox0j
þ ouj

ox0i
þ oum

ox0i

oum

ox0j

" #

Eij ¼
1

2

oui

oxj
þ ouj

oxi
þ oum

oxi

oum

oxj

� �

ð2:26Þ

The first two terms in the above two equations represent the linear part of the

strain tensors, while the last term represents the nonlinear part. Both these tensors

are symmetric. When the displacement gradients are very small, we can neglect

the nonlinear part of in above tensors. Thus, infinitesimal strain components have

direct interpretations as extensions or change of angles. Further, the magnitudes of

the strains are very small compared to unity, which means that deformations are

very small.

In this book, we will mostly consider the linear part of the strain–displacement

relations and in addition, we will assume that the deformations are very small

compared to the characteristic dimension of the structure. This will make x0i ¼ xi.

In other words, all the problems in this text book will be formulated in the

Lagrangian frame of reference.
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2.2.4 Stress

Strains (deformations) are normally caused by forces or moments exerted on the

continuum or through contacts. Contact forces are normally referred to as surface

tractions as they occur on the surface of the continuum. The different types of

forces or moments can be extrinsic, mutual or contact type, depending upon the

way these act on a body. Extrinsic forces act outside the body under consideration.

Examples are gravity load, magnetic loads etc. Mutual forces arise within the

body. The most general type of forces is of contact type which generate stress or

pressure.

To explain the concept of stress, let us consider a small surface element of area

DA in the deformed configuration (Fig. 2.3). The forces and moments should be

acting in this small elemental area such that they cancel each other, or in other

words, the elemental area should be in equilibrium. These forces can be thought of

as contact forces although they act inside a body. Let n be a unit vector perpen-

dicular to the surface of the elemental area and let Df be the resultant force exerted

on the surface element DA. In the limiting case of DA becoming very small, one

can define the traction as follows:

tðnÞ ¼ df

dA
¼ lim

DA!0

D f

DA
ð2:27Þ

The above limit is possible due to the assumption that the material is contin-

uous. This traction vector describes a unit of force per unit area acting on the

surface. The superscript ðnÞ remind the reader that the traction vector is dependent

on the orientation of the area. To give explicit representation of traction vector, let

us consider the elementary cube shown in Fig. 2.4 showing the components of the

traction vector on the three faces of the cube. Considering n ¼ i:

tðiÞ ¼ tðiÞx iþ tðiÞy jþ tðiÞz k

Fig. 2.3 A section of an

arbitrary continuum
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Similarly for n ¼ j and n ¼ k:

tðjÞ ¼ tðjÞx iþ tðjÞy jþ tðjÞz k

tðkÞ ¼ tðkÞx iþ tðkÞy jþ tðkÞz k

The above definition can be simplified by introducing a second order tensor

rij ¼ t
ðiÞ
j , which describes the direction of traction and its plane of application.

That is, in the x� z plane, rxx ¼ t
ðiÞ
x ; rxz ¼ tðiÞz ; rzx ¼ t

ðkÞ
x . Hence, the projections of

the traction vector tðnÞ on the faces are the normal stress components rxx; ryy and
rzz, while projections perpendicular to outward normal n are the shear stress

components rxy; ryz; rzx; ryx;rzy and rxz.

The matrix containing all the nine stress components rij is called the Cauchy’s

Stress Tensor, which is a symmetric tensor, i.e. rij ¼ rji.

Next, we can establish the relation between the traction vector t and the outward

normal n. For this purpose, consider the arbitrary surface of a tetrahedron shown in

Fig. 2.5.

On the faces perpendicular to the reference axes, the components of the three

stress vectors are denoted by the corresponding stress components rij on the

Fig. 2.4 Stress cube with

stress vectors and outward

unit normal

Fig. 2.5 Stresses acting on

an arbitrary surface of a

tetrahedron
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plane on which they are acting. For example, the stresses acting on the face

normal to x-axis are denoted as rxx; rxy and rxz.

The equilibrium of the tetrahedron requires that the resultant force acting on it

vanishes. Imposing equilibrium along the x-direction gives

txdA� rxxdAx � ryxdAy � rzxdAz þ bxqdV ¼ 0 ð2:28Þ
where bx is the x-component of the body force vector b. Here tx is the x-component of

the traction vector, dAx; dAy, and dAz are the areas of the face perpendicular to the

coordinate axes x, y, and z axes, while dA is the area of the inclined surface ABC.

Also, dV ¼ ð1=3ÞhdA is the volume of the tetrahedron, where h is the smallest

distance from any point to the inclined surface ABC. The outward normal vector can

be written in terms of unit vectors along the three reference directions as

n ¼ nxiþ ny jþ nzk. The elemental areas dAi can now be written in terms of

components of unit normal vector as

dAx ¼ nxdA; dAy ¼ nydA; dAz ¼ nzdA ð2:29Þ

Substituting Eq. 2.28 in Eq. 2.29 and letting dA ! 0, we get the traction–stress

relation in the x-direction as

tx ¼ rxxnx þ ryxny þ rzxnz ð2:30Þ

Similarly, traction–stress relation in the y and z directions can be written as

ty ¼ rxynx þ ryyny þ rzynz

tz ¼ rxznx þ ryzny þ rzznz

The above equations can be written in tensorial form as

ti ¼ rijnj ð2:31Þ
which is valid for any outward normal vector and in any coordinate system. Hence,

it can be concluded that the state of stress in a body is completely known if the

stress tensor rij is given. In other words, given any surface and associated unit

normal vector n, it is possible to determine a traction vector acting on that surface

if the stress tensor is known.

2.2.5 Constitutive Relations

Constitutive relations relate the stresses developed with the strains through a

material matrix. The constitutive relations are normally established under certain

assumptions. These can be summarized as the following:

1. The stress at a point depends on geometric changes that take place in the

immediate vicinity.

2. There are no history effects. The present state of stress will give the strain.

Hence the presence of material nonlinearity is generally assumed negligible.
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3. The structure under loading will bounce back to its original shape upon load

removal.

4. Temperature changes only cause a change in shape or volume but otherwise do

not directly affect the stresses.

5. The material is homogeneous. That is, the material properties are not a function

of spatial coordinates.

6. Displacements and strains are small.

The constitutive model is normally referred to as Hooke’s Law. It is based on

the assumption that for an elastic body, the stress depends only on deformation and

not on the history of deformation. This can be mathematically expressed as

rij ¼ fijðeijÞ ð2:32Þ

Expanding the above term by Taylor series about the initial configuration (t ¼ 0),

we get

rij ¼ fijð0Þ þ
ofijð0Þ
oekl

� �

ekl þ
1

2

o
2fijð0Þ
oeklemn

� �

eklemn þ � � � ð2:33Þ

If the assumption of zero initial stress is true, then we require rij ¼ 0 when eij ¼ 0.

This condition leads to fij ¼ 0. The second term in Eq. 2.33 is the linear term and

all other terms in the expression are nonlinear. Retaining only the linear term due

to small strain assumption, we can write Eq. 2.33 as

rij ¼ Cijklekl with Cijkl ¼
ofijð0Þ
oekl

� �

ð2:34Þ

The Eq. 2.34 is called the Hooke’s Law, which states that the stress tensor is

linearly related to the strain tensor through a fourth order tensor called the

Constitutive Matrix.

The term in Eq. 2.34 Cijkl is a fourth order tensor of elastic constants, which are

independent of either stress or strain. The tensorial quality of the constants Cijkl

follows the quotient rule, according to which for a fourth order tensor, it should have

34 ¼ 81 elements. Due to symmetry of the stress tensor (rij ¼ rji), we should have

Cijkl ¼ Cjikl. Further more, since the strain tensor is also symmetric (ekl ¼ elk), we

have Cijkl ¼ Cijlk. Under these conditions, the fourth order tensor Cijkl will have only

36 independent constants. Hence, the total number of elastic constants cannot

exceed 36, since the maximum independent elements in the stress and strain tensors

are only six each. With these reductions, the generalized Hook’s law can be written

in the matrix form as

rxx
ryy
rzz
syz
sxz
sxy

8

>

>

>

>

>

<

>

>

>

>

>

:

9

>

>

>

>

>

=

>

>

>

>

>

;

¼

C11 C12 C13 C14 C15 C16

C21 C22 C23 C24 C25 C26

C31 C32 C33 C34 C35 C36

C41 C42 C43 C44 C45 C46

C51 C52 C53 C54 C55 C56

C61 C62 C63 C64 C65 C66

2

6

6

6

6

6

4

3

7

7

7

7

7

5

exx
eyy
ezz
cyz
cxz
cxy

8

>

>

>

>

>

<

>

>

>

>

>

:

9

>

>

>

>

>

=

>

>

>

>

>

;

ð2:35Þ
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where all the s’s represent the shear stresses in their respective planes, while all the

c’s are the corresponding shear strains. For most elastic solids, the number of

elastic constants can further be reduced by exploiting the material symmetry about

different reference planes.

2.2.6 Elastic Symmetry

A material having all the 36 unknown material constant is said to be anisotropic

(Triclinic System). However, if the internal composition of a material possesses

symmetry of any kind, then symmetry can also be observed in the elastic prop-

erties. The presence of symmetry reduces the number of independent constants.

Such simplification in the generalized Hooke’s law can be obtained as follows. Let

x, y, and z define the original coordinate system of the body. Let x0; y0 and z0 be a

second coordinate system, which is symmetric to the first system in accordance

with the form of elastic symmetry. Since the directions of similar axes of both

systems are equivalent with respect to elastic properties, the equations of the

generalized Hooke’s law will have the same form in both coordinate systems and

the corresponding constants should be identical.

2.2.6.1 Monoclinic System: One Elastic Symmetric Plane

Suppose the material system is symmetric about the z-axis, the second coordinate

system x0; y0 and z0 can be described by the following base unit vectors.

e1 ¼ f1; 0; 0g; e2 ¼ f0; 1; 0g; e3 ¼ f0; 0;�1g

Using this, we can construct a transformation matrix with base vectors as columns

of the transformation matrix. For the above case, the transformation matrix and the

stress tensor in primed coordinate system becomes

T ¼
1 0 0

0 1 0

0 0 �1

2

4

3

5

which gives:

r0 ¼ TTrT ¼
rxx sxy �rxz
syx ryy �syx
�rzx �szy rzz

2

4

3

5

Similarly, transforming the strains in the primed coordinate gives

e0 ¼
exx cxy �exz
cyx eyy �cyz
�ezx �czy ezz

" #
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so that:

r0 ¼ Ce0

Using the above relations, the constitutive law in the original coordinate system

becomes

rxx
ryy
rzz
syz
sxz
sxy

8

>

>

>

>

>

>

<

>

>

>

>

>

>

:

9

>

>

>

>

>

>

=

>

>

>

>

>

>

;

¼

C11 C12 C13 �C14 �C15 C16

C21 C22 C23 �C24 �C25 C26

C31 C32 C33 �C34 �C35 C36

�C41 �C42 �C43 C44 C45 �C46

�C51 �C52 �C53 C54 C55 �C56

C61 C62 C63 �C64 �C65 C66

2

6

6

6

6

6

6

4

3

7

7

7

7

7

7

5

exx
eyy
ezz
cyz
cxz
cxy

8

>

>

>

>

>

>

<

>

>

>

>

>

>

:

9

>

>

>

>

>

>

=

>

>

>

>

>

>

;

Comparing the above matrix with the general matrix (Eq. 2.35) leads to the

conclusion C14 ¼ C15 ¼ C24 ¼ C25 ¼ C34 ¼ C35 ¼ C46 ¼ C56 ¼ 0. Hence, the

material matrix for a monoclinic system becomes

C11 C12 C13 0 0 C16

C12 C22 C23 0 0 C26

C13 C23 C33 0 0 C36

0 0 0 C44 C45 0

0 0 0 C45 C55 0

C16 C26 C36 0 0 C66

2

6

6

6

6

6

6

4

3

7

7

7

7

7

7

5

ð2:36Þ

Hence, in the case of monoclinic system, 13 independent constants requires to be

determined to define the material matrix.

2.2.6.2 Orthotropic System: Three Orthogonal Planes of Symmetry

The most common example of the orthotropic system is the lamina of a laminated

composite structure, which is dealt in a later part of this chapter.

Here, the original coordinate system of the body is perpendicular to the three

planes. The orthotropy assures that no change in mechanical behavior will be

incurred when the coordinate directions are reversed. Following the procedure

described for the monoclinic system, the material matrix for an orthotropic system is

given by

C11 C12 C13 0 0 0

C12 C22 C23 0 0 0

C13 C23 C33 0 0 0

0 0 0 C44 0 0

0 0 0 0 C55 0

0 0 0 0 0 C66

2

6

6

6

6

6

6

4

3

7

7

7

7

7

7

5

ð2:37Þ

The number of elastic constants that requires to be determined is 9. The rela-

tionship of these constants with the elastic constants can be found in [6].
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2.2.6.3 Isotropic System: Infinite Plane of Symmetry

This is the most commonly occurring material system for structural materials. For

this case, every plane is a plane of symmetry and every axis is an axis of sym-

metry. It turns out, there are only two elastic constants that requires to be deter-

mined and the material matrix is given by

C11 C12 C12 0 0 0

C12 C11 C12 0 0 0

C12 C12 C11 0 0 0

0 0 0 1
2
ðC11 � C12Þ 0 0

0 0 0 0 1
2
ðC11 � C12Þ 0

0 0 0 0 0 1
2
ðC11 � C12Þ

2

6

6

6

6

6

6

4

3

7

7

7

7

7

7

5

ð2:38Þ

where

C11 ¼ kþ 2G; C12 ¼ k

The constants k and G are the Lam�e constants. The stress–strain relations for

isotropic materials are usually expressed in the form

rij ¼ kekkdij þ 2Geij; 2Geij ¼ rij �
k

3kþ 2G
rkkdij ð2:39Þ

Note that except for isotropic materials, the coefficients are given with respect to a

particular coordinate system.

In practice, the elastic constants for an isotropic material are the Bulk Modulus K,

Young’s Modulus E, and Poisson’s ratio m. They are related to the Lam�e constants

and are defined as follows:

K ¼ 1

3
ð3kþ 2GÞ; m ¼ k

2ðkþ 2GÞ ð2:40Þ

other relationships among the constants are:

k ¼ mE

ð1þ mÞð1� 2mÞ; G ¼ E

2ð1þ mÞ; K ¼ E

3ð1� 2mÞ ð2:41Þ

2.3 Governing Equations of Motion and the Solution Methods

There are a number of ways to derive the governing differential equation of a

continuum. The most common method is to draw the free body diagram of an

isolated volume of the continuum and establish the equilibrium of forces in all the

three coordinate directions to get the required governing equations. However, here

we will use Newton’s second law of motion for not only deriving the governing

equation, but also establish the symmetry of the Cauchy’s stress tensor.
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Consider a body of density q and volume V as shown in Fig. 2.6. Let the body

be subjected to a surface traction t ¼ txiþ ty jþ tzk and the body force

b ¼ bxiþ by jþ bzk.

Applying Newton’s laws to the elemental volume shown in Fig. 2.6 gives:
Z

A

tdAþ
Z

V

qbdV ¼
Z

V

q€udV ð2:42Þ

Z

A

x� tdAþ
Z

V

x� qbdV ¼
Z

V

x� q€udV ð2:43Þ

Here, t is the traction vector on the boundary surface of area A. In tensor notation,

these equations can be rewritten as
Z

A

tidAþ
Z

V

qbidV ¼
Z

V

q€uidV

Z

A

eijkxjtkdAþ
Z

V

eijkxjbkqdV ¼
Z

V

eijkxjq €ukdV

ð2:44Þ

Here, eijk is the permutation tensor used to represent a cross product of any two

vectors. Using Eq. 2.31 in Eqs. 2.44, and using the Divergence theorem [7]
Z

A

tidA ¼
Z

A

rpinpdA ¼
Z

V

orpi

oxp
dV

we get

Z

V

orpi

oxp
þ qbi � q€ui

� �

dV

Z

V

o

oxk
ðeijkxjrpkÞ þ qeijkxjbk � qeijkxj€uk

� �

dV

ð2:45Þ

Fig. 2.6 Arbitrary small

volume under the action of

forces
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The first term in the second equation can be written as

o

oxp
ðxjrpkÞ ¼ rjk þ xj

orpk

oxp

Using the above equation in Eq. 2.45, we can get the governing equilibrium

equation as

orpi

oxp
þ qbi ¼ q€u; with eijkrjk ¼ 0 ð2:46Þ

While the first equation gives the governing differential equation of a continuum in

terms of stresses, the second equation states that Cauchy’s stress tensor rij is

symmetric, that is rij ¼ rji. The above equations will form the heart of many

analysis, which will be reported later in this book. It is also worth mentioning that

out of nine stress components in the Cauchy’s stress tensor, only 6 are indepen-

dent, which is the result of the symmetry of the tensor. The derived equations of

equilibrium are valid for both small and large deformation analysis.

2.3.1 Solution Procedures in Linear Theory of Elasticity

The theory developed in the last subsections form the basis of the field equations in

theory of elasticity. In this subsection, these are reformulated to make them

convenient for solving boundary value problems. The fundamental assumptions

adopted here are the following:

1. All the deformations are small

2. The constitutive relations are linear. For metallic structures, the material

behavior can be idealized as isotropic. However, for composite structures, the

material behavior is assumed anisotropic

In 3D elasticity, there are 15 unknowns, namely six stress components, six

strain components and three displacements. Hence, for a complete solution, we

require 15 equations, which come from three equations of equilibrium (Eq. 2.46),

six stress–strain relations (Eq. 2.34) and six strain–displacement relations

(Eq. 2.26). In addition, boundary conditions on the surface S must be satisfied.

Such conditions can be in the form of prescribed displacements ui and prescribed

surface tractions ti ¼ rijnj.

Historically, there are two different solution philosophies, one based on assuming

displacement as basic unknown, while the other approach considers stresses as

unknowns. In the former, the compatibility of displacements is ensured as we begin

the analysis with displacement as basic unknowns. However, the equilibrium is not

ensured and hence they are enforced in the solution process. In the latter, since the

stresses are basic unknowns, the equilibrium is ensured and the compatibility is not

ensured and must be hence enforced during the solution process.
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2.3.1.1 Displacement Formulation: Navier’s Equation

In this approach, the displacements are taken as the basic unknowns, that is, at

each point, there are three unknown functions u, v, and w. These must be deter-

mined under the constraint that the stresses corresponding to them are equilibrated,

or in other words, by enforcing equilibrium. For this, the stresses are first

expressed in terms of displacements. That is, first the strains are expressed in terms

of displacements using strain–displacement relations (Eq. 2.26) and these are later

converted to stresses. For isotropic solids, these can be written as

rij ¼ G
oui

oxj
þ ouj

oxi

� �

þ k
ouk

oxk
dij ð2:47Þ

Substituting this in the equilibrium equation (Eq. 2.46), we get

G
o
2ui

oxkoxk
þ ðkþ GÞ o

2uk

oxioxk
þ qbi ¼ 0 ð2:48Þ

These are the Navier’s equations with three displacements as unknowns.

The equations must satisfy the following boundary conditions in terms of

displacements.

On Su : ui Specified

On St : kouk
oxk
ni þ G oui

oxj
þ ouj

oxi

� �

nj ¼ ti Specified

Note that the traction boundary conditions are a set of inhomogeneous differential

equations. These are very difficult to solve directly. The most common way to

solve the above equation is to express the displacement field into scalar potential

(/) and vector potential (H) using Helmholz’s theorem [3]. The displacement

field, take the following form

ui ¼
oU

oxi
þ eijk

oHk

oxj
;

oHk

oxk
¼ 0 ð2:49Þ

where, eijk is the permutation symbol. If the body force is absent, then the Navier’s

equations can be expressed as

ðkþ 2GÞ o
oxi

r2Uþ Geijkr2H ¼ 0 ð2:50Þ

This equation will be satisfied if

r2U ¼ constant; r2H ¼ constant ð2:51Þ

Thus the problem reduces to solving a set of Poisson’s equations in terms of

potentials, which are easier to solve than the original Eq. 2.48. The displacements

are later obtained from Eq. 2.49. Note that the above procedure of solving using

Helmholtz decomposition is valid only for structures with Isotropic material
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properties. For anisotropic materials, a different approach is required, which is

explained in the later part of this chapter.

2.3.1.2 Stress Formulation: Beltrami–Mitchell Equations

In this approach, the stresses are assumed as basic unknowns. That is, at each point

in a body, there are six unknown functions, namely rxx; ryy; rzz; sxy; syz and szx.

These stresses obviously have to satisfy the equilibrium equations. However, there

are only three equations of equilibrium. The rest of the conditions come from the

requirement that the strains must be compatible.

The assumed stress field can be converted into strain using the generalized

Hooke’s law, which in turn can be converted to the displacement field using

strain–displacement relationships. In doing so, we get six independent partial

differential equations for displacements with prescribed strains eij. For arbitrary

values of eij, there may not exist a unique solution for the displacement field.

Hence, for getting the unique solution for displacements, it is necessary to place

some restriction on the strains eij. By differentiating twice the strain displacement

relations (Eq. 2.26), we get

o
2eij

oxkoxl
¼ 1

2

o
3ui

oxjoxkoxl
þ o

3uj

oxioxkoxl

� �

ð2:52Þ

Interchanging the subscripts and some manipulation lead to the following relation

o
2eij

oxkoxl
þ o

2ekl

oxioxj
� o

2eik

oxjoxl
� o

2ejl

oxioxk
¼ 0 ð2:53Þ

There are 81 equations in the above relation, out of which some are identically

satisfied and some of them are repetitions. Only six equations are nontrivial and

independent in expanded notation, these equations are the following

o
2exx

oyoz
¼ o

ox
�oeyz

ox
þ oezx

oy
þ oexy

oz

� �

o
2exy

oxoy
¼ o

2exx

oy2
þ o

2eyy

ox2

o
2eyy

ozox
¼ o

oy
�oexz

oy
þ oexy

oz
þ oeyz

ox

� �

o
2eyz

oyoz
¼ o

2eyy

oz2
þ o

2ezz

oy2

o
2ezz

oxoy
¼ o

oz
�oexy

oz
þ oeyz

ox
þ oexz

oy

� �

o
2ezx

ozox
¼ o

2ezz

ox2
þ o

2eyy

oz2

ð2:54Þ

These six relations are collectively known as compatibility equations.

The general solution procedure in stress formulation is as follows. We first

transform the strains into stresses using Hooke’s law (for isotropic solids), which is

of the form

eij ¼
1þ m

E
rij �

m

E
rkkdij

58 2 Fundamentals Concepts in Elasticity, Mechanics and Wave Propagation



By substituting for strains in the compatibility equation (Eq. 2.55) and with some

simplification (that is by using equations of equilibrium), we get

o
2rij

oxkoxk
þ 1

1þ m

� �

o
2rkk

oxioxj
þ m

1� m

� �

q
obk

oxk
dij þ q

obi

oxj
þ obj

oxi

� �

¼ 0 ð2:55Þ

The stress field should satisfy the above equation along with the equilibrium

equations in order to be admissible. In addition, it has to satisfy the traction and

displacement boundary conditions.

2.3.2 Plane Problems in Elasticity

The 3D equations and their associated boundary conditions are extremely difficult

to solve and solution exists only for very few problems. Hence, in most cases some

approximations are made to reduce the complexity of the problem. One such

simplification is to reduce the dimensions of the problem from three to two. This

can be made for plane stress and plane strain problems, respectively.

If a plate in x�y plane is thin along the z-direction, then the stress perpendicular

to the plane of the plate (rzz) can be neglected. In addition, the corresponding shear

in x–z and y–z planes (syz and sxz) can also be assumed zero. In the process, the

equations get simplified considerably. Following are the equations required for the

solution of plane stress problem:

• Equations of equilibrium:

orxx

ox
þ osxy

oy
þ bx ¼ q

o
2u

ot2
;

osxy

ox
þ oryy

oy
þ by ¼ q

o
2v

ot2

• Strain–displacement relations:

exx ¼
ou

ox
; eyy ¼

ov

oy
; cxy ¼

ou

oy
þ ov

ox

• Stress–Strain relations: This is obtained by inserting rzz ¼ 0; sxz ¼ 0; syz ¼ 0 in

the generalized Hooke’s law (Eq. 2.34) and solving the resulting equation after

substituting for strains in terms of displacements. After substitution, we get

rxx ¼
E

ð1� m2Þ
ou

ox
þ m

ov

oy

� �

; ryy ¼
E

ð1� m2Þ
ov

oy
þ m

ou

ox

� �

; sxy ¼ Gcxy

• Compatibility Condition: If one has to use stress based approach for the solution,

then only one compatibility equation requires to be enforced, which is given by

2
o
2cxy

oxoy
¼ o

2exx

oy2
þ o

2eyy

ox2
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Note that, although the normal stress rzz is zero in the plane stress case, the

normal strain ezz is non zero and its value can be computed from the 3D consti-

tutive law.

The second type of reduction is called the plane strain reduction, where the

body is assumed rigid in the perpendicular to the plane of loading, that is the

strains ezz ¼ exz ¼ eyz ¼ 0. The resulting simplified 3D constitutive model and

equations can be solved to get the stress–strain relations, as was done for the plane

stress case.

2.4 Introduction to Theory of Composites

Composite materials are obtained by combining two or more materials at the

macro scale to obtain a useful structural material. Although these materials at the

microscopic scale can be inhomogeneous, they can be considered homogeneous at

the macroscopic level. These materials possess the qualities of each of the

constituents and the choice of constituents depends on the specific application.

These materials are normally preferred due to their light weight, high strength, and

high corrosion resistance properties. The two normal constituents of a composite

material are the fiber and the matrix. Depending upon how they are bound

together, different types of composite materials can be obtained. Owing to the

difference in the constitutive behavior of these two constituent materials, the

constitutive model of the compound material is normally anisotropic. Composites

can be classified into three different categories, namely fibrous composites,

particulate composites and laminated composites. In this book, we will mainly

deal with laminated composites and hence will be discussed below.

2.4.1 Theory of Laminated Composites

Laminated composites have found extensive use as aircraft structural materials due

to their high strength-to-weight and stiffness-to-weight ratios. Their popularity

stems from the fact that they are extremely light-weight and the laminate con-

struction enables the designer to tailor the strength of the structure in any required

direction depending upon the loading directions to which the structure is subjected.

In addition to aircraft structures, they have found their way into many automobile

and building structures. Apart from having better strength, stiffness and lower

weight, they have better corrosion resistance, and sometimes thermal and acoustic

insulation properties than metallic structures.

The laminated composite structure consists of many laminas (plies) stacked

together to form the structure. The number of plies or laminas depends on the

strength that the structure is required to sustain. Each lamina contains fibers oriented

in the direction where maximum strength is required. These fibers are bound
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together by a matrix material. The laminated composite structure derives its strength

from the fibers. The commonly used fibers are made of Carbon, Glass, Kevlar and

Boron. The most commonly used matrix material is the epoxy resin. These materials

are orthotropic at the lamina level while at the laminate level, they exhibit highly

anisotropic properties. The anisotropic behavior results in stiffness coupling, such as

bending–axial–shear coupling in beams and plates, bending–axial–torsion coupling

in aircraft thin-walled structures, etc. These coupling effects make the analysis of

laminated composite structures very complex.

2.4.1.1 Micromechanical Analysis of a Lamina

A lamina is a basic element of a laminated composite structure, constructed from

fibers that are bound together by the matrix resin. The strength of the lamina, and

hence the laminate, depends on the type of fiber, their orientation and also the

volume fraction of fiber in relation to the overall volume of lamina. Since the

lamina is a heterogeneous mixture of fibers dispersed in a matrix, determination of

the material properties of the lamina, which is assumed to be orthotropic in

character, is a very involved process. The method used in the determination of

lamina material properties is called the micromechanical analysis [6].

Hence, the objective of micromechanics is to determine the elastic moduli of a

composite material in terms of the elastic moduli of the constituent materials,

namely the fibers and the matrix. Thus, the property of a lamina can be expressed as

Qij ¼ QijðEf ;Em; mf ; mm;Vf ;VmÞ; ð2:56Þ

where E, m and V are the elastic moduli, Poisson’s ratio and the volume fraction

respectively, and f and m subscripts denote the fiber and the matrix, respectively.

The volume fraction of fiber is determined from the expression: Vf = (volume of

fiber)/(total volume of lamina) and the volume fraction of the matrix is given by

Vm ¼ 1� Vf .

There are two basic approaches for the determination of material properties of

the lamina. They can be grouped under the following heads: (1) the strength of

materials approach and (2) the theory of elasticity approach. The first method gives

an experimental way of determining the elastic moduli. The second method gives

upper and lower bounds on the elastic moduli and not their actual values. In fact,

there are many papers available in the literature that deal with the theory of

elasticity approach to determine the elastic moduli of a composite. In this section,

only the first method is presented. There are many classic textbooks on composites

such as [6, 17] that cover these approaches in detail.

2.4.1.2 Determination of Material Properties of a Lamina

The material properties of a lamina are determined by making some assumptions

concerning the behavior of its constituents. The fundamental assumption is that the
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fibers are strong and hence are the main load bearing member, and the matrix is

weak and its main function is to protect the fibers from severe environmental

effects. Also, the strains in the matrix and the fiber are assumed to be the same.

Hence, a plane section before the application of bending stress remains plane after

bending. In the present analysis, we consider a unidirectional, orthotropic com-

posite lamina to derive expressions for the elastic moduli. In doing so, we limit our

analysis to a small volume element, small enough to show the microscopic

structural details, yet large enough to represent the overall behavior of the com-

posite lamina. Such a volume is called the representative volume (RV). A simple

RV is a fiber surrounded by matrix as shown in Fig. 2.7. First, the procedure for

determining the elastic modulus E1 is given. In Fig. 2.7, the strain in the

one-direction is given by e1 ¼ DL=L, where this strain is felt both by the matrix

and the fiber, according to the assumption stated earlier. The corresponding

stresses in the fiber and the matrix are given by

rf ¼ Ef e1; rm ¼ Eme1: ð2:57Þ
Here Ef and Em are the elastic modulus of the fiber and the matrix respectively.

The cross-sectional area A of the RV is made up of the area of the fiber Af and the

area of the matrix Am. If the total stress acting on the cross-section of the RV is r1,

then the total load acting on the cross-section is

P ¼ r1A ¼ E1e1A ¼ rfAf þ rmAm: ð2:58Þ
From the above expression, we can write the elastic moduli in the one-direction as

E1 ¼ Ef

Af

A
þ Em

Am

A
: ð2:59Þ

The volume fraction of the fiber and the matrix can be expressed in terms of areas

of the fiber and the matrix as

Vf ¼ Af =A; Vm ¼ Am=A: ð2:60Þ

Using Eq. 2.60 in Eq. 2.59, we can write the modulus in the one-direction as

E1 ¼ EfVf þ EmVm: ð2:61Þ

Fig. 2.7 RV for the

determination of longitudinal

material properties

62 2 Fundamentals Concepts in Elasticity, Mechanics and Wave Propagation



Equation 2.61 is the well known rule of mixtures for the equivalent modulus of the

lamina in the direction of the fibers.

The equivalent modulus E2 of the lamina is determined by subjecting the RV to

a stress r2 perpendicular to the direction of the fiber as shown in Fig. 2.8. This

stress is assumed to be the same in both the matrix and the fiber. The strains in the

fiber and matrix due to this stress are given by

ef ¼ r2=Ef ; em ¼ r2=Em: ð2:62Þ

If h is the depth of the RV (see Fig. 2.8), then this total strain e2 is distributed as a

function of the volume fraction as

e2h ¼ ðVf ef þ VmemÞh: ð2:63Þ

Substituting Eq. 2.62 in Eq. 2.63, we get

e2 ¼ Vf

r2

Ef

þ Vm

r2

Em

: ð2:64Þ

However, we have

r2 ¼ E2e2 ¼ E2 Vf

r2

Ef

þ Vm

r2

Em

� �

: ð2:65Þ

From the above relation, the equivalent modulus in the transverse direction is

given by

E2 ¼
EfEm

VfEm þ VmEf

: ð2:66Þ

The major Poisson’s ratio m12 is determined next as follows. If the RV of width W

and depth h is loaded in the direction of the fiber, then both strains e1 and e2 will be

induced in the 1 and 2 directions. The total transverse deformation dh is the sum of

the transverse deformation in the matrix and the fiber and is given by

dh ¼ dhf þ dhm: ð2:67Þ

Fig. 2.8 RV for the

determination of transverse

material properties
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The major Poisson’s ratio is also defined as the ratio of the transverse strain to the

longitudinal strain and expressed as

m12 ¼ �e2=e1: ð2:68Þ

The total transverse deformation can also be expressed in terms of the depth h as

dh ¼ �he2 ¼ hm12e1: ð2:69Þ

Following the procedure adopted for the determination of the transverse modulus,

the transverse displacement in the matrix and the fiber can be expressed in terms of

its respective volume fraction and the Poisson’s ratio as

dhf ¼ hVf mf e1; dhm ¼ hVmmme1: ð2:70Þ

Using Eqs. 2.69 and 2.70 in Eq. 2.67, we can write the expression for the major

Poisson’s ratio as

m12 ¼ mfVf þ mmVm: ð2:71Þ

By adopting a similar procedure to that used in the determination of the transverse

modulus, we can write the shear modulus in terms of the constituent properties as

G12 ¼
GfGm

VfGm þ VmGf

: ð2:72Þ

The next important property of the composite that requires determination is the

density. For this, we begin with the total mass of the lamina, which is the sum of

the masses of the fiber and the matrix. That is, the total massM can be expressed in

terms of the densities (qf and qm) and the volume fractions (Vf and Vm) as

M ¼ Mf þMm ¼ qfVf þ qmVm: ð2:73Þ

The density of the composite lamina can then be expressed as

q ¼ M

V
¼

qfVf þ qmVm

V
: ð2:74Þ

Once the properties of the lamina are determined, then one can proceed to perform

a macro mechanical analysis of the lamina to characterize the constitutive model

of the laminate.

2.4.1.3 Stress–Strain Relations for a Lamina

Determination of the overall constitutive model for a lamina of a laminated

composite constitutes the macro mechanical analysis of composites. Unlike the

micro-mechanical study, where the composite is treated as a heterogeneous mix-

ture, here the composite is presumed to be homogeneous and the effects of the
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constituent materials are accounted for only as an averaged apparent property of

the composite. The following are the basic assumptions used in deriving the

constitutive relations:

• The composite material is assumed to behave in a linear (elastic) manner. That

is, Hooke’s law and the principle of superposition are valid.

• At the lamina level, the composite material is assumed to be homogeneous and

orthotropic. Hence the material has two planes of symmetry, one coinciding

with the fiber direction and the other perpendicular to the fiber direction.

• The state of the stress in a lamina is predominantly plane stress.

Consider the lamina shown in Fig. 2.9 and its principal axes, denoted as

1�2�3. Axis 1 corresponds to the direction of the fiber and axis 2 is the axis

transverse to the fiber. The lamina is assumed to be in a 3D state of stress with six

stress components given by fr11; r22; r33; s23; s13; s12g. For an orthotropic material

in a 3D state of stress, nine engineering constants require to be determined. The

macromechanical analysis will begin from here. The stress–strain relationship for

an orthotropic material is given by [6]

e11
e22
e33
c23
c13
c12
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:
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;

: ð2:75Þ

Here, Sij are the material compliances. Their relationship with the engineering

constants is given in [6]. The Poisson’s ratio mij for the transverse strain in the jth

direction when the stress is applied in the ith direction is given by

mij ¼ �ejj=eii: ð2:76Þ

The above condition is for rjj ¼ r and all other stresses equal to zero. The

complaint matrix is symmetric, that is, Sij ¼ Sji. This condition enforces the fol-

lowing relationship among Poisson’s ratios:

Fig. 2.9 Principal axes of a

lamina
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mij

Ei

¼ mji

Ej

: ð2:77Þ

Hence, for a lamina under a 3D state of stress, only three Poisson’s ratios

namely m12; m23 and m31, need to be determined. Other Poisson’s ratio can be

obtained from Eq. 2.77.

For most of our analysis, we assume the condition of plane stress. Here, we

derive the equations assuming that conditions of plane stress exist in the 1�2 plane

(see Fig. 2.9). However, if one has to do an analysis of a laminated composite

beam, which is essentially a 1D member, the condition of plane stress will exist in

the 1�3 plane and a similar procedure to derive the constitutive relation may be

followed as outlined below.

For the plane stress condition in the 1–2 plane, we set the following stresses

equal to zero in Eq. 2.75, r33 ¼ s23 ¼ s13 ¼ 0. The resulting constitutive model

under plane stress conditions can be written as

e11
e22
c12

8

<

:

9

=

;

¼
1=E1 �m12=E1 0

�m21=E2 1=E2 0

0 0 1=G12

2

4

3

5

r11
r22
s12

8

<

:

9

=

;

: ð2:78Þ

Note that the strain e33 also exists, which can be obtained from the third con-

stitutive equation

e33 ¼ S13r11 þ S23r22: ð2:79Þ

This equation indicates that Poisson’s ratios m13 and m23 should also exist. Inverting

Eq. 2.78, we can express the stresses in terms of the strains:

r11
r22
s12

8

<

:

9

=

;

¼
Q11 Q12 0

Q12 Q22 0

0 0 Q66

2

4

3

5

e11
e22
c12

8

<

:

9

=

;

; ð2:80Þ

where Qij are the reduced stiffness coefficients, which can be expressed in terms of

the elastic constants as

Q11 ¼
E1

1� m12m21
; Q12 ¼ m21Q11; Q22 ¼

E2

1� m12m21
; Q66 ¼ G12 ð2:81Þ

2.4.2 Stress–Strain Relation for a Lamina with Arbitrary

Orientation of Fibers

In most cases, the orientation of the global axes x�y which are geometrically

natural for the solution of the problem, do not coincide with the lamina principal

axes, previously designated as 1�2 axes. The lamina principal axes and the global

axes are shown in Fig. 2.10. A small element in the lamina of area dA is taken and

the free body diagram is shown in Fig. 2.11.
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Consider the free body A. Summing all the forces in the 1-axis direction, we get

r11dA� rxxðcos hdAÞðcos hÞ � ryyðsin hdAÞðsin hÞ
� sxyðsin hdAÞðcos hÞ � sxyðcos hdAÞðsin hÞ ¼ 0:

ð2:82Þ

On simplification, the above equation can be written as

r11 ¼ rxx cos
2 hþ ryy sin

2 hþ 2sxy sin h cos h: ð2:83Þ

Similarly, summing all the forces along the 2-axis (free body A) gives

s12dA� rxxðcos hdAÞðsin hÞ � ryyðsin hdAÞðcos hÞ
� sxyðsin hdAÞðsin hÞ � sxyðcos hdAÞðcos hÞ ¼ 0:

ð2:84Þ

Fig. 2.10 Principal material

axes of a lamina and the

global x�y axes

Fig. 2.11 FBD of a stressed

element: lamina and laminate

coordinate system and FBD

of a stressed element
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Simplifying the above equation, we get

s12 ¼ �rxx sin h cos hþ ryy sin h cos hþ sxyðcos2 h� sin2 hÞ: ð2:85Þ

Following the same procedure and summing all the forces in the two-direction in

the free body B, one can write

r22 ¼ rxx sin
2 hþ ryy cos

2 h� 2sxy sin h cos h: ð2:86Þ

Equations 2.83, 2.85 and 2.86 can be written in matrix form as

r11
r22
s12

8

<

:

9

=

;

¼
C2 S2 2CS

S2 C2 �2CS

�CS CS ðC2 � S2Þ

2

4

3

5

rxx
ryy
sxy

8

<

:

9

=

;

ð2:87Þ

where C ¼ cos h; S ¼ sin h. The equation above can be rewritten as:

r1�2 ¼ Trx�y

The strains in the 1�2 axis, can be transformed to the x�y axis by a similar

transformation. Note that for the same transformation to hold, the shear strains are

divided by 2. Accordingly:

e11
e22
c12
2

8

<

:

9

=

;

¼
C2 S2 2CS

S2 C2 �2CS

�CS CS ðC2 � S2Þ

2

4

3

5

exx
eyy
cxy
2

8

<

:

9

=

;

ð2:88Þ

or

e1�2 ¼ Tex�y

Inverting Eqs. 2.87 and 2.88, we can express the stresses and strains in global

coordinates as

rx�y ¼ T�1r1�2 ð2:89Þ

and

ex�y ¼ T�1e1�2 ð2:90Þ

The actual strain vectors in both 1�2 and x�y axes e1�2 and ex�y are related to

e1�2 and ex�y through a transformation matrix:

e1�2 ¼ Re1�2

ex�y ¼ Rex�y

where

R ¼
1 0 0
0 1 0
0 0 2

" #

ð2:91Þ
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The constitutive equation of a lamina in its principal directions (Eq. 2.80) can

be written as

r1�2 ¼ Qe1�2: ð2:92Þ

Substituting Eqs. 2.87, 2.88 and 2.91 in Eq. 2.92, gives

Trx�y ¼ QR�e1�2 ¼ QRT�ex�y ¼ QRTR�1ex�y ð2:93Þ

The constitutive relation in the global x–y axes can now be written as

rx�y ¼ �Qex�y ¼ T�1QRTR�1ex�y ð2:94Þ

Here the matrix �Q is fully populated. Hence, although the lamina in its own

principal direction is orthotropic, in the transformed coordinate, it represents a

completely anisotropic behavior, that is the normal stresses are coupled to the

shear strains and viceversa. The elements of �Q are given by

�Q11 ¼ Q11C
4 þ 2ðQ12 þ 2Q66ÞS2C2 þ Q22S

4;

�Q12 ¼ ðQ11 þ Q22 � 4Q66ÞS2C2 þ Q12ðS4 þ C4Þ;
�Q16 ¼ ðQ11 � Q12 � 2Q66ÞSC3 þ ðQ12 � Q22 þ 2Q66ÞS3C;
�Q22 ¼ Q11S

4 þ 2ðQ12 þ 2Q66ÞS2C2 þ Q22C
4;

�Q26 ¼ ðQ11 � Q12 � 2Q66ÞS3C þ ðQ12 � Q22 þ 2Q66ÞSC3;

�Q66 ¼ ðQ11 þ Q22 � 2Q12 � 2Q66ÞS2C2 þ Q66ðS4 þ C4Þ

ð2:95Þ

which gives the constitutive equation of a lamina under plane stress in the 1–2

plane.

2.5 Introduction to Wave Propagation in Structures

A structure, when subjected to dynamic loads, will experience stresses of varying

degree of severity depending upon the load magnitude and its duration. If the

temporal variation of load is of long duration , the intensity of the load felt by

the structure will usually be of lower severity and such problems falls under the

category of structural dynamics. For these problems, there are two parameters

which are of paramount importance in the determination of its response, namely

the natural frequency of the system and its normal modes (mode shapes). The total

response of structure is obtained by the superposition of the normal modes. Large

duration of the load makes it low on the frequency content, and hence the load will

excite only the first few modes. Hence, the structure could be idealized with fewer

unknowns (which we call as degrees of freedom, a terminology which is normally

used in structural dynamics). However, when the duration of the load is small,

stress waves are set up, which starts propagating in the medium with a certain

velocity. Hence, the response is necessarily transient in nature and in the process,
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many normal modes will get excited. Hence, the model sizes will be many orders

bigger than what is required for structural dynamics problem. Such problems come

under the category of wave propagation. The key factor in wave propagation is the

velocity, level of attenuation of the response and its wavelength. In addition, phase

information is one of the important parameters.

Since wave propagation is a multi-modal phenomenon, the analysis becomes

quite complex when the problem is solved in the time domain. This is because the

problem by its very nature is associated with high frequency content. Hence, anal-

ysis methods based on the frequency domain highly suited for such problems. That

is, all the governing equations, boundary conditions and the variables are trans-

formed to the frequency domain using any of the integral transforms available. The

most common transformation for transforming the problem to the frequency domain

is the Fourier Transforms, although, more recently Wavelet Transform is also

becoming popular. This transform has the discrete representation and hence it is

amenable to numerical implementation, which makes its use attractive in wave

propagation analysis. By transforming the problem into frequency domain, the

complexity of the governing partial differential equation is reduced by removing the

time variable out of the formulation, thus making the solution of the resulting ODE

(in the 1D case) much simpler than the original PDE. In wave propagation problems,

two parameters are very important, namely the wavenumber and the speeds of the

propagation.

2.5.1 Spectral Analysis

Spectral analysis is a means to ascertain the wave type and its behavior in a

system represented by a governing PDE by obtaining its local wave behavior,

which is different for different waveguides. The spectral analysis give two

important wave characteristics, namely the spectrum and the dispersion relation.

Spectral analysis uses Discrete Fourier Transform (DFT), to represent a field

variable (say displacement) as a finite series involving a set of coefficients,

which require to be determined. Spectral analysis enables the determination of

two important wave parameters, namely the wavenumbers and the group speeds.

These parameters are required to understand wave propagation in a given

medium or waveguide. These parameters enable us to know whether the wave

mode is a propagating or evanescent (attenuated) mode. If the wave is propa-

gating, the wavenumber expression will let us know whether the wave is

non-dispersive (that is, the wave retains its shape as it propagates) or dispersive

(when the wave changes its shape as it propagates). In this sub section, we give a

brief outline of spectral analysis for second- and fourth-order systems. Additional

details can be found in [3].

The starting point of spectral analysis is the governing differential equation.

Consider a second-order partial differential equation given by
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a
o
2u

ox2
þ b

ou

ox
¼ c

o
2u

ot2
ð2:96Þ

where, a, b, c are known constants and uðx; tÞ is the dependent field variable, x is

the spatial variable and t is the temporal variable. We first approximate or trans-

form the above PDE to frequency domain using the DFT, which gives

uðx; tÞ ¼
X

N�1

n¼0

ûnðx;xnÞejxnt ð2:97Þ

where, xn is the circular frequency and N is the total number of frequency points

used in the approximation. Here û is the frequency-dependent Fourier transform of

the field variable. Substituting Eq. 2.97 into Eq. 2.96, gives:

a
d2ûn

dx2
þ b

dûn

dx
þ cx2

nûn ¼ 0; n ¼ 0; . . .;N � 1: ð2:98Þ

From the above equation, we see that a partial differential equation is reduced to

a set of ordinary differential equation (ODE) with the time variation removed and

frequency introduced as a parameter. The summation is omitted in the above

equation for brevity. Equation 2.98 is a constant coefficient ODE, which has a

solution of the type ûnðx;xÞ ¼ Ane
jkx, where An is some unknown constant and k is

called the wavenumber. Substituting the above solution in Eq. 2.98, we get the

following characteristic equation to determine k

k2 � bj

a
k þ cx2

n

a

� �

An ¼ 0: ð2:99Þ

The above equation is quadratic in k and has two roots corresponding to two

modes of wave propagation. These two modes correspond to the incident and

reflected waves. If the wavenumbers are real, then the wave modes are called

propagating modes. On the other hand, if the wavenumbers are complex, then the

wave modes are evanescent modes. These are given by

k1;2 ¼
bj

2a
�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

�b2

4a2
þ cx2

n

a

r

: ð2:100Þ

Different wave behavior is possible depending upon the values of a, b, and c. The

behavior also depends on the numerical value of the radical
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

cx2
n=a� b2=4a2

p

. Let

us consider a simple case of b ¼ 0. The two wavenumbers are given by

k1 ¼ xn

c

a
; k2 ¼ �xn

c

a
: ð2:101Þ

From the above expression, we find that the wavenumbers are real and hence they

are propagating modes. The wavenumbers are linear functions of frequency x. At

this point, we would like to introduce two important wave parameters that will
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determine the wave characteristics, namely the phase speed cp and group speed cg.

They are defined as

cp ¼
xn

RealðkÞ; cg ¼
dxn

dk
: ð2:102Þ

For the wavenumbers given in Eq. 2.101, the speeds are given by

cp ¼ cg ¼
a

c
: ð2:103Þ

We find that both group and phase speed are constant and equal. When

wavenumbers vary linearly with frequency x and the phase speed and the group

speed are constant and equal, then the wave, as it propagates, retains its shape.

Such waves are called Non-dispersive waves. Longitudinal waves in elementary

rods are of this type. If the wavenumber varies in a non-linear manner with respect

to frequency, the phase and group speeds will not be constant with frequency. That

is, each frequency component travels with different speed and as a result, the wave

changes its shape as it propagates. Such waves are called dispersive waves.

Next, let us again consider Eq. 2.100 with all the constants nonzero. The

wavenumber no longer varies linearly with frequency. Hence, one can expect

dispersive behavior of the waves and the level of dispersion depends upon the

numerical value of the radical. We will investigate this aspect in a little more

detail. There can be the following three situations:

1. b2=4a2 [ cx2
n=a

2. b2=4a2\cx2
n=a and

3. b2=4a2 ¼ cx2
n=a

Let us now consider Case 1. When b2=4a2 [ cx2
n=a, then the radical is a

complex number and hence all the wavenumbers are complex. This implies that

the wave modes are non-propagating and they attenuated rapidly in space. For

Case 2, where b2=4a2\cx2
n=a, the value of the radical will be positive and real.

Hence the wavenumber has both real and imaginary parts. Waves having this

feature are attenuated as they propagate. The phase and group speeds for this case

are respectively given by

cp ¼
xn

k
¼ xn

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

cx2
n=a� b2=4a2

p ; ð2:104Þ

cg ¼
dxn

dk
¼ a

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

cx2
n=a� b2=4a2

p

cxn

: ð2:105Þ

It is quite obvious that these are not the same and hence the waves could be

dispersive in nature. One can get back the non-dispersive solution by substituting

b ¼ 0 in Eq. 2.105. Now, let us see Case 3 where the value of the radical will be zero

and hence the wavenumber is purely imaginary indicating that the wave mode is a

damping mode. The interesting point here is to find the frequency of transition at
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which the propagating mode becomes evanescent or a damping mode. This can be

obtained by equating the radical to zero. Thus the transition frequencyxt is given by

xt ¼
b

2
ffiffiffiffiffi

ac
p :

Once the wavenumbers are determined, the solution to the governing wave

equation (Eq. 2.98) in the frequency domain can be written as (for b ¼ 0)

ûnðx;xnÞ ¼ Ane
�jknx þ Bne

jknx; kn ¼ xn

ffiffiffi

c

a

r

: ð2:106Þ

In the above equation An represents the incident wave coefficient while Bn

represents the reflected wave coefficient.

It is clearly seen how the values of the constants in the governing differential

equation play an important part in dictating the type of wave propagation in a

given medium. Now let us consider a fourth-order system and study the wave

behavior in such systems. Consider the following governing partial differential

equation of motion:

A
o
4w

ox4
þ Bwþ C

o
2w

ot2
¼ 0: ð2:107Þ

Here w is the field variable, and A, B, C are known constants. The above equation

is similar to the equation of motion of a beam on elastic foundations. Let us now

assume the spectral form of solution for the field variable, which is given by

wðx; tÞ ¼
X

N

n¼0

ŵnðx;xnÞejxnt: ð2:108Þ

Using Eq. 2.108 in Eq. 2.107, the PDE is transformed to an ODE as

A
d4ŵn

dx4
� ðCx2

n � BÞŵn ¼ 0: ð2:109Þ

Again, this equation is an ODE with constant coefficients and it has solutions of

the form ŵn ¼ Ane
jkx. Using this solution in Eq. 2.109, we get the characteristic

equation for the wavenumber, which is given by

k4 � b4 ¼ 0; b4 ¼ C

A
x2

n �
B

A

� �

: ð2:110Þ

The above is a fourth-order equation corresponding to four wave modes, two of

which are for the incident wave and the other two are for the reflected wave. Also,

the type of wave is dependent upon the numerical value of Cx2
n=A� B=A. Let us

now assume that Cx2
n=A[B=A. For this case, the solution of Eq. 2.110 will give

the following wavenumbers:

k1 ¼ b; k2 ¼ �b; k3 ¼ jb; k4 ¼ �jb ð2:111Þ
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In the above equation, k1 and k2 are propagating modes while k3 and k4 are the

evanescent modes. From the above equations, we find that the wavenumbers are

non-linear functions of frequency and hence waves are expected to be dispersive in

nature. Also, using the above expression, we can find the phase and group speeds

for the propagating modes using Eqs. 2.102 and 2.103, respectively.

Next, consider the case when Cx2
n=A\B=A. For this case, the characteristic

equation and hence the wavenumbers are given by

k4 þ b4 ¼ 0 ð2:112Þ

k1 ¼
1
ffiffiffi

2
p þ j

1
ffiffiffi

2
p

� �

b; k2 ¼ � 1
ffiffiffi

2
p þ j

1
ffiffiffi

2
p

� �

b; ð2:113Þ

k3 ¼ � 1
ffiffiffi

2
p þ j

1
ffiffiffi

2
p

� �

b; k4 ¼ � � 1
ffiffiffi

2
p þ j

1
ffiffiffi

2
p

� �

b: ð2:114Þ

From the above equation, we see a completely different wave behavior. The

wavenumbers have both real and the imaginary parts and hence all the modes will

attenuate as they propagate. Also, the initial evanescent mode, after a certain fre-

quency, becomes a propagating mode, giving a completely different wave behavior.

The frequency at which this transition takes place is called the cut-off frequency. The

expression for the cut-off frequency can be obtained if we equate Cx2
n=A� B=A to

zero, giving xcut-off ¼
ffiffiffiffiffiffiffiffiffi

B=C
p

. We can see that when B ¼ 0, the cut-off frequency

vanishes and the wave behavior is similar to the first case, i.e., it will have two

propagating and two evanescent modes.

The solution of the fourth-order governing equation in the frequency domain

(Eq. 2.109) can be written as

ŵnðx;xnÞ ¼ Ane
�jbx þ Bne

�bx þ Cne
jbx þ Debx: ð2:115Þ

As in the previous case, An and Bn are the incident wave coefficients and Cn and

Dn are the reflected wave coefficients. These can be determined based on the

boundary conditions of the problem.

From the above discussion, we see that spectral analysis gives us a deep insight

into the wave mechanics of a system defined by its governing differential equation.

The direct output of spectral analysis are the spectrum relations, which define the

wavenumber variation with frequency, and the dispersion relations, which relate

phase and group speed and frequency. The determination of spectrum relations is

required for the development of spectral finite elements for different waveguides,

which is explained in Chap. 5.

2.6 Characteristics of Waves in Anisotropic Media

An important characteristic that separates waves in anisotropic media from the

isotropic media counterpart is the direction of energy flow i.e. group velocity [11].
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For isotropic material, the incident and reflected waves are purely longitudinal,

which are called (P) or (S)waves. In two-dimensional (2D) media, for example, if

the wave vector is given by k ¼ ðkx; kyÞ, the direction cosines of the normal to the

wavefront would be ðkx; kyÞ and ð�ky; kxÞ for P and S wave, respectively. How-

ever, the situation is much more complex in the anisotropic case, where the wave

directions are material property dependent and they can no longer be thought of as

purely P or S waves. They are called the quasi-P wave and the quasi-S wave

(Waves in vertical direction is called QSV waves and the waves in the horizontal

direction is called QSH waves). In this case, the three waves (in three Cartesian

coordinate directions) are coupled, and in order to identify them, one needs to

solve a sixth-order characteristic polynomial equation. Thus, the simplified anal-

ysis for the isotropic case based on the Helmholtz decomposition (possible by

virtue of uncoupled P and S motions), is not practical in the anisotropic case. The

wave velocity and direction in anisotropic material can be obtained from the

governing equation and the plane wave assumption. The governing equation for a

general homogeneous anisotropic media is

orik

oxk
¼ q€ui; rik ¼ Cik‘me‘m; ð2:116Þ

where the constitutive matrix Cik‘m is symmetric with respect to ‘ and m. For the

plane wave assumption, the displacement field is given by

ui ¼ Aaie
jkðnmxm�ctÞ; ð2:117Þ

where nm are the direction cosines of the normal to the wavefront and ai are the

direction cosines of particle displacement. Substitution of the assumed form in the

governing equation results in an eigenvalue problem for the phase velocity c as

ðCim � qc2dimÞam ¼ 0; Cim ¼ Cik‘mnkn‘; ð2:118Þ

where Cim is called the Christoffel symbol, and Eq. 2.118 is the Chirstoffel equation.

Solving Eq. 2.118, the wave phase velocity and the wave directions are obtained.

2.7 Governing Equations for Beams and Plates

There are different methods of obtaining the governing wave equation for a given

waveguide. Here, we resort to using energy methods. This is because, energy

methods through Hamilton’s principle, will not only give the required wave

equation, but also the associated force boundary conditions. We make the fol-

lowing assumptions:

1. The structure is assumed to behave linearly and the deformations are assumed

to be small.

2. The structural material is assumed to behave linearly.

3. Material is homogenous.
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Developing the governing equations from Hamilton’s Principle requires the

energy associated with the motion, namely the strain energy and the kinetic energy

to be expressed in terms of displacements. For this, some assumptions on the

displacement field are made based on the physics of the problem.

In this section, we derive the governing equations for beams and plates using

Hamilton’s theorem [2, 18]. The governing equations are derived assuming

structures are laminated composites. The equations for their isotopic counter parts

can be deduced from the composites equations by substituting the appropriate

reduction in the composites constitutive model.

2.7.1 Governing Equation for an Elementary Beam

The Elementary Beam Theory (EBT) is also called Euler–Bernoulli Beam Theory.

The predominant motions are the transverse displacement, wðx; tÞ, the axial dis-

placement u0ðx; tÞ and the slope /ðx; tÞ, which is derived from the transverse

displacement as /ðx; tÞ ¼ dw=dx. Note that in the laminated composites, the axial

motion and transverse motions are coupled due to the unsymmetric ply sequence.

However, in the case of isotropic beams, the axial and bending motions are

uncoupled. The deformation field for EBT is given by

uðx; y; z; tÞ ¼ uoðx; tÞ � zwðx; tÞ;x ; wðx; y; z; tÞ ¼ wðx; tÞ ð2:119Þ

where uo and w are the axial and transverse displacement of the reference plane. In

the above equation z is the distance measured in the thickness direction from the

reference plane. The layer-wise constitutive law is defined as

rxx ¼ �Q11exx; ð2:120Þ

where rxx and exx are the stress and strain in the X direction. The expression for
�Q11 as a function of ply fiber angle h is given by the first of Eq. 2.95. That is

�Q11 ¼ Q11 cos
4 hþ Q22 sin

4 hþ 2 Q12 þ 2Q66 sin
2 h cos2 h

	 


; ð2:121Þ

where Qij are the orthotropic elastic coefficients for the individual composite ply

and these values in terms of lamina properties are given in Eq. 2.81 The strain

energy and the kinetic energy are defined as

S ¼ 1

2

Z

rxxexxdt; C ¼ 1

2

Z

qð _uo2 þ _w2Þdt; ð2:122Þ

where _ð Þ denotes derivative with respect to time and q is the layer-wise density.

Applying Hamilton’s principle, the governing differential equations are

obtained, and can be expressed as
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qA €uo � A11u
o;xx þB11w;xxx ¼ 0; ð2:123Þ

qA€w� B11u
o;xxx þD11w;xxxx ¼ 0 ð2:124Þ

and the force boundary conditions are obtained as

A11u
o;x �B11w;xx ¼ Nx; ð2:125Þ

B11u
o;xx �D11w;xxx ¼ Vx; ð2:126Þ

�B11u
o;x þD11w;xx ¼ Mx; ð2:127Þ

where

A11;B11;D11½ � ¼
Z

þh=2

�h=2

�Q11 1; z; z2
� �

bdz; ð2:128Þ

h is the depth of the beam, b is the layer width and A is the cross-sectional area of

the beam. Nx;Vx and Mx are the axial force, shear force and bending moment,

respectively. The governing differential Eqs. 2.123 and 2.124 represent a system

of coupled linear PDEs. Note that when B11 is zero, that is when the ply stacking

sequence is symmetric, the axial and transverse motion gets uncoupled.

2.7.2 Governing Differential Equation for a Higher Order Beam

In higher order beams, higher order effects are introduced by considering the

shear deformation and lateral contraction. If shear deformation alone is con-

sidered, then such a theory is called the First Order Shear Deformation Theory

(FSDT) as first introduced in [15]. In FSDT, the plane sections remain plane

assumption of the elementary beam is violated and as a result the slopes are not

derived from the transverse displacements. This also introduces a shear strain in

the model. The introduction of lateral contraction in the isotropic rod model was

first done by Mindlin and Herreman [10]. Introduction of lateral contraction

introduces an additional motion in the form of transverse displacement. The

direction of motion of the lateral contraction is shown in Fig. 2.12. The dis-

placement field for the axial and transverse motion based on FSDT and lateral

contraction is given by

uðx; y; z; tÞ ¼ uoðx; tÞ � z/ðx; tÞ; wðx; y; z; tÞ ¼ wðx; tÞ þ zwðx; tÞ ð2:129Þ

where u and w are, respectively, the axial and transverse displacements at a

material point. uo and wo are the beam axial and transverse displacement of the

reference plane. / is the curvature-independent rotation of the beam cross-section

about the Y-axis. w ¼ ezz is the contraction/elongation parallel to the Z-axis.
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Following conventional notation [12], the constitutive model for an orthotropic

laminated composite beam can be expressed as

rxx
rzz
sxz

8

<

:

9

=

;

¼
�Q11

�Q13 0
�Q13

�Q33 0

0 0 �Q55

2

4

3

5

exx
ezz
cxz

8

<

:

9

=

;

: ð2:130Þ

Using Hamilton’s principle and Eqs. 2.129 and 2.130, the governing wave

equations can be obtained as

du : I0€u
o � I1 €/� A11u

o;xx þB11/;xx �A13w;x ¼ 0; ð2:131Þ

dw : I2 €wþ I1€wþ A13u
o;x �B13/;x þA33w� B55 w;xx �/;xð Þ � D55w;xx ¼ 0;

ð2:132Þ

dw : I0€wþ I1 €w� A55 w;xx �/xð Þ � B55w;xx ¼ 0; ð2:133Þ

d/ : I2 €/� I1€u
o � A55 w;x �/ð Þ � B55w;x þB11u

o;xx �D11/;xx þB13w;x ¼ 0:

ð2:134Þ

The four associated force boundary conditions are

A11u
�;x �B11/;x þA13w ¼ Nx; B55 w;x � /

	 


þ D55w;x ¼ Qx; ð2:135Þ

A55 w;x �/ð Þ þ B55w;x ¼ Vx; �B11u
�;x þD11/;x �B13w ¼ Mx: ð2:136Þ

The stiffness coefficients which are functions of individual ply properties, ply

orientation etc. and integrated over the beam cross-section, can be expressed as

Aij;Bij;Dij

� �

¼
X

i

Z

ziþ1

zi

�Qij 1; z; z
2

� �

bdz; ð2:137Þ

which is a slightly generalized form of Eq. 2.128. The coefficients associated with

the inertial terms can be expressed as

Fig. 2.12 Beam cross-

section in the YZ plane and

degrees of freedom
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I0; I1; I2½ � ¼
X

i

Z

ziþ1

zi

q 1; z; z2
� �

bdz: ð2:138Þ

In Eqs. 2.137 and 2.138, zi and ziþ1 are the Z-coordinate of bottom and top

surfaces of the ith layer and b is the overall width of the beam. It can be noticed that

for asymmetric ply stacking, all four modes; axial, flexural, shear and thickness

contraction, are coupled with each other. This makes the problem cumbersome to

solve accurately using an analytical approach for all boundary conditions. Note that

we can recover the elementary beam equations by substituting A55 ¼) 1 and

I2 ) 0.

2.7.3 Governing Equations for a Composite Plate

Here, we will use the Classical Plate Theory (CLPT) to derive the equation of

motion for a laminated composite plate. The plate is symbolized with three

motions, namely the in-plane motions uðx; y; tÞ and vðx; y; tÞ and the out-of-plane

motion wðx; y; tÞ. In addition, the plate can support two slopes in the in-plane

directions, namely /x and /y, which as in the case of elementary beam, are derived

from transverse displacement.

The assumed displacement field for a plate as per CLPT, is given by

Uðx; y; z; tÞ ¼ uðx; y; tÞ � zow=ox;

Vðx; y; z; tÞ ¼ vðx; y; tÞ � zow=oy;

Wðx; y; z; tÞ ¼ wðx; y; tÞ;
where, u, v and w are the displacement components of the reference plane in the X,

Y and Z directions, respectively and z is measured downward positive along the

out-of-plane direction.

The associated non-zero strains are

exx
eyy
exy

8

<

:

9

=

;

¼
ou=ox
ov=oy

ou=oyþ ov=ox

8

<

:

9

=

;

þ
�zo2w=ox2

�zo2w=oy2

�2zo2w=oxoy

8

<

:

9

=

;

¼ fe�g þ fe1g; ð2:139Þ

where exx and eyy are the normal strains in the X and the Y directions, respectively

and exy is the in-plane shear strain. The corresponding normal and shear stresses

are related to these strains by the relation

rxx
ryy
rxy

8

<

:

9

=

;

¼
�Q11

�Q12 0
�Q12

�Q22 0

0 0 �Q66

2

4

3

5

exx
eyy
exy

8

<

:

9

=

;

; ð2:140Þ

where �Qij are the elements of the anisotropic constitutive matrix. As before, the

expressions for �Qij in terms of the elastic constants and ply-angles are given by

Eq. 2.81. The force resultants are defined in terms of these stresses as
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Nxx

Nyy

Nxy

8

<

:

9

=

;

¼
Z

A

rxx
ryy
rxy

8

<

:

9

=

;

dA;
Mxx

Myy

Mxy

8

<

:

9

=

;

¼
Z

A

z

rxx
ryy
rxy

8

<

:

9

=

;

dA: ð2:141Þ

Substituting Eqs 2.140 and 2.139 in Eq. 2.141, the relation between the force

resultants and the displacement field is obtained as

Nxx

Nyy

Nxy

8

<

:

9

=

;

¼
A11 A12 0

A12 A22 0

0 0 A66

2

4

3

5fe�g þ
B11 B12 0

B12 B22 0

0 0 B66

2

4

3

5fe1g; ð2:142Þ

Mxx

Myy

Mxy

8

<

:

9

=

;

¼
B11 B12 0

B12 B22 0

0 0 B66

2

4

3

5fe�g þ
D11 D12 0

D12 D22 0

0 0 D66

2

4

3

5fe1g; ð2:143Þ

where the elements Aij;Bij and Dij are defined by Eq. 2.137.

The kinetic energy (T) and the strain energy (U) are defined in terms of the

displacement field and stresses as

T ¼ ð1=2Þ
Z

V

qð _U2 þ _V2 þ _W2ÞdV ; ð2:144Þ

U ¼ ð1=2Þ
Z

V

ðrxxexx þ ryyeyy þ rxyexyÞdV : ð2:145Þ

Applying Hamilton’s principle, the governing equations can be written in terms of

these force resultants as

oNxx=oxþ oNxy=oy ¼ I�€u� I1o€w=ox; ð2:146Þ

oNxy=oxþ oNyy=oy ¼ I�€v� I1o€w=oy; ð2:147Þ

o
2Mxx=oxxþ 2o2Mxy=oxyþ o

2Myy=oyy ¼ I�€w� I2ðo2€w=oxxþ o
2€w=oyyÞ

þ I1ðo _u=oxþ o _v=oyÞ;
ð2:148Þ

where the mass moments I0; I1 and I2 are given by Eq. 2.138.

The governing equations can be further expanded in terms of the displacement

components. However, because of their complexity, they are not given here and

can be found in [12]. The associated boundary conditions are

�Nxx ¼ Nxxnx þ Nxyny; �Nyy ¼ Nxynx þ Nyyny; ð2:149Þ

�Mxx ¼ �Mxxnx �Mxyny; ð2:150Þ

�Vx ¼ðoMxx=oxþ 2oMxy=oy� I1€uþ I2o€w=oxÞnx
þðoMxy=oxþ 2oMyy=oy� I1€vþ I2o€w=oyÞny;

ð2:151Þ
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where �Nxx and �Nyy are the applied normal forces in the X and Y direction, �Mxx and
�Myy are the applied moments about the Y and X axes and �Vx is the applied shear

force in the Z direction. By expressing the strains and curvature in terms of

displacements, we can write the governing equations for a plate.

2.8 Spectrum and Dispersion Relations

As mentioned earlier, the two important characteristics of wave propagation that are

very significant from the SHM point of view are the spectrum and dispersion rela-

tions, respectively. Spectrum relations are obtained by plotting the different wave-

numbers of the system with frequency. If the variation is a straight line, then the

wavenumbers are linearly related to the frequency signifying that the waves are non

dispersive and the group speeds do not depend on the frequency. Non dispersive

waves do not change their shape as they propagate. This property is very useful in

SHM since the reflections, if any coming from the damage of the structure, can be

clearly identified from the time history plots if the group wave speeds are known. On

the other hand, if the wavenumber has a nonlinear relation with frequency, then such

waves are called dispersive waves and for these waves, at each frequency, their

group speeds are different. These waves change their wave profiles as they propa-

gate. Handling dispersive signals is more difficult. The wavenumber and group

speeds for different 1D general waveguides were discussed earlier in Sect. 2.5.1.

In this section, we derive the spectrum and dispersion relations for a few specific

waveguides. We saw in Sect. 2.5.1 that the wavenumber characteristic equation of

one dimensional (1D) waveguides is a polynomial expression, the order of which is

defined by the type of motion the waveguide can support. These equations can get

more complicated due to the presence of stiffness or inertial coupling as is found in

laminated composite structures. Hence, to solve such polynomial equation of very

high order, we explain two different methods in this section.

2.8.1 Efficient Computation of the Wavenumber and Wave

Amplitude

The constitutive relation and the displacement field in an laminated composite

material give rise to both stiffness and inertial coupling, which poses great diffi-

culty in wavenumber and wave vector computation. This is due to the increased

order of the polynomial of the characteristic equation. The conventional method of

wavenumber and coefficient computation (see Sect. 2.5.1) is not adequate to tackle

this situation and there is a need to improve the existing formalism. The devel-

opment towards this end started with the elementary composite beam [13], which

needs a sixth-order polynomial to be solved for wavenumber computation. The

wavenumbers were computed numerically, where the Newton–Raphson method
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was used. The rest of the roots were expressed in terms of this real wavenumber.

The coefficient vectors were evaluated analytically. The situation becomes com-

plicated in the first-order shear deformable beam [14], where the wave matrix has a

size of 3� 3, although the spectrum relation is still a sixth-order polynomial. As

was done before, the spectrum relation was solved numerically by tracking the real

roots first using the NR algorithm, and wave amplitude vectors were evaluated

analytically. It must be noted that computation of the wave vectors requires the

solution of a system of matrices of size Nv � 1� Nv � 1, where Nv is the number

of different motions the waveguide can support. The situation becomes too difficult

to handle in the 3D beam model, where Nv ¼ 6. This model gives rise to 6� 6

wave matrix and as a result, it generates a 12th-order polynomial, which

is required to be solved at each frequency. The solution of this equation is

not possible using conventional quadratic solvers that was reported earlier in

Sect. 2.5.1 or using the Newton–Raphson algorithm. As mentioned earlier, the

characteristic equation is a polynomial in the wavenumber k and the problem can

be formulated as a standard polynomial eigenvalue problem (PEP) of finding

nonzero v and k such that

WðkÞv ¼
X

p

i¼0

kiAi

 !

v ¼ 0 ð2:152Þ

where

Ai 2 CNv�Nvv 2 CNv�1

and where p is the order of the PEP. Each Ai depends upon the material properties,

frequency and wavenumber. Two different strategies are given here to solve the

PEP.

2.8.1.1 Method 1: The Companion Matrix and the SVD Technique

In the first method, it is noted that the desired eigenvalues are the latent roots,

which satisfy the condition detðWðkÞÞ ¼ 0 [8]. Further, if ki is any such root, then

there is at least one non-trivial solution for v, which is known as the

latent eigenvector. To find the latent root, the determinant is expanded in a

polynomial pðkÞ, and solved by the companion matrix method, where the fol-

lowing matrix is formed:

LðpÞ ¼

0 1 0 � � � 0

0 0 1 :
..
. ..

. ..
. . .

. ..
.

0 0 0 1

�am �am�1 � � � �a2 �a1

2

6

6

6

6

4

3

7

7

7

7

5

ð2:153Þ
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where pðkÞ is given by

pðkÞ ¼ km þ a1k
m�1 þ � � � þ am: ð2:154Þ

One of the many important properties of the companion matrix is that the

characteristic polynomial of LðpÞ is pðkÞ itself [9]. Thus, the eigenvalues of LðpÞ
are the roots of pðkÞ, which are obtained readily using any standard subroutine,

e.g., LAPACK (xGEEV group).

Once the eigenvalues are obtained, they can be used to obtain the eigenvectors.

To do so, it is to be noted that the eigenvectors are the elements of the null space of

WðkÞ and the eigenvalues make this null space non-trivial by rendering WðkÞ
singular. Hence, computation of the eigenvectors is equivalent to computation of

the null space of a matrix. To this end, the singular value decomposition (SVD)

method is most effective. Any matrix A 2 Cm�n can be decomposed in terms of

unitary matrices U and V and diagonal matrix S as A ¼ USVH , where H denotes

the Hermitian conjugate [4]. Also, S is the matrix of singular values. The columns

of the unitary matrix V that correspond to zero singular values (zero diagonal

elements of S) are the elements of the null space of A. The SVD again can be

performed by any standard subroutine (e.g. xGESVD group of LAPACK)

2.8.1.2 Method 2: Linearization of PEP

In this method, the PEP is linearized as

Az ¼ kBz ð2:155Þ

with

A;B 2 CpNv�pNv

and where

A ¼

0 I 0 � � � 0

0 0 I � � � 0

..

. ..
. . .

. . .
. ..

.

..

. ..
. . .

. . .
.

I

�A0 �A1 A2 � � � �Ap�1

2

6

6

6

6

6

6

6

4

3

7

7

7

7

7

7

7

5

; B ¼

I

I

. .
.

I

�Ap

2

6

6

6

6

6

6

4

3

7

7

7

7

7

7

5

;

ð2:156Þ
The relation between x and z is given by z ¼ ðxT ; kxT ; . . .; kp�1xTÞT , while B�1A is

a block companion matrix of the PEP. The generalized eigenvalue problem of

Eq. 2.155 can be solved by the QZ algorithm, the iterative method, the Jacobi–

Davidson method or the rational Krylov method. Each one of these has its own

advantages and deficiencies, however, the QZ algorithm is the most powerful

method for small to moderate sized problems, and is employed in the subroutines

available in LAPACK (xGGEV and xGGES group).
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In both of these methods, an eigenvalue solver is employed, where for the QZ

algorithm, the cost of computation is *30n3 and an extra 	 16n3 for eigenvector

computation (n is the order of the matrix). Since, the order of the companion

matrix in the second method is three times that of the first method, the cost is 27

times more, which is significant as this computation is to be performed N �M

times.

The PEP admits Nv � p eigenvalues and p eigenvectors. If both A0 and Ap are

singular, the problem is potentially ill-posed. Theoretically, the solutions might not

exist or might not be unique. Computationally, the computed solutions may be

inaccurate. If one, but not both, A0 and Ap is singular, the problem is well posed,

but some of the eigenvalues may be zero or infinite, and caution should be

exercised in rejecting those roots.

There are advantages and disadvantages of both methods. In the first method,

the determinant of the wave matrix needs to be formed, which for large Nv is too

difficult to obtain. In this case, resorting to the second method is advantageous as it

obviates the necessity for obtaining the lengthy expressions for ai in Eq. 2.154.

However, in the second method, there is no control over the eigenvalues, as we

might be interested sometimes in separating the forward propagating wavenum-

bers (for the formulation of throw-off elements). In this case, the first method is the

only option.

2.8.2 Spectrum and Dispersion Relation for an Elementary Beam

The first step in constructing the spectrum and dispersion relation is to transform

the governing differential equation to the frequency domain using DFT, which

would normally lead to an ordinary differential equation with constant coefficient.

In the present case, the governing differential equations are given by Eqs. 2.123

and 2.124. The DFT on the field variables u0 and w is given by

uoðx; tÞ ¼
X

N

n¼1

ûðx;xnÞejxnt ¼
X

N

n¼1

~upe
�jkpx

	 


ejxnt; ð2:157Þ

wðx; tÞ ¼
X

N

n¼1

ŵðx;xnÞejxnt ¼
X

N

n¼1

~wpe
�jkpx

	 


ejxnt; ð2:158Þ

When the above transform is substituted in the governing equation, the gov-

erning PDE’s will become a set of ODE’s with the time t removed from the

governing equation and the frequency x introduced as a parameter. The resulting

ODE’s are of constant coefficients type and have complex exponentials as solu-

tions. When the exponential solutions are substituted in the transformed ODE’s,

we get a characteristic equation for the computation of wavenumber k, which can

be transformed into PEP, which is given by

84 2 Fundamentals Concepts in Elasticity, Mechanics and Wave Propagation



k4p
0 0

0 D11

� �

þ k3p
0 �jB11

jB11 0

� �

þ k2p
A11 0

0 0

� �

þ �qAx2 0

0 �qAx2

� �

~up

~wp

 �

¼
0

0

 � ð2:159Þ

This equation is of the form given in Eq. 2.152, which can be recast in the form

given by Eq. 2.153 or 2.155. Using the companion matrix method outlined in

Sect. 2.8.1.1, we can determine the wavenumbers and the group speeds. Once the

solutions kp and the pairs f~up; ~wpg are obtained for each p, the explicit form of the

solution is

ûðx;xnÞ
ŵðx;xnÞ

 �

¼
X

6

m¼1

Cm

R1m

R2m

 �

e�jkmx: ð2:160Þ

We will now plot the spectrum and dispersion relations. The main objective

here is to bring out the effect of coupling on wave behavior. The maximum

axial–flexural coupling that one gets from such natural ply-stacking is when the

cross-plies and 0o plies are stacked in separate groups. A generalization of the

effect of axial–flexural coupling gives some valuable insights, when the spectrum

relation (Fig. 2.13) and dispersion relation (Fig. 2.14) are studied. The bending–

axial coupling is characterized by a factor r ¼ B2
11=D11A11. An AS/3501-6

graphite–epoxy plies (thickness of each layer 1.0 mm) with three stacking

sequences 010½ �ðr ¼ 0:0Þ; 05=302=603½ �ðr ¼ 0:312Þ and 05=905½ �ðr ¼ 0:574Þ are

considered. In Fig. 2.13, it can be observed that, corresponding to axial mode

(Mode 1) and flexural modes (Mode 2 and 3), the wavenumbers increase in

magnitude for increasing coupling. However, this increase in Mode 2 (propagating

component) is more than that in Mode 3 (evanescent component). Fig. 2.14 also

shows the variation of group speed Cg ¼ dx=dkj normalized with the parameter

Fig. 2.13 Spectrum relation

for various axial–flexural

couplings
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co ¼
ffiffiffiffiffiffiffiffiffi

E=q
p

. From these plots, it is clear that the axial speed is reduced by more

than 26% due to the presence of asymmetry arising from cross-ply stacking in

groups. Also at around 50 kHz, the flexural speed of propagation is reduced by

42% for maximum coupling.

2.8.3 Spectrum and Dispersion Relation for a Higher

Order Beam

The governing Equation for a higher order beam is given by Eqs. 2.131–2.134. As

before, the governing equations are transformed to frequency domain using DFT,

where the displacement field, fug ¼ fuo;w;w;/gðx; tÞ, can be written as

u ¼
X

N

n¼1

f~u; ~w; ~w; ~/gðxÞe�jxnt ¼
X

N

n¼1

~uðxÞe�jxnt; ð2:161Þ

where xn is the circular frequency at the nth sampling point and N is the frequency

index corresponding to the Nyquist frequency in DFT.

Substituting the assumed solution of the field variables in Eqs. 2.131–2.134, a

set of ODEs is obtained for ~uðxÞ. Since, the ODEs have constant coefficients, the

solution is of the form ~u0e
�jkx, where k is the wavenumber and ~u0 is a vector of

unknown constants, i.e., ~u0 ¼ fu�;w�;w�;/�g. Substituting the assumed form in

the set of ODEs, a matrix–vector relation is obtained which gives the following

characteristic equation

W~u0 ¼ 0 ð2:162Þ

Fig. 2.14 Dispersion

relation for various axial–

flexural couplings—

frequency amplitude

spectrum of a modulated

sinusoidal pulse
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where W is

A11k
2 � I�x2

n jA13k 0 I1x
2
n � B11k

2

�jA13k �kII2x
2
n þ A33 þD55k

2 �I1x
2
n þ B55k

2 �jB55kþ jB13k

0 �I1x
2
n þ B55k

2 A55k
2 � I�x2

n �jA55k

I1x
2
n � B11k

2 jB55k� jB13k jA55k �I2x
2
n þD11k

2 þ A55

2

6

6

4

3

7

7

5

:

ð2:163Þ

In this case, we use the method based on linearization of PEP outlined in

Sect. 2.8.1.2. According to the previous discussion, in this case, the order of the

PEP, p ¼ 2 and Nv (size of the W) is 4. Thus, there are eight eigenvalues alto-

gether, which are the roots of the polynomial (called the spectrum relation

obtained from the singularity condition of W as

Q1k
8 þ Q2k

6 þ Q3k
4 þ Q4k

2 þ Q5 ¼ 0: ð2:164Þ

The spectrum relation suggests that the roots can be written as �k1;�k2;�k3
and �k4.

Before solving this eighth-order characteristic equation (obtained by setting the

determinant of the PEP equal to zero), one can obtain an overview of the number

of propagating and evanescent modes as follows. By substituting xn ¼ 0 in the

characteristic equation and solving for kj, it can be shown that for the uncoupled

case (Bij ¼ 0)

kð0Þ1;...;6 ¼ 0; kð0Þ7;8 ¼ �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

A2
13 � A11A33

A55D55

s

: ð2:165Þ

This implies that six zero roots starting at xn ¼ 0 correspond to the axial, flexural

and shear modes, whereas the two nonzero roots must be the wavenumbers asso-

ciated with the contractional mode. Here, it is to be noted that rzz ¼ 0 for elementary

Beam theory and FSDT for the 3D orthotropic constitutive model is reduced to plane

stress model with respect to the XY plane. However, in the presence of thickness

contraction, rzz 6¼ 0, which requires a plane-stress model in the XZ plane reduced

from a 3D constitutive model. This produces a slight difference in the values of A55

compared to that in FSDT. However, almost all the conventional fiber reinforced

composites used as structural material have Q11 [Q13;Q33 [Q13, which implies

that the nonzero roots in Eq. 2.165must be imaginary at and nearxn ¼ 0. Therefore,

we have two evanescent (one forward and one backward) components in the con-

tractional mode in the low frequency regime. Next, by substituting kj ¼ 0 in

Eq. 2.164 and solving for xn, we get the cut-off frequencies as

xcut�off ¼ 0; 0; 0; 0;

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

A55

I2ð1� s22Þ

s

;

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

A33

I2ð1� s22Þ

s

: ð2:166Þ

This shows that initially there are two forward propagating modes(one axial, one

flexural), two backward propagating modes (one axial and one flexural), two

evanescent flexural modes (forward and backward) and two additional evanescent
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contractional modes (forward and backward) for xn [ 0. The shear mode starts

propagating after the cut-off frequency corresponding to A55 in Eq. 2.166. The

contractional mode starts propagating later, since A33 
A55.

In Fig. 2.15, the wavenumber dispersion is plotted for AS/3501 graphite–epoxy

and glass–epoxy ½0�10 composite beam with total thickness h ¼ 0:01 m. Material

properties are taken from [12]. Note that the graphite–epoxy has very high ratio

E11=G13 ð�20Þ and moderate stiffness E11 � 144 GPa. On the other hand, the

glass–epoxy has very low ratio E11=G13 (�6) and very low stiffness

E11 � 54 GPa. For both of these materials, the plot in Fig. 2.15 shows that the

propagating components before the cut-off frequency in contraction are similar to

those in Fig. 2.16 in the absence of the variable w. Also the wavenumber asso-

ciated with the evanescent components in contractional mode before the cut-off

frequency is much higher than that due to shear, and therefore decays rapidly.

Fig. 2.15 Nature of

wavenumber dispersion in

axial (k1), flexural (k3), and

shear (k6) with cut-off and

contraction (k8) with cut-off;

‘o’, graphite–epoxy AS/3501

½0�10 composite; …, glass–

epoxy 0½ �10 composite; Total

thickness h ¼ 0:01 m

Fig. 2.16 Nature of

wavenumber dispersion in

axial, flexural and shear

modes for different stiffness

and material asymmetries;

- - -, r ¼ 0:0; s2 ¼ 0:0; —,

r ¼ 0:757; s2 ¼ 0:0; —,

r ¼ 0:0; s2 ¼ 0:5. The
locations of cut-off frequency

are marked by A and B
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Hence, below the cut-off frequency in contraction (which is always much higher

than shear cut-off since A33 [A55 for a composite), change in the response due to

addition of the contractional mode is negligible.

When the thickness contraction term w is neglected in the displacement field,

and subsequently in the wave equations, the characteristic equation is a sixth-order

polynomial in k. Again, the PEP framework is used to obtain the wavenumber and

hence, the group speeds.

In Fig. 2.16, the dispersion of wavenumbers corresponding to axial, flexural

and shear modes are shown. An AS/3501-6 graphite–epoxy beam cross-section

with depth h ¼ 0:01 m is considered. Beside this, to study how the wave packets

travel at different frequencies, the group speeds cg ¼ Re½dxn=dkj� in the axial,

flexural and shear modes are plotted in Fig. 2.17, where c0 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi

A11=I0
p

is the

constant phase speed in axial mode. From these two plots, only one cut-off fre-

quency appears, above which the shear mode starts propagating, which is other-

wise an evanescent component contributing to the flexural wave. Figure 2.17

shows that the higher the stiffness coupling (higher value of r) the higher the group

speed of the shear wave above the cut-off frequency. At the same time, the group

speed of the longitudinal wave drastically falls well before the cut-off frequency.

The flexural mode remains least affected by both stiffness and mass coupling, and

remains almost non-dispersive above the cut-off frequency.

2.8.4 Spectrum and Dispersion Relation for an Anisotropic Plate

Here, we begin with the governing differential equation, derived earlier

(Eqs. 2.146–2.148). These force resultant differential equations are first written in

terms of displacement using force resultant displacement relationship. These dif-

ferential equations are functions of two spatial variables x and y. By assuming that

Fig. 2.17 Dispersion of

group speeds in axial,

flexural and shear modes for

different stiffness and

material asymmetries;

- - -, r ¼ 0:0; s2 ¼ 0:0; —,

r ¼ 0:757; s2 ¼ 0:0; —,

r ¼ 0:0; s2 ¼ 0:5. The
locations of cut-off frequency

are marked by A and B
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the second spatial variable, that is, y extends to infinity, we eliminate this variable

from the governing equation by taking an additional transform in this direction.

This process introduces an additional wavenumber in the horizontal direction.

Instead of using DFT for the second transform in the y directions, Fourier Series

can be conveniently employed for the ease of applying the loading boundary

conditions [5]. Hence, the solution for the three dependent variables (displace-

ments uðx; y; tÞ; vðx; y; tÞ and wðx; y; tÞ) is given by

uðx; y; tÞ ¼
X

N�1

n¼0

X

M

m¼1

ûðxÞ cosðgmyÞ
sinðgmyÞ

 �

e�jxnt; ð2:167Þ

vðx; y; tÞ ¼
X

N�1

n¼0

X

M

m¼1

v̂ðxÞ sinðgmyÞ
cosðgmyÞ

 �

e�jxnt; ð2:168Þ

wðx; y; tÞ ¼
X

N�1

n¼0

X

M

m¼1

ŵðxÞ cosðgmyÞ
sinðgmyÞ

 �

e�jxnt; ð2:169Þ

where again the cosine or sine dependency is chosen based on the symmetry or

anti-symmetry of the applied load about the X axis and gm is the horizontal

wavenumber corresponding to mth spatial mode. Substituting Eqs. 2.167–2.169 in

the governing differential equations, a set of ODEs is obtained for the unknowns

ûðxÞ; v̂ðxÞ and ŵðxÞ. Since these ODEs have constant coefficients, their solutions

can be written as ~ue�jkx;~ve�jkx and ~we�jkx, where k is the wavenumber in the X

direction, yet to be determined and ~u;~v and ~w are the unknown constants.

Substituting these assumed forms in the set of ODEs, a PEP is posed to find ðv; kÞ,
such that,

WðkÞv ¼ ðk4A4 þ k3A3 þ k2A2 þ kA1 þ A0Þv ¼ 0; v 6¼ 0; ð2:170Þ

where Ai 2 C3�3, k is an eigenvalue and v is the corresponding right eigenvector.

The matrices Ai are

A0 ¼
�A66g

2
m þ I�x2

n 0 0

0 �A22g
2
m þ I�x2

n �B22g
3
m þ I1x

2
ngm

0 �B22g
3
m þ I1x

2
ngm �D22g

4
m þ I�x2

n þ I2x
2
ng

2
m

2

4

3

5;

ð2:171Þ

A1 ¼
0 �jgmðA12 þ A66Þ �jg2mðB12 þ 2B66Þ þ jI1x

2
n

jgmðA12 þ A66Þ 0 0

jg2mðB12 þ 2B66Þ � jI1x
2
n 0 0

2

4

3

5;

ð2:172Þ
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A2 ¼
�A11 0 0

0 �A66 �gmðB12 þ 2B66Þ
0 �gmðB12 þ 2B66Þ �g2mð2D12 þ 4D66Þ þ I2x

2
n

2

4

3

5; ð2:173Þ

A3 ¼
0 0 �jB11

0 0 0

jB11 0 0

2

4

3

5; ð2:174Þ

A4 ¼
0 0 0

0 0 0

0 0 �D11

2

4

3

5: ð2:175Þ

It can be noticed that A4 is singular, thus the lambda matrix WðkÞ is not regular [9]
and admits infinite eigenvalues [16].

The PEP is solved by the methods described before. In this case, the spectrum

relation is a quartic polynomial in m, where m ¼ k2,

pðmÞ ¼ m4 þ C1m
3 þ C2m

2 þ C3mþ C4; Ci 2 C; ð2:176Þ

which generates a companion matrix of order 4. In both the methods of wave-

number computation described earlier, an eigenvalue solver based on QZ algo-

rithm is employed. The polynomial governing the wavenumbers (Eq. 2.176) is

solved by considering a graphite–epoxy (AS/3501) plate of 10 mm thickness. Two

different ply-stacking sequences are considered, one symmetric ½010� and the other

asymmetric ½05=905�. The Y wavenumber, gm is fixed at 50 for all the wavenumber

computations. The real and imaginary part of the wavenumbers are shown in

Figs. 2.18 and 2.19, respectively. The points in the abscissa marked 1, 2 and 3

denote the cut-off frequencies and they are at 3, 13.7 and 21 kHz. Two roots are

equal before point 1, and they are denoted by k1;2. Thus, before point 1, there are

only four non-zero real roots (�k1;2) and eight non-zero imaginary roots

Fig. 2.18 Real part of

wavenumbers, symmetric

sequence
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(�k1;2;�k3 and �k4). After point 1, one of the k1;2 becomes pure real and another

one becomes pure imaginary and there is only an imaginary root at high frequency.

These roots correspond to the bending mode, w. It can be further noticed that

before point 1, these wavenumbers (k1;2) simultaneously possess both real and

imaginary parts, which implies these modes are attenuated while propagating.

Thus, there exist inhomogeneous waves in anisotropic composite plate [1]. The

points marked 2 and 3 are the two cut-off frequencies, since the roots k3 and k4
become real at this point from their imaginary values. These roots correspond to

the in plane motion, i.e., u and v displacements.

Next, the asymmetric ply-sequence is considered (Figs. 2.20 and 2.21), for

which the wavenumber pattern remains qualitatively the same. The cut-off fre-

quencies are at 5.3, 13.8 and 60 kHz, where the first one corresponds to the

bending mode and the last two correspond to the in-plane motion. In comparison to

Fig. 2.19 Imaginary part of

wavenumbers, symmetric

sequence

Fig. 2.20 Real part of

wavenumbers, asymmetric

sequence
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symmetric ply-stacking, it can be said that the first and the third cut-off frequencies

are of higher magnitude than their symmetric counterparts and the rate of incre-

ment is higher in the third cut-off frequency. Further, the magnitudes of all

wavenumbers are increased. Significantly, at higher frequency, the third wave-

number k3 has lower magnitude than the bending wavenumbers (one of k1;2) as

opposed to the symmetric case. Similar trends are visible in the imaginary part of

the wavenumbers, where the magnitude is higher in all cases (almost double) than

the imaginary wavenumbers of the symmetric sequence. Thus attenuation of the

propagating modes is comparatively higher in the asymmetric case.

The cut-off frequencies can be obtained from Eq. 2.176 by letting k ¼ 0 and

solving for xn. The governing equation for the cut-off frequency becomes

a0x
6
n þ a1x

4
n þ a2x

2
n þ a3 ¼ 0; ð2:177Þ

where ai are material property and wavenumber gm dependent coefficients given as

a0 ¼ I2�I2g
2 þ I3� � I�I

2
1 I2; ð2:178Þ

a1 ¼ �I2�D22g
4 � I2�ðA22 þ A66Þg2 � I�I2g

4ðA66 þ A22Þ þ A66g
4I21 þ 2I�B22g4I1;

ð2:179Þ

a2 ¼ �I�B
2
22g

6 þ A66g
4A22I� þ A66g

6I�D22 � 2A66g
6B22I1

þ I�A22g
6D22 þ A66g

6A22I2;
ð2:180Þ

a3 ¼ A66g
8ð�A22D22 þ B2

22Þ: ð2:181Þ

When Eq. 2.177 is solved for different gm, the variation of the cut-off fre-

quencies with gm can be obtained. This variation is given in Fig. 2.22. As shown in

the figure, variation of the cut-off frequency for the bending mode x1;2 follows a

non-linear pattern, whereas the other two increase linearly. Although not evident

Fig. 2.21 Imaginary part of

wavenumbers, asymmetric

sequence
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from this figure, close inspection reveals that the pattern for x3 is the same for

both symmetric and asymmetric cases. Since it is the magnitude of A12 that has not

changed with ply-angle, it can be concluded that x3 is proportional to the ratio of
ffiffiffiffiffiffiffiffiffiffiffiffi

A12=q
p

. Further, there is no variation in x1;2 for changing ply-stacking, whereas,

for x4, the effect is maximum. Thus, with the help of this figure, the location of the

points 1–3 in Fig. 2.18, 2.19, 2.20 and 2.21 can be explained.
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Chapter 3

Signal Processing Techniques

3.1 Integral Transforms

It is customary in SHM studies to handle time signals of varying complexity,

which requires manipulation and fine tuning for their use in damage prediction.

In many cases, these actions are effective if performed in the frequency domain.

In addition, SHM studies involve using signals of high frequency content and

require methods for wave propagation analysis. There are a number of different

methods available to transform a time signal into the frequency domain. Advan-

tages and disadvantages as well as issues concerning these different transforms are

described in the following sections.

3.1.1 Fourier Transforms

A time signal can be represented in the Fourier (frequency) domain in three

possible ways, namely the Continuous Fourier Transform (CFT), the Fourier

Series (FS) and the Discrete Fourier Transform (DFT). In this section, only brief

descriptions of the above transforms are given. The reader is encouraged to refer to

[13] for more details.

3.1.1.1 Continuous Fourier Transforms

Consider any time signal FðtÞ. The inverse and the forward CFTs, normally

referred to as the transform pair, are given by

S. Gopalakrishnan et al., Computational Techniques for Structural Health Monitoring,

Springer Series in Reliability Engineering, DOI: 10.1007/978-0-85729-284-1_3,

� Springer-Verlag London Limited 2011
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FðtÞ ¼ 1

2p

Z

1

�1

F̂ðxÞejxtdx; F̂ðxÞ ¼
Z

1

�1

FðtÞe�jxtdt; ð3:1Þ

where x is the angular frequency and j (j2 ¼ �1) is the complex number. F̂ðxÞ is
necessarily complex and a plot of the amplitude of this function against frequency

will represent the frequency content of the time signal. As an example, consider a

rectangular time signal of pulse width d. Mathematically, this function can be

represented as

FðtÞ ¼ F0 � d=2� t� d=2

¼ 0 otherwise:
ð3:2Þ

This time signal is symmetrical about the origin. If this expression is substituted in

Eq. 3.1, we get

F̂ðxÞ ¼ F0d
sinðxd=2Þ
xd=2

� �
: ð3:3Þ

The CFT for this function is real only and symmetric about x ¼ 0. The term

inside the curly brace is called the sinc function. Also, the value of the CFT at

x ¼ 0 is equal to the area under the time signal.

Now the pulse is allowed to propagate in the time domain by an amount t0.

Mathematically such a signal can be written as

FðtÞ ¼ F0 t0 � t� t0 þ d

¼ 0 otherwise. ð3:4Þ

Substituting the above function in Eq. 3.1 and integrating, gives

F̂ðxÞ ¼ F0d
sinðxd=2Þ
xd=2

� �
e�jxðt0þd=2Þ: ð3:5Þ

The above CFT has both real and imaginary parts. These are plotted in Fig. 3.1.

From Eqs. 3.3 and 3.5, we see that the magnitude of both these transforms are the

same, however, the second transform has phase information built in it. That is, we

see that the propagation of the signal in the time domain is associated with the

change of phase in the frequency domain. Wave propagation problems are always

associated with phase changes, which occur as the signal propagates. Based on the

CFT, one can also determine the spread of the signal in both the time and fre-

quency domain. For this, one has to look at the frequencies at which the CFT is

zero. This occurs when

sin
xnd

2

� �
¼ 0;

xnd

2
¼ np; or xn ¼

2np

d
x2 � x1 ¼ Dx ¼ 4p

d
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That is, if the spread of the signal in the time domain is d then the spread in the

frequency domain is Dx ¼ 4p=d. Here, Dx represents the frequency bandwidth.

Hence, a Dirac delta function, which has infinitesimal width in the time domain,

will have infinite bandwidth in the frequency domain.

3.1.2 Fourier Series

Both the forward and the inverse CFT require mathematical description of the time

signal as well as their integration. In most cases, the time signals are point data

acquired during experimentation. Hence, what we require is the numerical rep-

resentation for the transform pair (Eq. 3.1), which is called the DFT. The DFT is

introduced in detail in the next section. The Fourier Series (FS) is in between the

CFT and the DFT, wherein the inverse transform is represented by a series, while

the forward transform is still in the integral form as in CFT. That is, one still needs

the mathematical description of the time signal to obtain the transforms.

Fig. 3.1 Continuous Fourier transforms for various pulse width
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The FS of a given time signal can be represented as

FðtÞ ¼ a0

2
þ
X1

n¼1

an cos 2pn
t

T

� �
þ bn sin 2pn

t

T

� �h i
ð3:6Þ

where

an ¼
2

T

ZT

0

FðtÞ cos 2

T

� �
dt; bn ¼

2

T

ZT

0

FðtÞ sin 2pnt

T

� �
dt: ð3:7Þ

Equation 3.6 corresponds to the inverse transform of the CFT, while Eq. 3.7

corresponds to the forward transforms of the CFT. Here T is the period of the time

signal, i.e., the discrete representation of a continuous time signal FðtÞ, introduces
periodicity of the time signal. The FS given in Eq. 3.6 can also be written in terms

of complex exponentials, which can give one-to-one comparison with CFT. That

is, Eqs. 3.6 and 3.7 can be rewritten as

FðtÞ ¼ 1

2

X1

�1
ðan � bnÞejxnt ¼

X1

�1
F̂ne

jxnt

F̂n ¼
1

2
ðan � bnÞ ¼

1

T

ZT

0

FðtÞe�jxntdt; xn ¼
2pn

T
:

ð3:8Þ

Because of enforced periodicity, the signal repeats itself after every T seconds.

We can now express the time signal in terms of the fundamental frequency as

FðtÞ ¼
X1

�1
F̂ne

j2pnf0t ¼
X1

�1
F̂ne

jnx0t: ð3:9Þ

From Eq. 3.9, it is clear that, unlike in CFT, the transform given by FS is discrete

in frequency. To understand the behavior of FS as opposed to the CFT, the same

rectangular time signal used earlier is again considered here. The FS coefficients

(or transform) are obtained by substituting the time signal variation in Eq. 3.8.

This is given by

F̂n ¼
F0

T

sinðnpd=TÞ
ðnpd=TÞ

h i
e�jðt0þd=2Þ2pn=T : ð3:10Þ

The plot of the transform amplitude obtained from the CFT and the FS are

shown in Fig. 3.2. The figure shows that the values of the transform obtained

by FS at discrete frequencies fall exactly on the transform obtained by CFT.

The figure also shows the transform values for different time periods T. We see

from the figure that the larger the time period, the closer are the frequency

spacings. Hence, if the period tends to infinity, the transform obtained by FS will

be exactly equal to the transform obtained by CFT.
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3.1.3 Discrete Fourier Transform

The DFT is an alternative way of mathematically representing the CFT in terms of

summations. Here, both the forward and inverse CFT given in Eq. 3.1 are repre-

sented by summations. This will completely do away with all complex integration

involved in the computation of CFT. In addition, it is not necessary to represent the

time signals mathematically and the great advantage of this is that one can use the

time data obtained from experiments. Numerical implementation of the DFT is

done using the well-known FFT algorithm.

We begin here with Eq. 3.8, which is the FS representation of the time signal.

The main objective here is to replace the integral involved in the computation of

the Fourier coefficients by summation. For this, the plot of time signal shown in

Fig. 3.3 is considered.

The time signal is divided intoM piecewise constant rectangles, whose height is

given by Fm, while the width is DT ¼ T=M. We derived earlier that the continuous

transform of a rectangle is a sinc function. By rectangular idealization of the

signal, the DFT of the signal will be the summation of M sinc functions of width

DT . Hence the second integral in Eq. 3.8 can be written as

Fig. 3.2 Comparison of Fourier series with continuous Fourier transforms
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F̂n ¼ DT
sinðxnDT=2Þ
ðxnDT=2Þ

� 	XM

m¼0

Fme
�jxntm ð3:11Þ

Let us now look at the sinc function in Eq. 3.11. Its value depends on the width of

the rectangle DT . That is, as the width of the rectangle becomes smaller, the

term inside the bracket of Eq. 3.11 tends to unity. This happens for all values of

n\M. It can easily be shown that for values of n�M, the values of the transform

is approximately equal to zero. Hence, the DFT transform pairs can now be

written as

F
m
¼ FðtmÞ ¼

1

T

XN�1

n¼0

F̂me
jxntm ¼ 1

T

XN�1

n¼0

F̂me
j2=N

F̂n ¼ F̂ðxnÞ ¼
X

n

¼ 0N�1Fme
�jxntm ¼

XN�1

n¼0

Fme
�j2pnm=N

ð3:12Þ

The periodicity of the time signal is necessary for DFT as we begin from the FS

representation of the time signal. Now, we can probe a little further to see whether

the signal has any periodicity in the frequency domain. For this, we can look at the

summation term in Eq. 3.11. Hypothetically, let us assume n[M. Hence, we can

write n ¼ M þ �n: Then, the exponential term in the equation becomes

e�jxntm ¼ e�jnx0tm ¼ e�jMx0tme�j�nx0tm ¼ e�j2pme�j�nx0tm ¼ e�j�nx0tm :

Hence, the summation term in Eq. 3.11 becomes

DT
XM�1

m¼0

Fme
�j�nx0tm :

Fig. 3.3 Time signal

discretization for DFT
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This term shows that the above summation has the same value when n ¼ �n. For

example, if M ¼ 6, then the value of the summation for n = 9, 11, 17 is same as

the value for n ¼ 3, 5, and 11, respectively. Two aspects are very clear from this

analysis. First, n[M is not important, and second, there is forced periodicity in

both the time and frequency domain in using DFT. This periodicity occurs about a

frequency where the transform goes to zero. This frequency can be obtained if one

looks at the sinc function given in Eq. 3.11. That is, the argument of the sinc

function is given by

xnDT

2
¼ pnDT ¼ pn

M

where, we have used the relation DT ¼ T=M.

Here, we see that the sinc function goes to zero when n = M. It is at this value

of n that the periodicity is enforced and the frequency corresponding to this value

is called the Nyquist frequency. As mentioned earlier, this happens due to the time

signal being real only and the transform beyond the Nyquist frequency is the

complex conjugate of the transform before this frequency. Thus, N real points are

transformed to N=2 complex points. Knowing the sampling rate DT , we can

compute the Nyquist frequency from the expression

fNyquist ¼
1

2DT
: ð3:13Þ

There are a number of issues in the numerical implementation of the DFT, which

are not discussed here. However, the reader is encouraged to consult [13] to get

more information on these aspects.

In order to see the difference in different transform representation, the same

rectangular pulse is again used here. There are two parameters on which the

accuracy of the transforms obtained by the DFT depends, namely the sampling rate

DT and the time window parameter N. Figures 3.4 and 3.5 show the transform

obtained for various sampling rates DT and time window parameter N.

From the figures, we can clearly see the periodicity about the Nyquist fre-

quency. For a given time window N, the figure shows that the frequency spacing

increases with decreasing sampling rate. Also, the Nyquist frequency shifts to a

higher value. Next, for a given sampling rate DT , the time window is varied

through the parameter N. In this case, the Nyquist frequency does not change.

However, for larger N, the frequency spacing becomes smaller and hence we get

denser frequency distribution.

3.1.4 Wavelet Transforms

The concept of the existence of wavelet-like functions, for example, functions like

the Haar wavelet and Littlewood–Paley wavelet, have been known since the early
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part of the century. The present form of wavelets is obtained only after an effort by

many researchers [10, 24] to unify the existing concepts and their development for

general understanding of mathematics of wavelets. Since then, an enormous

amount of work has been devoted to the use of wavelets in various applications

such the solution of PDE’s, approximation theories, signal processing and other

related fields.

The wavelet transform is a tool that cuts up data, functions or operators into

different frequency components with a resolution matched to its scale [11].

In signal analysis, the wavelet transform allows to study the time history in terms

of its frequency content. In this respect, the Fourier transform extracts from the

signals, the details of the frequency content but loses all information on the

location of a particular frequency within the signal. Time localization can

be achieved by windowing the signal and then by taking its Fourier transform.

However, the problem with windowed Fourier transform is that the window

lengths are always the same, irrespective of the frequency components. In contrast,

wavelet transforms allow multiple time resolutions according to the frequency

components. Thus, a signal after windowed Fourier transform is as follows:

Fig. 3.4 Comparison of FFT and continuous transform for a sampling rate DT ¼ 1ls
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Twff

 �

ðx; tÞ ¼
Z

f ðsÞgðs� tÞe�ıxtds ð3:14Þ

The corresponding wavelet transform is given as

Twavfð Þða; bÞ ¼
Z

f ðtÞw t � b

a

� �
dt ð3:15Þ

where the position of the time window is controlled by b and its length is deter-

mined by the scaling parameter a.

Wavelets are a family of functions which are characterized by the translation

and dilation of a single function wðtÞ. This family of functions is denoted by wj;kðtÞ
and is given by

wj;kðtÞ ¼ 2m=2wð2jt � kÞ; j; k 2 Z ð3:16Þ

where, k is the translation or shift index and j the dilation or scaling index. They

form the basis for the space of square integrable functions L2ðRÞ, given by

Fig. 3.5 Comparison of FFT and continuous transform for different sampling rates
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f ðtÞ ¼
X

j

X

k

dj;kwj;kðtÞ 2 L2ðRÞ ð3:17Þ

The wavelets are derived from scaling function uðtÞ which are obtained by solving

the recursive equation, called dilation or scaling equation given as

uðtÞ ¼
X

k

akuð2t � kÞ ð3:18Þ

The constant coefficients ak are called the filter coefficients and often, like in

Daubechies wavelets, only a finite number of them are non-zero. Similar to the

wavelets, wj;kðtÞ, the scaling functions uj;kðtÞ are also obtained from translation

and dilation of uðtÞ as,

uj;kðtÞ ¼ 2m=2uð2jt � kÞ; j; k 2 Z ð3:19Þ

The scaling function and its translates are orthogonal,
Z

uðtÞuðt þ lÞdt ¼ d0;l l 2 Z ð3:20Þ

where,

d0;l ¼
1; l ¼ 0

0; otherwise

(
ð3:21Þ

A wavelet wðtÞ, is orthogonal to the scaling function and is defined by

wðtÞ ¼
X

k

ð�1Þka1�kuð2t � kÞ ð3:22Þ

This definition satisfies orthogonality, since

huðtÞ;wðtÞi ¼
Z X

k

akuð2t � kÞ
X

l

ð�1Þla1�luð2t � lÞ

¼ 1

2

X

k

ð�1Þkaka1�k

¼ 0 ð3:23Þ

The set of coefficients ak and ð�1Þka1�k are a pair of quadrature mirror filters.

The filter coefficients ak defined in Eq. 3.18 are derived by imposing certain

constraints on the scaling functions as follows:

1. In order to uniquely define all scaling functions of a given shape, the area under

the scaling function is normalized to unity,

Z
uðtÞdt ¼ 1 ð3:24Þ
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The above constraint on the scaling function leads to the following condition

on the filter coefficients

X

k

ak ¼ 2 ð3:25Þ

2. For the scaling function and its translate to be orthogonal given by Eq. 3.20, the

filter coefficients have to satisfy the condition

X

k

akakþ2l ¼ 2d0;l l 2 Z ð3:26Þ

3. Equations 3.25 and 3.26 are insufficient to determine a unique set of filter

coefficients. In an N coefficient system, they yield a total of N=2þ 1 equations.

The other N=2� 1 equations are therefore required for a unique solution. For

constructing Daubechies compactly supported wavelets [11], the scaling

functions are required to be able to exactly represent polynomials of order up

to, but not greater than, M. This M determines the order of the Daubechies

scaling function, referred as N, where it is given as N ¼ 2M. The requirement

for approximation of order M is that any function of the form

f ðtÞ ¼ a0 þ a1t þ a2t
2 þ � � � þ aM�1t

M ð3:27Þ

can be exactly represented by an expansion of the form

f ðtÞ ¼
X

k

ckuðt � kÞ ð3:28Þ

where, ck are the approximation coefficients. The above equation may be translated

into a condition on the wavelet. Taking the inner product of Eq. 3.28 with wðtÞ
gives

hf ðtÞ;wðtÞi ¼
X

k

huðt � kÞ;wðtÞi � 0 ð3:29Þ

Thus from Eq. 3.27 we get,

a0

Z
wðtÞdt þ a1

Z
wðtÞtdt þ � � � þ aM�1

Z
wðtÞtM�1dt � 0 ð3:30Þ

This identity is valid for all aj ðj ¼ 0; 1; 2; . . .;M � 1Þ. Considering aM�1 ¼ 1 and

all other aj ¼ 0 gives

Z
wðtÞtldt ¼ 0; l ¼ 0; 1; 2; . . .;M � 1 ð3:31Þ

Thus, the first p moments of the wavelet must be zero. Substituting Eq. 3.22 in

Eq. 3.31 and following certain modifications give
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X

k

ð�1Þkakkl ¼ 0 l ¼ 0; 1; 2; . . .;M � 1 ð3:32Þ

Thus the filter coefficients ak; k ¼ 1; 2; . . .;N � 1 can be determined uniquely

from Eqs. 3.25, 3.26 and 3.32 and are sufficient to construct Daubechies compactly

supported wavelets of different orders N.

Apart from advantages of being capable to perform time–frequency analysis,

possessing orthogonal basis functions with localized supports, which allows finite

domain analysis and imposition of initial/boundary conditions, the most important

property of wavelets is multi-resolution representation of a function. The translates

of the scaling and wavelet functions on each fixed scale j form the orthogonal

subspaces, which given by

Vj ¼ 2j=2uð2jt � kÞ; j 2 Z
n o

ð3:33Þ

Wj ¼ 2j=2wð2jt � kÞ; j 2 Z
n o

ð3:34Þ

such that Vj form a sequence of embedded subspaces

0f g; . . .; � V�1; � V0; � V1; . . .;� L2ðRÞ ð3:35Þ

and

Vjþ1 ¼ Vj � Wj ð3:36Þ

Let Pjðf ÞðtÞ be approximation of a function f ðtÞ in L2ðRÞ using uj;kðtÞ as basis, at a
certain level (resolution) j, then

Pjðf ÞðtÞ ¼
X

k

cj;kuj;kðtÞ; k 2 Z ð3:37Þ

where, cj;k are the approximation coefficients. Let Qjðf ÞðtÞ be the approximation of

the function using wj;kðtÞ as basis, at the same level j.

Qjðf ÞðtÞ ¼
X

k

dj;kwj;kðtÞ; k 2 Z ð3:38Þ

where, dj;k are the detail coefficients. The approximation Pjþ1ðf ÞðtÞ to the next

finer level of resolution jþ 1 is given by

Pjþ1ðf ÞðtÞ ¼ Pjðf ÞðtÞ þ Qjðf ÞðtÞ ð3:39Þ

This forms the basis of multi resolution analysis associated with wavelet

approximation.
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3.1.5 Wavelet-Based Numerical Solutions of Wave Equations

Interest in wavelets historically grew from the fact that they are effective tools for

numerical solutions of PDEs [4, 14]. The wavelet-based methods can give not only

high accuracy in numerical differentiation but also flexible implementation of

physical boundary conditions. Wavelets are also a great candidate for adaptive and

multi-resolution schemes which help in large computational savings. Dahmen [9]

has provided a review of wavelet techniques for solution of PDEs.

Here, we will review some of the works in wavelets that addresses the solution

of wave equation. Among the several wavelet-based numerical schemes for the

solution of PDEs, quite a large number of such techniques have been developed

specially for solution of wave equations. Wavelets have been used for solution of

1D wave equations in [5, 17, 22]. A method for design of optimal stencils for wave

propagation problems using an intrinsically explicit Galerkin-wavelet formulation

was presented in [22]. Here, the group velocities obtained from the developed

wavelet method were compared with traditional finite-difference technique and the

former method exhibited gain in accuracy and also large computational savings. In

[17], and [7] wavelets with exponential decrease were used for spatial approxi-

mation in 1D wave equations for homogeneous and heterogeneous media. Apart

from this, a 1D finite element based on Daubechies wavelets [20] has been pre-

sented for vibration and wave propagation analysis. In [21], a wavelet-Galerkin

solution of bi-harmonic Helmhöltz equation in non-separable two dimensional

geometry is presented. Here Daubechies compactly supported wavelets are used

for approximation in both the spatial direction and the boundary conditions are

imposed through a proposed. wavelet-capacitance matrix method. A wavelet-

based method for numerical simulation of acoustic and elastic wave propagation is

presented in [16] which uses a displacement–velocity formulation. Here, the linear

operators for spatial derivatives are implemented in wavelet bases using an

operator projection technique with nonstandard forms of wavelet transform [8].

This wavelet-based method is applied to the acoustic wave equation with rigid

boundary conditions at both ends in 1D domain and to the elastic wave equation

with a traction-free boundary conditions at a free surface in 2D spatial media.

3.1.6 Comparative Advantages and Disadvantages of Different

Transforms

The Fourier transform is extensively used in wave propagation studies due its

versatility in going back and forth the time and frequency domain through Fast

Fourier Transforms (FFT). Due to induced periodicity both in time and frequency

domain, FFT is always associated with time windows. Hence, if the measured

signal does not die out within the chosen time window, the remaining part of the

signal, will start appearing at the start of the time history, distorting the signal
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completely. This problem is quite severe in finite structures where multiple

reflections from the boundaries do not die down within the chosen time window

even in the presence of damping. Such problem, called wraparound, is discussed

in greater detail in the next section. In addition, application of FFT to initial value

problems is not straight forward. The detailed signal analysis using FFT is given

in [13].

Some of the above problems can be effectively solved if one uses compactly

supported Daubechies wavelet transforms. These wavelets provide very fine time

resolutions as they do not assume any periodicity of the signal. A small time

window can provide highly accurate results even for structures of very small

dimensions. In addition, imposition of initial conditions is straightforward. How-

ever, resolution of the wavelet transform in the frequency domain is poor. The

frequency characteristics such as wavenumber and group speeds, are accurate only

up to certain fraction of the Nyquist frequency and this fraction depends on the

order of the Daubechies basis functions. Beyond this frequency, spurious disper-

sion is introduced, giving completely inaccurate estimations. A very high order of

the basis functions is required to get reasonable frequency resolution, which

increases the computational cost. In addition, unlike the Fourier coefficients in

FFT, the wavelet coefficients are coupled, which requires an additional step of

uncoupling them using the standard eigen analysis to perform wave propagation

studies. This also increases the cost of computations. A good account on signal

processing using wavelet transforms is given in [19]. All these issues are further

elaborated in the next section.

3.2 Signal Processing Issues

SHM studies involves handling different input signals of high frequency content.

The measured output signals normally are not readily amenable for direct use in

many damage detection algorithms for predicting the damage location, its extent

and also its severity. The measured signals are normally highly dispersive in

nature, which may be noise polluted. In addition, the complete trace of the signal is

usually not available. Many of these problems are transform dependent. Hence,

there are several signal processing issues that need to be addressed to obtain decent

estimate of damage location. In the next few paragraphs, we discuss a few signal

processing issues that may affect SHM studies.

3.2.1 Wraparound Problems

Transforming signals to the frequency domain using Fourier transforms was dis-

cussed in Sect. 3.1.1 where it was shown that there are three variants of Fourier

Transforms, namely the Continuous Fourier Transform, the Fourier Series, and the

110 3 Signal Processing Techniques



Discrete Fourier Transforms, respectively. The numerical implementation of DFT

is the Fast Fourier Transform (FFT), which is an extremely powerful technique to

go back and forth time and frequency domain. The FFT implicitly assumes that the

signal is periodic both in the time and frequency domain. Hence, the signal is

associated with a finite time window, that is dictated by the number of FFT points

chosen to sample the signal or by the time sampling rate. It is quite well known

that the dispersive signal traveling in a medium with small attenuation normally

does not die down within the chosen window, no matter how long the time window

is. The trace of the signal beyond the chosen time window will start appearing in

the initial part of the time history thereby completely distorting the time response.

This problem is referred to as wraparound. This is normally noticed when one uses

FFT to sample signals. Such problems do not exist if one uses wavelet transforms.

To understand this problem better, we consider a 1D cantilever bar undergoing

axial motion uðx; tÞ (Fig. 3.6a) and subjected to a time dependent load Pðx; tÞ.
The governing equation for this problem is given by [13]

EA
o
2u

ox2
¼ qA

o
2u

ox2
ð3:40Þ

In the above equation, E is the Young’s Modulus, A the area of cross section of the

beam and q is the density of the beam. The above equation is transformed into

frequency domain using DFT, which is given by

XN

n¼1

ûnðx;xÞejxt ð3:41Þ

Substituting Eq. 3.41 in Eq. 3.40, we a set of ordinary differential equation in the

transformed frequency domain, which is given by

d2ûn

dx2
þ k2ûn ¼ 0; k2 ¼ x

qA

EA
ð3:42Þ

The exact solution of above equation is given by

ûnðx;xÞ ¼ Ae�jkx þ Bejkx ð3:43Þ

Fig. 3.6 Wraparound

problem: a a short cantilever

bar subjected to axial load b a

short cantilever bar with an

infinite segment attached
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where, k is the wavenumber, A is the incident wave coefficient, and B is the

reflected wave coefficient, which are to be determined from the two boundary

conditions. ûn is the FFT of the axial displacement uðx; tÞ and x is the axial

coordinate. The boundary conditions for the cantilever problem are ûn ¼ 0 at

x ¼ 0 and EAd̂un=dx ¼ P̂, at x ¼ L, where P̂ is the FFT of input force Pðx; tÞ and
L is the length of the cantilever bar. Substituting these boundary conditions in

Eq. 3.43, we get

A ¼ �B; A ¼ P̂

EA

Lj

2kL cos kL
ð3:44Þ

Using the values of A and B in Eq. 3.43, we can write the axial displacement in the

transformed Fourier domain as

ûnðx;xÞ ¼ HðxÞP̂ ð3:45Þ

The above equation can be written as

HðxÞ ¼ L sin kx

EAkL cos kL
ð3:46Þ

The response is obtained by convoluting the transfer function with the input

load. For the response to die down within the chosen time window, it is necessary

that the transfer function be complex. In the present case, the transfer function is

real only as it has sine and cosine functions of x which has a finite value for all x.

Hence, no matter how long the rod member is, the response will never die down

within the chosen time window. This is one of the severe limitations of FFT in

analyzing finite structures.

The total time window T ¼ NDt, where N is the number of FFT points, and Dt

is the time sampling rate. Hence, the key to avoid wraparound problem is to

increase the time window. This can be done either by increasing the number of

FFT points, increasing the time sampling rate or a combination of these. Note that,

increasing the sampling rate sometime leads to aliasing problems, the conse-

quences of which is explained in the next section. Alternatively, one can add a

small amount damping to the wavenumber to make it complex as k ¼ kði� jgÞ,
where g is a small damping constant. The above methods may still not work for

those systems such as the cantilever rod problem, which gives real transfer

function. For such problems, the signal wraparound is eliminated by using a

different modeling philosophy.

In the finite structure, the energy gets trapped due to repeated reflections from

the fixed boundaries, which causes the signal to wraparound. By allowing some

leakage of the responses from the fixed boundary, one can add some artificial

damping so that good resolution in the time response can be obtained. The

modeling philosophy is shown in (Fig. 3.6b), wherein, the fixed boundary is

replaced by an infinite rod having axial rigidity EA many times higher than that of

the regular rod segment AB. We will now derive the transfer function for this new

system.
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Let u1ðx; tÞ be the solution for the actual cantilever rod AB and let u2ðx; tÞ be
the solution for the infinite segment AC. Let û1n and û2n be their respective Fourier

transform. As per Eq. 3.43, the solutions in these two segments can be written as

û1nðx;xÞ ¼ Ae�jkx þ Bejkx; For Segment AB of LengthL ð3:47Þ

where

k2 ¼ x
q1A1

E1A1

û2nðx;xÞ ¼ �Ae�j�kx; For Segment AC ð3:48Þ

where

�k2 ¼ x
q2A2

E2A2

Note that the solution of the infinite bar (Segment AC) does not have any

expression corresponding to the reflected wave. Hence, there are three wave

coefficients that needs to be determined. The three conditions that are necessary for

their determination are obtained as follows. Considering point A as the origin, we

have the following three conditions:

• At x ¼ 0, we have, û1n ¼ û2n
• At x ¼ 0, we have the total force, that is E1A1dû1n=dxþ E2A2dû2n=dx ¼ 0, and

• At x ¼ L, E2A2dû2n=dx ¼ P̂, where P̂ is the FFT of the axial force.

Using these conditions in Eqs. 3.48 and 3.49, after simplification, we get the

solution for the finite cantilever bar as

û1nðx;xÞ ¼ P̂
�jLðð1� bÞe�jkx þ ð1þ bÞejkxÞ
2E1A1kLðb cos kLþ jsinklÞ

� 	
; b ¼ A2

A1

ffiffiffiffiffiffiffiffiffiffi
E2q2
E1q1

s
ð3:49Þ

The term in the brackets in Eq. 3.49 is the transfer function, which has both the

real part as well as imaginary part, indicating that the wave as it propagates, it also

attenuates. That is, if the time window is large enough, the wraparound problems

can be avoided. The level of attenuation can be manipulated by appropriately

choosing b, or in other words the axial regidity E2A2 such that the response dies

out within the chosen window. If b ¼ 1, we recover back the fixed bar solution,

which was derived in Eq. 3.45. Also, if we substitute b ¼ 0, we simulate a free-

free bar, whose solution is given by

û1nðx;xÞ ¼ P̂
L cos kx

2E1A1kL sin kL

� 	
ð3:50Þ

In this equation, the term inside the brackets is the transfer function, which is again

real, indicating that severe wraparound problems will be encountered if one uses
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FFT to solve the problem. From the above discussion it is clear that if FFT is used

in the wave analysis, then, in order to avoid signal wraparound and have good time

resolution, it is necessary to have an infinite segment of appropriate material

properties be attached to the short finite segment.

It was mentioned earlier that the wavelet transform does not suffer from

wraparound problems since the periodicity assumption is not used in constructing

the transform. Here, we will solve some examples to show the severity of wrap-

around problems in some finite structures. In all these examples, we will use the

results obtained from wavelet transform for comparison. The analysis is performed

using Spectral Finite Element simulation (explained in detail in Chap. 5).

In the first example, we will consider a cantilever beam with a length L ¼ 20

in., width b ¼ 1:0 in., and thickness h ¼ 0:01 in. The beam is made of aluminum

having a Young’s Modulus of E ¼ 70 GPa and a density q ¼ 2:7	 103 kg/m3.

The beam is loaded by a force Pðx; tÞ, whose time history and its FFT are shown in

Fig. 3.7.

The input signal is sampled using a FFT time sampling rate of 1 ls. In order to

bring out the effects of time window on the signal wraparound, the results are

plotted for three different time windows, namely 1,024, 2,048 and 4,096 ls,

respectively. The wavelet response is obtained using only 512 points with a time

sampling rate of 1 ls. The order of wavelet basis function used is equal to 8. The

axial velocity response is shown in Fig. 3.8.

Here, the wavenumber is heavily damped by k ¼ kð1þ jgÞ, where a value of

g ¼ 0:5 is used. We see from (Fig. 3.8a), even with such a heavy damping, signal

wraps around for a time window of 1,024 ls: However, when the time window is

increased to 4,096 ls; the wraparound is completely eliminated. Note that the

response obtained via wavelet transform does not suffer from this problem and a

time window of 512 ls is sufficient to get an accurate response.

Next the same beam with similar properties is considered, however,the length

of the beam is further reduced to 10 in. and the load Pðx; tÞ shown in Fig. 3.7 is

Fig. 3.7 Impact load and

Fourier transform of the load

(inset)
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applied transversely. The aim of reducing the length is to amplify the effect of

signal wraparound. In this case the waves generated are dispersive innature and

identifying the wraparound becomes very difficult. The responses are generated

using the spectral finite element formulation. As before, the responses based on

FFT are obtained for three different time windows, namely 1,024, 2,048 and

4,096 ls; respectively. The FFT responses are compared with wavelet responses,

which use a time window of 512 ls, withan order of wavelet basis function of

N ¼ 8: the responses are shown in Fig. 3.9. Unlike the axial response case, the

wraparound causes the response to appear right from the initial time. This is the

characteristic of all dispersive systems, where at each frequency, the wave speeds

are different. It is possible to identify the signal wraparound in this example since

we had provided a zero header in our input pulse, which is a necessity if one uses

the FFT to perform wave analysis. As in the axial input case, signal wraparound

vanishes if we use a large time window.

In summary, the following conclusions can be drawn from this study:

1. Wavelet transform based wave analysis does not suffer from signal wraparound

problems. A small time window is sufficient to capture the response and the

wavelet transform provides good time resolution.

Fig. 3.8 Longitudinal tip velocity in rod due to tip axial load fortime window Tw a Tw ¼ 1;024 ls,
b Tw ¼ 2;048 ls and c Tw ¼ 4;096 ls dotted lines Wavelet Response, continuous lines FFT

Response
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2. The time resolution in FFT-based analysis is poor due to severe wraparound

problems caused by the associated finite window size.

3. Signal wraparound in FFT analysis can be removed to certain extent by

increasing the time window, which can be done either by increasing the signal

sampling rate or by increasing the number of FFT points.

4. In analyzing finite structures of small dimensions using FFT, it is required to

add a infinite segment to remove the signal wraparound. In addition, it may be

required to add damping.

3.2.2 Signal Processing of Sampled Waveforms

This section discusses some common problems encountered in handling experi-

mentally measured signals. Experimentally obtained signals are truncated and then

used to perform the Fourier analysis. The quality of the sampled signal depends on

two factors, that is, the signal itself and its time sampling rate. If the time sampling

Fig. 3.9 Transverse tip velocity in rod due to tip Transverse load for time window Tw

a Tw ¼ 1;024 ls, b Tw ¼ 2;048 ls and c Tw ¼ 4;096 ls dotted lines Wavelet Response, continues

line FFT Response
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rate is not high enough then all high frequency wave components will appear as

low frequency waves as a result of aliasing: If DT is the time sampling rate, the

highest detectable frequency is given by f ¼ 1=2DT . That is, if the highest fre-

quency component of the signal is known, then the sample rate is chosen from the

above expression.

Another problem normally encountered while sampling signals is the Leakage of

the response. This normally happens when the sampled signals have many spectral

peaks. For example, if a spectral peak occurs at say 11, 19 and 23 kHz and the

sampling rate of the signal chosen is such that frequency sampling is only at every

3 kHz, then these spectral peaks will not be captured. The energy associated with

these peak leaks into neighboring frequencies distorting the spectral estimates.

FFT of a signal is always associated with a finite time window. The leakage

problem can be avoided if the signal is contained well within the chosen time

window. In most cases leakage cannot be avoided, that is, it is very difficult to

contain the entire signal within the time window. The type of window determines

the amount of signal leakage. For example, if the window is of rectangular type,

and if the size of the time window is more than ðN � 1ÞDT , then leakage will

certainly be present. If the signal is nearly periodic within the chosen window,

leakage can be minimized and hence the type of window should be such that it

makes the signal nearly periodic in the chosen time window, This can be done by

using a window that will smoothly attenuate the signal at the end of the sampled

time record. However, many windows minimizing leakage also introduce ampli-

tude and frequency error. Some of the commonly used windows are the Hanning

and Gaussian windows.

3.2.3 Artificial Dispersion in Wavelet Transform

It was mentioned earlier that use of wavelet transform for solving wave equation

results in good time resolution and very poor frequency resolution. Due to poor

frequency resolution, the spectrum and dispersion relations derived using wavelet

transform are generally valid only up to a fraction of the Nyquist frequency,

beyond which artificial dispersion is introduced. In this section, we show this

phenomenon for an axial rod. However, this is true for all other waveguides. More

details on this aspect is found in [19].

The governing differential wave equation of an isotropic rod is given as [15]

EA
o
2u

ox2
� gA

ou

ot
¼ qA

o
2u

ot2
ð3:51Þ

where, E; A; g and q are the Young’s modulus, cross sectional area, damping ratio

and density, respectively. Note here that the second term is the force due to viscous

damping and it is added to the formulation to make the rod model more realistic.

Here, uðx; tÞ is the axial deformation, which is discretized at N points in the time

window ½0 tf 
. Let s ¼ 0; 1; . . .; n� 1 be the sampling points, then
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t ¼ Mts ð3:52Þ

where, Mt is the time interval between two sampling points. The function uðx; tÞ
can be approximated by scaling function uðsÞ at an arbitrary scale as (see

Sect. 3.1.4 for more details on Wavelet transforms)

uðx; tÞ ¼ uðx; sÞ ¼
X

k

ukðxÞuðs� kÞ; k 2 Z ð3:53Þ

where, ukðxÞ (referred as uk hereafter) are the approximation coefficients at a

certain spatial location x. Substituting Eqs. 3.52 and 3.53 in Eq. 3.51 we get,

EA
X

k

d2uk

dx2
uðs� kÞ � gA

Mt

X

k

uku
0ðs� kÞ ¼ qA

Mt2

X

k

uku
00ðs� kÞ ð3:54Þ

Taking inner product on both sides of Eq. 3.54 with uðs� jÞ, where j ¼
0; 1; . . .; n� 1 we get,

EA
X

k

d2uk

dx2

Z
uðs� kÞuðs� jÞds� gA

Mt

X

k

uk

Z
u0ðs� kÞuðs� jÞds

¼ qA

Mt2

X

k

uk

Z
u00ðs� kÞuðs� jÞds ð3:55Þ

Since the translates of scaling functions are orthogonal, we get

Z
uðs� kÞuðs� jÞds ¼ 0 for j 6¼ k ð3:56Þ

Using Eq. 3.56, Eq. 3.55 can be written as n simultaneous ODEs

EA
d2uj

dx2
¼

XjþN�2

k¼j�Nþ2

gA

Mt
X1

j�k þ
qA

Mt2
X2

j�k

� �
uk j ¼ 0; 1; . . .; n� 1 ð3:57Þ

where, N is the order of the Daubechies wavelet as discussed in Sect. 3.1.4. Here,

X1
j�k and X2

j�k are the connection coefficients defined as

X1
j�k ¼

Z
u0ðs� kÞuðs� jÞds ð3:58Þ

X2
j�k ¼

Z
u00ðs� kÞuðs� jÞds ð3:59Þ

For compactly supported wavelets, X1
j�k; X

2
j�k are nonzero only in the interval

k ¼ j� N þ 2 to k ¼ jþ N � 2. The details for evaluation of connection coeffi-

cients for different orders of derivative are given in [8].
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The forced boundary condition associated with the governing differential

equation given by Eq. 3.51 is

EA
ou

ox
¼ F ð3:60Þ

where, Fðx; tÞ is the axial force applied. Fðx; tÞ can be approximated similarly as

uðx; tÞ in Eq. 3.53

Fðx; tÞ ¼ Fðx; sÞ ¼
X

k

FkðxÞuðs� kÞ; k 2 Z ð3:61Þ

Substituting Eqs. 3.53 and 3.61 in Eq. 3.60 and taking the inner product with

uðs� jÞ we get,

EA
duj

dx
¼ Fj j ¼ 0; 1; . . .; n� 1 ð3:62Þ

While dealing with finite length data sequence, problems arise at the bound-

aries. It can be observed from the governing equations given by Eq. 3.57 that

certain coefficients uj near the vicinity of the boundaries (j ¼ 0 and j ¼ n� 1) lie

outside the time window ½0 tf 
 defined by j ¼ 0; 1; . . .; n� 1. Several approaches

like capacitance matrix methods [21], penalty function methods for treating

boundaries are reported in the literature. Here, a circular convolution method is

first adopted assuming periodicity of the solution. The solutions obtained by this

method are exactly similar to those obtained using FFT. Next, a wavelet-based

extrapolation scheme proposed by Amaratunga and Williams [2], is implemented

for solution of boundary value problems. This approach allows treatment of finite

length data and uses polynomial to extrapolate wavelet coefficients at boundaries

either from interior coefficients or boundary values. The method is particularly

suitable for approximation in time for the ease to impose initial values.

Next, we see how we can treat the finite boundaries in wavelets. From Eq. 3.57,

we get n coupled Ordinary Differential Equations (ODEs), which are to be solved

for uj. For numerical implementation, we can deal with only finite sequence. In

other words, uðx; tÞ and hence uj are only known in the interval ½ 0; tf 
 and j ¼ 0 to

j ¼ n� 1. In Eq. 3.57 the ODEs corresponding to j ¼ 0 to j ¼ N � 2, contain

coefficients uj that lie outside the ½ 0; tf 
. Similarly, on the other boundary, for

j ¼ ðn� 1Þ � N þ 2 to j ¼ ðn� 1Þ same problem exists.

3.2.3.1 Periodic Boundary Condition

In this approach, the function uðx; tÞ is assumed to be periodic in time, with time

period tf . Thus, the unknown coefficients on left end are taken as
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u�1 ¼ un�1

u�2 ¼ un�2

..

. ..
.

u�Nþ2
¼ u

n�Nþ2

ð3:63Þ

Similarly the unknown coefficients on right end, that is, un; unþ1; . . .; unþN�2 are

equal to u0; u1; . . .; uN�2; respectively. With the above assumption, the coupled

ODEs given by Eq. 3.57 can be written in matrix form as

d2uj

dx2

� �
¼ gA

EA
K1 þ qA

EA
K2

� �
fujg ð3:64Þ

where, K1 and K2 are n	 n circulant connection coefficient matrices and have

the form

K1 ¼ 1

Mt

X1
0 X1

�1 . . . X1
�Nþ2 . . . X1

N�2 . . . X1
1

X1
1 X1

0 . . . X1
�Nþ3 . . . 0 . . . X1

2

..

. ..
.

. . . ..
.

. . . ..
.

. . . ..
.

X1
�1 X1

�2 . . . 0 . . . X1
N�3 . . . X1

0

2
66664

3
77775

ð3:65Þ

K2 for second order derivative has a similar form. For a circulant matrix K1 [12],

the eigenvalues aj are

aj ¼
XN�2

k¼�Nþ2

X1
ke

�2pijk=n j ¼ 0; 1; . . .; n� 1 ð3:66Þ

and the corresponding orthonormal eigenvectors vj, j ¼ 0; 1; . . .; n� 1 are

ðvjÞk ¼
1ffiffiffi
n

p e�2pijk=n; k ¼ 0; 1; . . .; n� 1 ð3:67Þ

For K1, X1
p ¼ �X1

�p for p ¼ 1; 2; . . .;N � 2 and X1
0 ¼ 0 and we can write aj ¼ ikj

where

kj ¼ � 2

Mt

XN�2

k¼1

X1
k sin

2pkj

n

� 	
j ¼ 0; 1; . . .; n� 1 ð3:68Þ

The spectral element formulation involves eigenvalue analysis. This is done to

diagonalize the matrix in Eq. 3.64 and decouple the ODEs. For periodic boundary

condition, the eigenvalues are known analytically which decreases the computa-

tional cost. The solutions obtained through this scheme are the same as those

obtained using FFT and possess several problems such as signal wraparound due to

the assumed periodicity of the solution.
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3.2.3.2 Non-Periodic Boundary Condition

Here, the boundaries are treated using wavelet extrapolation method for Daube-

chies compactly supported wavelets. The detail of the formulation is given in [2].

Here, a brief outline is presented.

In this method, a polynomial of order p� 1; ðp ¼ N=2Þ is assumed to extrapolate

the values at the boundaries. Since wavelets are here used in time, the unknown

coefficients on the left end ðu�1; u�2; . . .; u�Nþ2
Þ are extrapolated from the initial

values. The coefficients un; unþ1; . . .; unþN�2 on the right end are extrapolated from

the known coefficients uðn�1Þ�pþ1; uðn�1Þ�pþ2; . . .; un�1.

Assuming polynomial representation of order p� 1 for u in the vicinity of t ¼ 0

and using Eq. 3.53 gives

uðx; sÞ ¼
X

k

ukðxÞuðs� kÞ ¼
Xp�1

l¼0

cls
l ð3:69Þ

where cl are constant coefficients. Taking inner product of both sides of Eq. 3.69

and using Eq. 3.56, we get

uj ¼
Xp�1

l¼0

cll
l
j j ¼ �1; �2; . . .;�N þ 2 ð3:70Þ

where, llj are the moments of the scaling function defined as

llj ¼
Z1

�1

sluðs� jÞds ð3:71Þ

and are derived by solving a recursive equation [18].

Solution of Eq. 3.69 to obtain cl requires p� 1 initial values of uðx; sÞ at

s ¼ 0; 1; . . .; p� 1 which may be obtained using finite difference schemes.

Next, the values of cl obtained in terms of the initial values are substituted back

into Eq. 3.70. Thus the unknown coefficients uj, j ¼ �1; �2; . . .;�N þ 2 are

obtained as

u�1

u�2

..

.

u�Nþ2

2
66664

3
77775
¼

l0�1 l1�1 . . . l
p�1
�1

l0�2 l1�2 . . . l
p�1
�2

..

. ..
.

. . . ..
.

l0�Nþ2 l1�Nþ2 . . . l
p�1
�Nþ2

2
666664

3
777775

c0

c1

..

.

cp�1

2
66664

3
77775

ð3:72Þ

The unknown coefficients at the right end boundary are evaluated assuming the

same polynomial representation and
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uj ¼
Xp�1

l¼0

cll
l
j�n j ¼ ðn� 1Þ � pþ 1; ðn� 1Þ � pþ 2; . . .; n� 1 ð3:73Þ

Equation 3.73 can be written in matrix form as

l0�p l1�p . . . lp�1
�p

l0�pþ1 l1�pþ1 . . . l
p�1
�pþ1

..

. ..
.

. . . ..
.

l0�1 l1�1 . . . l
p�1
�1

2
66664

3
77775

c0
c1

..

.

cp�1

2
6664

3
7775 ¼

uðn�1Þ�pþ1

uðn�1Þ�pþ2

..

.

uðn�1Þ

2
6664

3
7775 ð3:74Þ

The cl obtained are then substituted into Eq. 3.73 for j ¼ n; nþ 1; . . .; nþ N � 2

to derive uðn�1Þ�pþ1; uðn�1Þ�pþ2; . . .; un�1 as

un
unþ1

..

.

un�1þN�2

2
6664

3
7775 ¼

l00 l10 . . . l
p�1
0

l01 l11 . . . l
p�1
1

..

. ..
.

. . . ..
.

l0�Nþ2 l1�Nþ2 . . . l
p�1
�Nþ2

2
6664

3
7775

c0
c1

..

.

cp�1

2
6664

3
7775 ð3:75Þ

Finally, these coefficients are substituted in Eq. 3.57 and the system of ODEs can

be written in a matrix form similar to Eq. 3.64 as,

d2uj

dx2

� �
¼ gA

EA
C1 þ qA

EA
C2

� �
fujg ð3:76Þ

It should be noted that though all the formulations are performed with reference

to the governing differential equation for a rod, the connection coefficient matrices

K1; K2 and C1; C1 are problem-independent and depend only on the order of

wavelet, i.e. N.

We see that the wavelet coefficients are highly coupled with each other. In order

to obtain the spectrum and dispersion relations, we need to decouple the equations.

This can be done by performing an eigenvalue analysis. It can be seen from the

above derivations that the wavelet coefficients of first and second derivatives can

be obtained as

f _ujg ¼ C1fujg ð3:77Þ

f€ujg ¼ C2fujg ð3:78Þ

The second derivative can also be written as

f€ujg ¼ C1f _ujg ð3:79Þ

Substituting Eq. 3.77 in Eq. 3.79 we get

f€ujg ¼ ½C1
2fujg ð3:80Þ
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Thus though the second order connection coefficient matrices K2 and C2 can be

evaluated independently [8], they can also be written as

K2 ¼ ½K1
2 and C2 ¼ ½C1
2 ð3:81Þ

The above modification is done as this form helps in imposing the initial

conditions for non-periodic solution. Thus the Eqs. 3.64 and 3.76 can be written as

d2uj

dx2

� �
¼ gA

EA
½K1
 þ qA

EA
½K1
2

� �
fujg ð3:82Þ

d2uj

dx2

� �
¼ gA

EA
½C1
 þ qA

EA
½C1
2

� �
fujg ð3:83Þ

In wavelet transforms, for both periodic and non-periodic boundary conditions,

the reduced ODEs are coupled unlike those in FFT-based analysis. However, the

system of equation can be decoupled by diagonalizing the connection coefficient

matrices C1 and K1. This can be done by eigenvalue analysis of the matrix as

C1 ¼ UPU�1 ð3:84Þ

where, U is the eigenvector matrix of C1 and P is the diagonal matrix containing

corresponding eigenvalues ıcj. Similar expression holds for K1 where U and P are

known analytically (Eqs. 3.67, 3.66). From Eq. 3.81, C2 can be written as

C2 ¼ UP2U�1 ð3:85Þ

where, P2 is a diagonal matrix with diagonal terms c2j . This eigenvalue analysis is

very costly, however, it can be done only once and stored as it is completely

independent of the problem. This makes the computational time comparable to

FFT-based analysis.

The ODEs obtained by decoupling the Eqs. 3.82 and 3.83 can be written as

d2buj
dx2

¼ gA

EA
cj þ

qA

EA
c2j

� �
buj j ¼ 0; 1; . . .; n� 1 ð3:86Þ

where

buj ¼ U�1uj ð3:87Þ

Similar steps are followed for decoupling of the coupled ODEs obtained from

periodic boundary condition through eigenvalue analysis of K1. The decoupled

equations will be similar to Eq. 3.86 except that cj has to be replace by kj and the

eigenvector matrix U will be of different form given by Eqs. 3.66, 3.67. Thus,

decoupling of the Eq. 3.82 (neglecting damping) and using Eq. 3.68 for the

eigenvalues of K1, we get
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d2buj
dx2

¼ �qA

EA
k2j buj j ¼ 0; 1; . . .; n� 1 ð3:88Þ

Similarly, the force boundary condition given by Eq. 3.62 for both periodic and

non-periodic boundary conditions can be written as

dbuj
dx

¼ bF j j ¼ 0; 1; . . .; n� 1 ð3:89Þ

where,

bF j ¼ U�1Fj ð3:90Þ

However, the eigenvector matrix U used for transforming uj to buj, and similarly Fj

to bF j will be of different forms for periodic and non-periodic formulations.

Now we are in a position to perform frequency domain analysis, wherein the

spectrum and dispersion relations can be obtained. For periodic solution, the

wavelet transformation given by Eq. 3.53 can be written as matrix equation [3]

U0

U1

U2

..

.

..

.

..

.

Un�1

2
66666666664

3
77777777775

¼

0 0 0 . . . uN�2 . . . u2 u1

u1 0 0 . . . 0 . . . u3 u2

u2 u1 0 . . . 0 . . . u4 u3

..

. ..
. ..

.
. . . ..

.
. . . ..

. ..
.

uN�2 uN�3 uN�4 . . . . . . . . . 0 0

..

. ..
. ..

.
. . . ..

.
. . . ..

. ..
.

0 0 0 . . . uN�3 . . . u1 0

2
66666666664

3
77777777775

u0
u1
u2

..

.

..

.

..

.

un�1

2
66666666664

3
77777777775

ð3:91Þ

where Uj, uj are the values of uðx; sÞ and uðsÞ at s ¼ j. For such circulant matrix,

Eq. 3.91 can be replaced by a convolution relation, which can be written as

feU jg ¼ feK jg ð3:92Þ

where, feU jg, feujg are the FFTs of fUjg and fujg respectively, and feKujg is the

FFT of fKug ¼ f0u1 u2; . . .;uN�2; . . .; 0g, which is the first column of the scaling

function matrix given in Eq. 3.91. Similarly, in Eq. 3.82, the matrix K1 is also the

circulant matrix and it can be written as (neglecting the damping)

d2euj
dx2

� �
¼ qA

EA
feKXj

2
:eujg ð3:93Þ

where, feKXjg are the FFT of KX ¼ fX1
0 X

1
�1; . . .;X

1
�Nþ2; . . .;X

1
N�2; . . .;X

1
1g, which

is the first column of the connection coefficient matrix K1. Substituting Eq. 3.92 in

Eq. 3.93 we get
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d2ðeU j=eKujÞ
dx2

( )
¼ qA

EA
feK 2

Xj:ðeU j=
eKujÞg ð3:94Þ

or,

d2 eU j

dx2

( )
¼ qA

EA
feK 2

Xj:eU jg ð3:95Þ

It can be easily seen that the FFT coefficients eKXj are equal to the eigenvalues ıkj

of the matrix K1 given by Eq. 3.68. Thus Eq. 3.95 can be written as

d2 eU j

dx2
¼ �qA

EA
kj

2 eU j; j ¼ 0; 1; . . .; n� 1 ð3:96Þ

It should be mentioned here that, by relating the Eqs. 3.88 and 3.96, it can be

observed that the transformation given in Eq. 3.87 is similar to the FFT for

periodic wavelet formulation.

In FFT-based analysis, the transformed ODEs are of the form

d2 eU j

dx2
¼ �qA

EA
xj

2 eU j; j ¼ 0; 1; . . .; n� 1 ð3:97Þ

where,

xj ¼
2Pj

nMt
ð3:98Þ

It can be seen that for a given sampling rate Mt, kj exactly matches xj up to a

certain fraction of the Nyquist frequency fnyq ¼ 1
2Mt

: Thus similar to FFT-based

analysis, the wavelet formulation can be used directly for studying frequency

dependent characteristics like spectrum and dispersion relations but up to a certain

fraction of fnyq. This fraction is dependent on the order of basis and is more for

higher order bases. In Fig. 3.10a, xj and kj are compared with respect to fraction

of fnyq. Unlike kj which are real, the eigenvalues cj in the non-periodic solution are

complex. However, from numerical experiments it is seen that the real part of cj
matches kj which are compared for different order of basis in Fig. 3.10a. The

additional imaginary part of cj are plotted for different bases in Fig. 3.10b. From

this figure, we see that beyond the specified frequency fraction, one can clearly see

artificial dispersion. For example, if we use a toneburst signal, sampled at a fre-

quency which falls beyond this specified fraction, one will see unwanted

responses. This aspect is very crucial for SHM studies, since such signals are

extensively used.This study also helps the determination of the sampling rate

required to avoid artificial dispersion.
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3.2.4 Excitation Signals and Wave Dispersion

SHM studies for detection of damages in structures normally require predefined

dynamic signals that have high frequency content. A common method of detecting

damage is to look for the time of arrival of reflections. Knowing the speeds from

the dispersion curves and the time of arrival of reflections from the crack, one can

predict the location of the crack. The predefined dynamic signal can be triggered

using piezoceramic actuators mounted on the structures, which set up the stress

waves. The stress wave can be non-dispersive or dispersive depending upon the

medium on which it propagates. For example, the stress wave in a bar subjected to

axial load is non-dispersive. That is, the waves to not change its shape as it

Fig. 3.10 Comparison of xj;
kj and cj for different order

(N) of basis; a real part and b

imaginary part of cj
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propagates, which results in reflected wave that have the same shape as the inci-

dent wave. This aspect has implications in the SHM studies, as the identification of

defects becomes easy if the shape of the reflected pulse is same as the incident

pulse. In most second order systems such as rods or membranes, waves are non-

dispersive or nearly non dispersive. However, in fourth order systems such as

beams and plates, waves are highly dispersive in nature and hence their shape

changes significantly as they propagate. Dispersion is the result of a frequency-

dependent wave speed, so that typically high frequency components travel very

fast and appear early in the response as opposed to low frequency components. In

such situations, it is necessary to choose a pulse that travels non dispersively even

in a dispersive system. This can happen only when the pulse can inject non zero

energy spread over a very small frequency band. In other words, the type of signal

plays an important role.

The loading can be broad band or Narrow band (Tone Burst). The broad

band loading shown in Fig. 3.7 is a smoothed gaussian pulse having 50 ls

pulse width. The frequency content of the pulse, also shown in the same figure,

have a significant frequency content up to 25 kHz. Hence, all modes up to this

frequency will be excited by this pulse. When this pulse is applied to a axial

bar shown in Fig. 3.6, a non dispersive wave is set up. The axial velocity

response for this pulse is shown in Fig. 3.8c. We can clearly see two inde-

pendent pulses, the first is an incident pulse, and the second is a reflected pulse

from the fixed boundary, which is of same shape as the incident pulse, but

opposite in sign. If the same structure is impacted by the same force trans-

versely, the transverse velocity response obtained is shown in Fig. 3.9c where

the dispersive nature of waves is clearly observed. From the figure, it is not

possible to clearly identify the reflections coming from the fixed boundary.

Such signals are not generally not suitable in SHM studies, especially if the

medium is dispersive.

Next we consider a damaged cantilever composite beam with a through width

delamination and subjected to the tone burst signal of Fig. 3.11.

The tone burst signal is simulated using a sine wave function of the type

f ðtÞ ¼ sinfqtgmodulated by a time window such as a Hanning or as Gaussian time

window. The number of zeros in the function can be controlled by adjusting the

value of q within the selected time interval. The FFT response of such a pulse

features a peak at the frequency q, as is seen from Fig. 3.11. This signal is applied

to the damaged beam shown in Fig. 3.12a in the transverse direction, wherein the

wave is highly dispersive in nature. The transverse response is shown in

Fig. 3.12b.

The simulation here is performed using spectral finite element simulations as

explained in Chap. 5. From the figure, we see that the reflections both from the

crack as well as from the boundary are of the same shape which helps clearly

identify the location of the flaw in a dispersive system such as this. Hence,

toneburst signals are the preferred signals in SHM studies in highly dispersive

media.
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3.3 Frequency/Wavenumber Analysis

Most of the previous sections in this chapter are devoted to the analysis and

representation of response data in the time and frequency domains. Such analysis

provides important information in regards to the frequency content of the signal,

along with guidelines on the excitation frequencies needed for a specific appli-

cation or medium. The choice of the excitation frequency, or in general of the type

of excitation to be used, has great implications from a practical standpoint, as it is

tightly coupled with the choice of the actuation configuration. From the modeling

perspective, it dictates important modal parameters such as mesh size and time

domain resolution. These aspects are discussed in more detail in Chaps. 4 and 5,

which are devoted to the description of common modeling tools for SHM such as

the Finite Element and the Spectral Finite Element methods.

Along with the time–frequency analysis of the structural response, recent

investigations have relied on the representation of the response in the frequency/

wavenumber domain [1]. Such representation requires the application of the FT in

the time domain and in the spatial domain. The latter can be performed only if

dense measurements along a spatial direction are available. In the following, the

two-dimensional Fourier Transform (2D FT) denotes the result of the application

of the FT in time and along one spatial direction:

ûðk;xÞ ¼ F2D½uðx; tÞ
 ð3:99Þ

where k denotes the wavenumber. Similarly, the three-dimensional Fourier

Transform (3D FT) considers transforms in time and along two spatial directions:

ûðkx; ky;xÞ ¼ F2D½uðx; y; tÞ
 ð3:100Þ

Fig. 3.11 Tone burst load sampled at 20 kHz and its Fourier transform (inset)
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where kx; ky are the cartesian components of the wave vector k ¼ kxiþ kyj.

Extended definitions and examples of 2D and 3D FTs are provided in the fol-

lowing sections.

The ability to map the signals in the wavenumber space relies on the avail-

ability of dense spatial measurements, which are typically denoted as wavefield

data. Experimental wavefield data can be easily obtained through the use of

ultrasonic transducers mounted on scanning stages, or through the application of

Scanning Laser Doppler Vibrometers (SLDVs) (see Sect. 1.3.3), which is

becoming very popular in the field of SHM. The advantages of frequency/wave-

number representations are numerous as summarized below:

1. They effectively separate all components of the wavefield, so that different

wave modes, incident and reflected waves, and mode conversions [6] appear as

decoupled and easily recognizable.

2. Their decoupling capabilities can be used to easily remove incident waves

from the recorded wavefield, so that only reflected waves can be visualized.

Fig. 3.12 a A damaged beam with through width delamination. b Transverse tip velocity

response
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Such visualizations can then be exploited to localize and quantify the damage

that is the source of the reflections.

3. They significantly facilitate the analysis of multi-modal signals such as in the

case of guided wave-based inspections. Multi-modal signals are the result of

the superposition of several modes with different wavenumbers co-existing at

the same frequency. Their superposition complicates the analysis of the

response and its use for imaging purposes. Given the common frequency

content, their separation cannot be performed through filtering procedures

operating in the time–frequency domains, and therefore must rely on the

information provided by different wavenumbers. Mode separation in the fre-

quency/wavenumber domain is very easily achieved through the application of

simple filtering or masking procedures which essentially select portions of the

frequency/wavenumber spectrum of the signal.

4. They provide direct visualization of the dispersion properties of the considered

medium, and therefore can provide the basis for material characterization and

for the estimation of the mechanical properties through the comparison between

experimentally observed dispersion properties and analytical predicted ones.

This section is therefore devoted to the analysis of wavefield data in the

wavenumber/frequency domain as an effective tool for incident wave removal and

mode separation. The concept of incident wave removal is first illustrated on

analytical and numerically simulated data, and then tested on experimental results.

The application of the 3D FT for mode separation is presented next to complete the

overview of this interesting and still rather novel signal processing approach.

3.3.1 Analysis of a One-Dimensional Propagating Wave

The basic concept of frequency/wavenumber analysis is illustrated for a stress

wave in a one dimensional (1D) non-dispersive waveguide. The considered con-

figuration is depicted in Fig. 3.13, and assumes the presence of a discontinuity in

material at location x ¼ x0. The 1D stress in the region x\x0 can be expressed as a

sum of incident and reflected stress waves, according to the following expression:

rxðx; tÞ ¼ rðiÞx ðx; tÞ þ rðrÞx ðx; tÞ: ð3:101Þ

where

rðiÞx ðx; tÞ ¼ f t � x

cL1

� �
: ð3:102Þ

and

rðrÞx ðx; tÞ ¼ g t þ x

cL1
� 2

x0

cL1

� �
: ð3:103Þ
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respectively define the incident and the reflected waves. Also in Eqs. 3.102 and

3.103, f ; g are the functions defining the waves propagating in the considered

media, while cL1 is the phase velocity in region 1 (see Fig. 3.13). Imposing

velocity and stress interface conditions:

_uðiÞ
�
x
ð�Þ
0 ; t

�
þ _uðrÞ

�
x
ð�Þ
0 ; t

�
¼ _uðtÞ x

ðþÞ
0 ; t

� �
; ð3:104Þ

rðiÞx x
ð�Þ
0 ; t

� �
þ rðrÞx x

ð�Þ
0 ; t

� �
¼ rðtÞx x

ðþÞ
0 ; t

� �
: ð3:105Þ

yields the well-known relationships between the functions f ; g:

gð�Þ ¼ Rf ð�Þ ð3:106Þ

The reflection coefficient R is defined in terms of density q and wave speed cL of

the two domains composing the waveguide:

R ¼ q2cL2=q1cL1 � 1

q2cL2=q1cL1 þ 1
ð3:107Þ

In Eq. 3.105, the transmitted stress wave r
ðtÞ
x is given by:

rðtÞx ðx; tÞ ¼ Tf t � x

cL2

� �
: ð3:108Þ

where the transmission coefficient T is defined as:

T ¼ 2q2cL2=q1cL1
q2cL2=q1cL1 þ 1

ð3:109Þ

The propagation of a harmonic stress wave of frequency x0 and amplitude A0 is

considered such that:

f ðsÞ ¼ A0e
jx0s: ð3:110Þ

Accordingly, the stress distribution in the 0� x� x0 region is given by:

rxðx; tÞ ¼ A0 e
jx0 t� x

cL1

� �

þRe
jx0 tþ x

cL1
�2

x0
cL1

� �" #

¼ A0 ejðx0t�k0xÞ þRejðx0tþk0x�2k0x0Þ
h i

: ð3:111Þ

Fig. 3.13 Wave propagation

in 1D elastic medium with

material discontinuity
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where k0 ¼ x0=cL1 is the wavenumber. It is assumed that both spatial and time

information are available for the stress distribution in the domain of interest. Under

this assumption, one can evaluate the two-dimensional Fourier Transform (2D FT)

of rxðx; tÞ:

Rxðk;xÞ ¼
Zþ1

�1

Zþ1

�1

rxðx; tÞe�jðxtþkxÞdxdt;

¼ F 2D½rxðx; tÞ
: ð3:112Þ

which for the considered propagating wave is given by:

Rxðk;xÞ ¼ A0dðx� x0Þ½dðk � k0Þ þRe2jk0x0dðk þ k0Þ
: ð3:113Þ

where d denotes the Dirac delta function. The magnitude of the 2D FT expressed

in Eq. 113 features two peaks in the frequency/wavenumber domain at

x ¼ x0; k ¼ �k0, corresponding to incident and reflected waves (Fig. 3.14a).

3.3.1.1 Incident Wave Removal

The 2D FT effectively separates the two wave components and allows the appli-

cation of simple window functions to filter out one of the components. Upon

filtering, the residual signal can be transformed back through an inverse FT to the

space/time domain for visualization and further processing. This procedure is

particularly useful for damage detection purposes, where reflected components

carry information regarding the presence and the nature of damage. In many

occasions, the reflections are small in amplitude and are often overshadowed by

noise or by the incident wave. This makes the identification of damage, and its

potential characterization difficult. From this perspective, 2D FT-based filtering

represents an attractive approach to separate and highlight the presence of

reflections in a given stress wave. Mathematically, the windowing process can be

simply expressed as a function product between the wave’s 2D FT and a 2D

window function:

RðrÞ
x ðk;xÞ  ½1� Hðk � k0;x� x0Þ
Rxðk;xÞ ð3:114Þ

where Hðk � k0;x� x0Þ denotes the window centered at k0;x0. The process is

depicted graphically in Fig. 3.14b and c, which respectively show a Hanning

window overlapped to the signal’s 2D spectrum and the residual signal upon

filtering. The space/time domain approximation of the reflected wave can be

expressed as:

rðrÞx ðt; xÞ ¼ F
�1
2D ½RðrÞ

x ðk;xÞ
 ð3:115Þ

where F
�1
2D denotes the inverse 2D FT.
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Fig. 3.14 aMagnitude of 2D

FT of the stress distribution in

the 0\x\x0 region: contour

plot (Solid box highlights

incident wave component,

dashed box highlights

reflected wave component),

b contour plot with

overlapped Hanning window

applied for filtering, and

c residual signal spectrum

upon filtering
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3.3.2 Analysis of 2D Wave Propagation

The previous concept can be extended to the case of waves propagating in a 2D

domain. We first consider a signal composed of a plain harmonic wave propa-

gating in the x[ 0 direction, and of a secondary spherical wave generated at

location xs; ys as depicted in Fig. 3.15. The wave may be expressed as:

wðx; y; tÞ ¼ wpðx; y; tÞ þ wsðx; y; tÞ
¼ W0½e�jðkx0xþky0y�x0tÞ þSejðk0rþx0t�2k0rsÞ
 ð3:116Þ

where W0 is the amplitude, S is a generic scattering coefficient, and where

k0 ¼ x0=c0; kx0 ¼ k0 cos h0; ky0 ¼ k0 sin h0; rs ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2s þ y2s

p
.

The considered waveform can be represented in the frequency/wavenumber

domain through the application of the 3D FT, defined as:

Wðkx; ky;xÞ ¼ F3D½wðx; y; tÞ
 ð3:117Þ

¼
Zþ1

�1

Zþ1

�1

Zþ1

�1

wðx; y; tÞe�jðxtþkxxþkyyÞdxdydt; ð3:118Þ

The 3D FT of the wave signal defined in Eq. 3.123 is given by:

Wðkx; ky;xÞ ¼ Wpðkx; ky;xÞ þWsðkx; ky;xÞ: ð3:119Þ

where

Wpðkx; ky;xÞ ¼ W0dðx� x0Þdðkx þ kx0Þdðky þ ky0Þ: ð3:120Þ

and

Wsðkx; ky;xÞ ¼ W0Se�2ik0rsdðk � k0Þdðx� x0Þ; kx � 0 ð3:121Þ

Figure 3.16a shows the displacement distribution wðx; y; tÞ over the considered

domain at a specific instant of time, while Fig. 3.16b shows a cross section of the

magnitude of the 3D FT evaluated at frequency x0. The plane wave component

Fig. 3.15 Wave propagation

in a 2D elastic medium:

interaction between plane and

spherical waves

134 3 Signal Processing Techniques



appears as a peak located at coordinates kx ¼ �kx0; ky ¼ �ky0, while the spherical

wave appears as a semicircular contour limited to the kx [ 0 half-plane. While the

presence of the spherical wave as part of the considered displacement distribution

is very evident in the wavenumber domain, it appears completely overshadowed

by the plane wave component in the spatial displacement distribution of Fig. 3.16a.

As discussed in the case of 1D wave propagation, the plane wave component can be

conveniently removed through the simple application of a window function centered

at the peak corresponding to the wavenumbers kx ¼ �kx0; ky ¼ �ky0, so that the 3D

FT of the spherical wave can be approximated as:

Fig. 3.16 a Snapshot of

interaction between plane and

spherical wave

b corresponding 3D FT at

x ¼ x0
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Wsðkx; ky;xÞ  ½1� Hðkx � kx0; ky � ky0;xÞ
Wðkx; ky;xÞ ð3:122Þ

where Hðkx � kx0; ky � ky0;xÞ is the considered window function. The result of the

filtering process is to isolate the spherical wave, which can then be visualized

separately from the overall measured response. The spatial distribution of the

filtered signal and the corresponding 3D FT at frequency x0 are shown in

Fig. 3.17a and b. The analysis of the residual signal displayed in Fig. 3.17a allows

the identification of location and potentially the characterization of the charac-

teristics of the secondary wave source.

Fig. 3.17 a Snapshot of

residual spherical wave

obtained upon filtering, and b

corresponding 3D FT
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Similar results can be illustrated by considering the interaction between two

spherical waves according to the configuration depicted in Fig. 3.18. The wave, in

this case can be expressed as:

wðx; y; tÞ ¼ ws1ðx; y; tÞ þ ws2ðx; y; tÞ; ð3:123Þ

¼ W0½e�jðk0r�x0tÞ þSejðk0rþx0t�2k0rsÞ
 ð3:124Þ

and the corresponding 3D FT is given by:

Wðkx; ky;xÞ ¼ Ws1ðkx; ky;xÞ þWs2ðkx; ky;xÞ: ð3:125Þ

where

Ws1ðkx; ky;xÞ ¼ W0dðjkj þ k0Þdðx� x0Þ; kx [ 0 ð3:126Þ

Ws2ðkx; ky;xÞ ¼ W0Se�2jk0rsdðjkj � k0Þdðx� x0Þ: ð3:127Þ

The spatial distribution at a given instant of time and 3D FT at x ¼ x0 are

shown in Fig. 3.19, for a case whereS ¼ 0:1. Again, the presence of the secondary
spherical wave is evident from the spectral representation of the signal, but hard to

identify from the spatial distribution plot. The application of the window function to

eliminate the primary wave can be replaced by the elimination of the part of the 3D

spectrum corresponding to kx [ 0. This portion of the spectrum in fact contains all

information regarding waves propagating in the x[ 0 direction, and therefore,

given the configuration depicted in Fig. 3.18, includes the primary wave.

Removal of the negative part of the spectrum can be done through the evalu-

ation of the Hilbert Transform (HT) of the signal in terms of the x coordinate. This

operation can be expressed mathematically as follows:

wHxðx; y; tÞ ¼ Hx½wðx; y; tÞ
: ð3:128Þ

where Hx denotes the HT performed in terms of the x coordinate. The result of

this filtering process is presented in Fig. 3.20a and b, which respectively show the

spatial distribution at a given instant of time and the 3D FT spectrum evaluated at

x0. The residual signal as in the previous case, clearly shows the presence of the

secondary wave and the location of its origin. In a practical setting, the excitation

Fig. 3.18 Wave propagation

in a 2D elastic medium:

interaction between two

spherical waves
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signal generated to interrogate the state of health of the structure can be considered

as a primary wave, while the secondary wave can be associated to any damage or

in general to any discontinuity in the structure. As the primary wave is selected for

optimal excitation of the desired wave modes, one can consider it as fully known.

As in the cases considered above, the nature of the filtering procedure can be

selected on the basis of the type of excitation signal used for inspection.

3.3.3 Numerical Examples: Wave Propagation in a Damaged Rod

The configuration considered in the first set of simulations is depicted in Fig. 3.21.

The rod, which has a length L ¼ 1 m, thickness h ¼ 5 cm, and it is made of

Fig. 3.19 a Snapshot of

interaction between two

spherical waves, b

corresponding 3D FT at

x ¼ x0
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aluminum (E ¼ 7:1	 1010 N/m2, q ¼ 2; 700 kg/m3), is excited at its free end by a

5-cycle sinusoidal tone burst at 50 kHz. The rod is discretized using 160 bar finite

elements, and its response is computed through numerical integration of the

equation of motion using Newmark’s method. The simulation is performed over a

time interval which corresponds to the time required for the injected pulse to reach

the clamped end of the rod. The applied perturbation propagates and interacts with

a damage located at xD ¼ L=2, modeled as a thickness reduction corresponding to

hD=h ¼ 0:9 occurring over one element of the considered mesh. The response at a

specific point (x ¼ 3=4L) plotted in (Fig. 3.22a), in which a main pulse, corre-

sponding to the injected wave, and a smaller, secondary, pulse corresponding to

the reflection caused by damage. The 2D FT of the rod response is shown in

Fig. 3.20 a Snapshot of

residual spherical wave

obtained upon filtering and

b corresponding 3D FT at

x ¼ x0
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(Fig. 3.22b), which highlights the presence of the main pulse propagating along

the x[ 0 direction, and of the reflected pulse. This pulse has lower amplitude, and

it is characterized by the same frequency, and appears in the k\0 region of the

wavenumber/frequency domain. Again, the 2D representation effectively separates

incident and reflected wave components, and allows effective filtering of the

main wave. A 2D Hanning window is applied to isolate the reflected wave, and to

Fig. 3.21 Configuration for

simulation of wave

propagation in a damaged rod

Fig. 3.22 a Time response

of damaged rod at x ¼ 3=4L,
and b corresponding 2D FT

representation
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obtain the frequency/wavenumber spectrum shown in Fig. 3.23b. The residual

space–time domain signal can be then reconstructed through inverse FT trans-

formation, as discussed in the previous section. The residual signal at x ¼ 3=4L
shown in (Fig. 3.23) demonstrates the effectiveness of the windowing procedure in

removing the main propagating pulse, while leaving the reflected response cor-

responding to damage.

This filtering procedure can be also applied to reduce the effects of noise in the

data. (Fig. 3.24a) shows for example the rod response at the considered location

when a random noise is added to the simulated data. The noise, which has an

amplitude corresponding to 10% of the signal root mean square (RMS) value,

hides almost completely the reflected signal thus making any damage identification

very difficult. A narrow band filter can be applied on the filtered signal to eliminate

the effect of noise and highlight the reflected signal. A 2D window (Hanning) can

Fig. 3.23 a Filtered time

response, and b 2D FT
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Fig. 3.24 a Time response at

x ¼ 3=4L with added

noise (b), residual signal (c),

and residual signal after

narrow band filtering around

reflected peak in frequency/

wavenumber domain
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be easily applied to the frequency/wavenumber spectrum of the residual signal

Fig. 3.23b in order to act as a narrow band filter and to mitigate the effects of

background noise. The comparison of the estimated residual signal reconstructed

with and without narrow band filtering in the frequency/wavenumber domain is

presented in Fig. 3.24b and c, to demonstrate how narrow band filtering mitigates

the disturbances due to noise and allows visualizing the damage signature.

3.3.4 Numerical Examples: Wave Propagation

in a Homogeneous Medium

The propagation of elastic waves in a homogeneous medium is again considered to

perform a validation example. The Mass Spring Lattice Model (MSLM) presented

in [25] is used to simulate the propagation of elastic waves in the considered

homogeneous medium. The goal of the simulations is to test the frequency/

wavenumber domain filtering process as applied to simulated 2D wave propaga-

tion data. The domain in Fig. 3.25 has dimensions Lx ¼ 0:5 m and Ly ¼ 0:25 m

and it is discretized using a 200	 100 lattice. Damage is modeled as a 30%

reduction in stiffness over the length LD of the simulated damage. More sophis-

ticated damage models for such damages is presented in Chap. 6. In the first

configuration depicted in (Fig. 3.25a), damage is located at yD ¼ 0:125 m, xD ¼
0:235 m, and has a length LD ¼ 2:5 cm, while the configuration of Fig. 3.25b

features two longitudinal damages respectively located at yD1
¼ 0:125 m, xD1

¼
0:160 m, and at yD2

¼ 0:125 m, xD2
¼ 0:375 m of length LD1

¼ 1:5 cm and LD2
¼

2:5 cm. The domain is excited by an imposed displacement applied at xE ¼ 0:25
m, yE ¼ 0, varying as a 5-cycle sinusoidal tone burst of frequency f0 ¼ 100 kHz.

Results for the first damage configuration are shown in Fig. 3.26. Specifically

Fig. 3.26a, displays a snapshot of the propagating wave at a time instant corre-

sponding to approximately t0 ¼ 0:7Ts, where Ts denotes the total simulation time,

here selected as the time required for the induced wave to reach the top edge of the

domain. The time snapshot of Fig. 3.26a shows the main pulse with small traces of

scattering corresponding to damage. The cross section of the domain response

evaluated at f ¼ f0 shown in Fig. 3.26b effectively decomposes the main wave

propagating along y[ 0 from the reflected wave traveling in the opposite direc-

tion. In this situation, the negative part of the spectrum can be easily removed to

isolate the scattered wave corresponding to damage. This can be effectively done

through the application of the Hilbert Transform along one of the spatial direc-

tions. Specifically, the reflected wave wðrÞðx; y; tÞ can be estimated as:

wðrÞðx; y; tÞ  wHyðx; y; tÞ ¼ Hy½wðx; y; tÞ
: ð3:129Þ

where Hy denotes the Hilbert Transform evaluated in terms of the y coordinate.

The results of this process are shown in Fig. 3.26c and d which respectively

present a snapshot at t ¼ t0 of the reconstructed time response upon filtering, and
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the corresponding cross section of the 3D FT at f0. Given the approximation of the

reflected wave wðrÞðx; y; tÞ, an effective visualization of presence and location of

damage can be obtained through simple means such as the representation of the

RMS distribution of the reflected signal defined as:

w
ðrÞ
RMSðx; yÞ ¼

ZTs

0

ðwðrÞðx; y; tÞÞ2dt

2
4

3
5

1
2

ð3:130Þ

The RMS distribution corresponding to the filtered response of the domain with a

single damage is shown in Fig. 3.26e, while results for the domain with the two

damage sites are shown in Fig. 3.27, which indicates how the technique can

effectively provide indications of the presence of multiple damages.

3.3.5 Frequency/Wavenumber Filtering for Mode Separation

The frequency/wavenumber analysis of full wavefield data can be also effectively

applied for the separation of individual wave modes resulting from guided waves

excitation of the structures under consideration. The theory concerning Lamb

waves is explained in Chap. 5. This section illustrates the additional information

and processing that can be performed through the straightforward application of

multi-dimensional FTs, and knowledge of the dispersion properties of the medium.

Experiments performed on a bonded aluminum plate illustrate typical experi-

mental full wavefield data obtained using an SLDV. The SLDV records the time

domain response of the structure over a pre-selected grid of points. The data are

then organized in 3D arrays uðx; y; tÞ, which define the velocity component aligned

Fig. 3.25 Schematic of

a 2D elastic domain and

b simulated damage

configurations
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with the laser beam at the considered location. Examples of snapshots of recorded

wavefield images are presented in Fig. 3.28. The 3D data arrays uðx; y; tÞ contain a

wealth of information which can be used for structural characterization, and

subsequent evaluation of the structural properties of the component under inves-

tigation, or for the evaluation of its structural integrity. As indicated earlier,

structural characterization and health assessment can be effectively performed by

Fig. 3.26 a Snapshot of propagating wave in 2D domain with single damage, b corresponding

3D FT at the excitation frequency f0 ¼ 100 kHz, c snapshot of filtered wave, d corresponding 3D

FT at f0 ¼ 100 kHz, and e RMS distribution of reflected signal
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analyzing the response of the specimen in the frequency/wavenumber (x� k)

domain, where dispersion information on the structure is visualized, and where the

separation of multiple wave components and modes is conveniently performed.

The wave vector k ¼ kxiþ kyj is here intended as having two components kx; ky,
which are resolved along a Cartesian frame defined over the measured surface, and

identified by the unit vectors i; j. Under this hypothesis, a 3D FT can be performed

Fig. 3.27 a Snapshot of propagating wave in 2D domain with two damages, b corresponding 3D

FT at the excitation frequency f0 ¼ 100 kHz, c snapshot of filtered wave, d corresponding 3D FT

at f0 ¼ 100 kHz, and e RMS distribution of reflected signal d
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to represent the response in a 3D domain defined by the wave vector components

kx; ky and frequency x.

Frequency/wavenumber analysis of experimentally recorded wavefield data

typically requires that the time domain waveform data u(x,y,t) are windowed over

a spatial region of interest to obtain:

uwðx; y; tÞ ¼ uðx; y; tÞw1ðx; y; tÞ ð3:131Þ

where uwðx; y; tÞ denotes the response of the specimen over a spatial region of

interest and time interval defined by the spatial-temporal window w1ðx; y; tÞ. The
selection of the region may be driven by practical considerations, as dictated for

example by the need to investigate and characterize the wavefield in portions of

the structure where structural discontinuities are present by construction or where

damage is expected to occur. In addition, the need for spatial windowing is

required if incident wave removal through 3D filtering must be performed. In this

case, the window must exclude the source from the region under consideration so

that the incident wave is associated with a main direction of propagation. It is in

Fig. 3.28 Snapshots of wavefields measured on a bonded aluminum plate using a SLDV system
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fact important that the incident (outgoing) wave occupies only half of the wave-

number plane, and correspondingly that reflected (incoming) waves are located in

the other half. This allows differentiating and decoupling incident and reflected

waves in the wavenumber domain when decomposed in terms of the cartesian

components of the wave vector kx; ky. Temporal windowing prevents the effect of

boundary reflections from obscuring other reflections due to the presence of

scatterers within the specimen, and minimizes leakage errors.

The windowed waveform data uwðx; y; tÞ is transformed to the x; kx; ky
domain by

Uwðx; kx; kyÞ ¼ F3D½uwðx; y; tÞ
 ð3:132Þ

where F3D is the 3D FT. Frequency–wavenumber domain data Uwðx; kx; kyÞ are
subsequently filtered in the frequency/wavenumber domain through a second

window function W2ðx; kx; kyÞ to obtain:

~Uwðx; kx; kyÞ ¼ Uwðx; kx; kyÞW2ðx; kx; kyÞ ð3:133Þ

where ~Uwðx; kx; kyÞ is the filtered response. The selection of the frequency/

wavenumber window W2 depends on whether incident wave removal and/or mode

separation need to be performed. Referring to the bonded aluminum plate

experiments, the analysis considers the region of the plate highlighted in Fig. 3.29,

which does not include the source, as discussed above, and where the plate

thickness is constant.

The response over the considered region is evaluated through a temporal-spatial

window function which is defined by:

w1ðx; y; tÞ ¼ wxðxÞwyðyÞwtðtÞ ð3:134Þ

where wnðnÞ defines the one-dimensional window applied along the generic

coordinate n. A tapered-cosine window (Tukey window) is considered for all three

directions. Its expression is

Fig. 3.29 Wavefield

uðx; y; t ¼ t0Þ at t0 ¼ 43 ls

and detail of the region

considered for the subsequent

analysis
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wðnÞ ¼
0 jn� n0j[ w

1 0\jn� n0j\aw

0:5þ 0:5 cos½pn�n0�aw
2ð1�aÞw 
 aw\jxi� n0j\w

8
<
: ð3:135Þ

where n0 and 2w respectively denote the center and the width of the window, while

a is a parameter that defines the shape of the window. Specifically, for a ¼ 1 the

window becomes a rectangular window, while a ¼ 0 leads to a Hanning window.

The Tukey window is particularly convenient in this case as it allows the flexibility

needed to avoid that information near the edges of the considered spatial and

temporal domains is lost upon windowing, while reducing truncation distortions

and leakage errors associated with a sharp triangular window. In this case, a trial

and error procedure has led to the selection of a ¼ 0:25 for all the three windows

defined in Eq. 3.134). The windowed response uwðx; y; tÞ is transformed using a

3D FT to obtain Uwðkx; ky;xÞ.
Cross sections of the resulting three-dimensional function are presented in

Fig. 3.30. Specifically, Fig. 3.30. a shows contours of the amplitude of the 3D FT

jUwðkx; ky;xÞj evaluated at the frequency xM of maximum response, which in this

case is xM ¼ 1:36	 106 rad/s. The map clearly characterizes the modal content of

the plate response, as well as the directions of wave propagation of the various

modes. In this case, the family of contours associated with smaller wavenumbers

corresponds to the first symmetric mode S0, while a second group of contours is

associated with the first asymmetric mode A0. The generation of A0 as well as S0
modes is given in Chap. 5. It is interesting to note how the S0 mode propagates

approximately as a spherical wave, with a stronger wave vector component along

the y (vertical) direction. In contrast, the A0 mode propagates at an angle with

respect to the vertical direction, possibly as a result of asymmetry of the transducer

which manifests itself mostly on the A0 mode. Figure 3.30a also shows an

arrow which identifies the wave vector kM of maximum amplitude, which is

expressed as:

kM ¼ kxM iþ kyM j ð3:136Þ

kM ¼ kMðcos hMiþ sin hMjÞ ð3:137Þ

where the angle

hM ¼ tan�1 kyM
kxM

� 	

identifies the direction of the wave vector associated with the maximum response

amplitude. In this case, kxM  0 and kyM  284 rad/m, with hM ¼ 90�.
Figure 3.30b shows the cross section of the 3D FT evaluated in the direction of

kM , here denoted denoted as jUwðk; hM;xÞj. The contour plots of Fig. 3.30b

reproduce the dispersion relations of the plate in the frequency/wavenumber range

corresponding to the excitation provided by the transducer. This representation

therefore provides the means for the experimental evaluation of the dispersion
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properties of the specimen, which can be used for structural characterization

purposes and for the validation of numerical models. For the case of a flat alu-

minum plate as here considered, the dispersion properties are well known and can

be found through analytical procedures as described for example in [23]. The

analytical dispersion relations are superimposed to the experimental ones also in

Fig. 3.30b, where they are represented as solid lines. In addition, dashed lines

show the upper and lower bounds of the filtering window W2ðkx; ky;xÞ applied to

separate the individual modes. The considered window selected to isolate for

example the S0 mode can be expressed as follows:

W2ðkx; ky;xÞ ¼
0 jkðxÞ � kS0ðxÞj\2wðxÞ

0:5þ 0:5 cos
pðkðxÞ�kS0 ðxÞÞ

wðxÞ

h i
jkðxÞ � kS0ðxÞj[ 2wðxÞ

(

ð3:138Þ

Fig. 3.30 a Cross sections of

3D FT of the plate response:

wavenumber domain at

xM ¼ 1:38	 106 rad/s and b

frequency/wavenumber plot

in the direction of

propagation with detail of

bounds used for windowing

of individual modes

(analytical A0; S0 modes solid

lines, upper and lower bounds

of windowing functions

dashed lines)
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where k ¼ ½k2x þ k2y 

1=2

. Equation 3.138 defines a Hanning window of width 2w,

centered at the wavenumber kS0 corresponding to the mode to be extracted from

the overall response. At each value of frequency x, the center of the window can

be estimated analytically from known dispersion relations, or through the evalu-

ation of the ridge of the associated dispersion branch. The width of the window can

generally vary as a function of frequency, so thatW2 may be designed to act also as

a band-pass filter. The width of the window in this case has been arbitrarily chosen

Fig. 3.31 a Snapshot of

AWI at t ¼ 37ls;
b corresponding A0 mode and

c S0 mode obtained upon

mode separation
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to vary linearly with frequency within the 0� 2	 106 rad/s range, thus capturing

most of the energy of the recorded response.

Upon mode separation, the response corresponding to the individual modes can

be transformed in the spatial/temporal domain so that single-mode propagation can

be observed. Examples of results from this procedure are presented in Fig. 3.31

which compare snapshots of the original response, with those corresponding to the

isolated A0 and S0 modes. The images clearly show the effectiveness of the sep-

aration procedure, which allows the selectively investigation of the scattering

properties of the individual modes when interacting with defects or structural

discontinuities, the estimation of their sensitivities to specific damage types, and

the identification of mode conversion phenomena. Of note for example is the fact

that in the image for the A0 mode (Fig. 3.31b), two scatterers appear as secondary

sources of A0 waves as a result of the conversion of the S0 mode.

A final step in the filtering procedure may involve the removal of the incident

wave, according to the procedures outlined in the previous section. A first, simple

analysis evaluates the RMS value of the residual response. Results for the plate

under consideration are presented in Fig. 3.32, which compares the RMS value

corresponding to the scattered A0 and S0 modes. The two figures clearly highlight

the presence and the location of two scatterers and show their different scattering

Fig. 3.32 a RMS of filtered

mode b RMS of filtered mode

response showing location of

scatterers corresponding to

locations of artificial damages
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behaviors, with the one located at ð�0:05;�0:01Þ clearly producing significant

stronger S0 reflections.
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Part II

Computational Simulation Techniques
for Structural Health Monitoring



Chapter 4

Application of the Finite Element Method

in SHM

4.1 Overview and Basic Principles

Proper mathematical models are required to post-process the measured output

to predict the damage location and its extent. Some of the commonly used

mathematical models are the finite difference methods (FDM), finite element

methods (FEM), spectral finite element methods (SFEM) and boundary element

methods (BEM). These were briefly discussed in Chap. 1. Among them, FEM

is the most versatile and powerful method due to its ability to model complex

geometries.

FEM is a powerful numerical technique to solve problems governed by partial

differential equations over complex domains. It is normally adopted to solve

forward problems in structures, that is, for a given a loading (input), one can easily

determine the deformations the structures undergo (output). Structural health

monitoring however requires estimating the state of the structure from the mea-

sured output (deformation, velocities, acceleration, voltages etc) for a given pre-

defined input (force) [5]. Hence, SHM falls under the realm of system

identification problem. Such problems are also called the inverse problems.

In this chapter, we will not outline the procedure of FEM as such since many

classic texts are already available in this area. That is, it is assumed that the reader

has enough knowledge of different type elements, generation of stiffness and mass

matrices, convergence criteria, modeling for distributed loads etc. We will instead

focus on those aspects of FEM that are relevant to SHM, which include creating

damaged FE models, choosing the appropriate mesh sizes and its relation to

damage size and frequency content of the input etc.

One of the key aspects of performing SHM studies under a FE environment is

the modeling of the damages in general, and cracks in particular. Many researchers

have used different methods under FE environment to model flaws. For example,

Yang et al. [18] used FEM to study the Lamb wave propagation in composite

plates. Powar and Ganguli [12] used FEM to model matrix cracks in composites
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beam and study the performance of a rotating helicopter blade. FEM was used to

obtain crack parameters in [4]. A new method to model cracks under FE frame-

work using Heaviside function is proposed in [6]. Many researchers have used FEs

to model cracks to perform fracture mechanics study and the related literature is

too large to be covered here. In this chapter, we instead introduce three different,

simplified ways to model damages. The discussed methodologies can be adopted

to simulate vibration and wave propagation characteristics of damaged structures

with the purpose of generating numerical responses which can then be used in

support of the development of SHM techniques. One of the important objectives of

such simplified models is primarily to be able to accurately reproduce the effects of

damage in the considered frequency range, rather than to precisely model the

structure of the damage, its geometry, and its shape from a fracture mechanics

perspective. Relevant effects from an SHM standpoint include frequency shifts,

mode and curvature shapes distortions, and reflections, diffractions, scattering and

mode conversion in wave propagation regimes. The ability to reproduce these

observed behaviors with the required accuracy drives the selection of the mesh size

and of the simplified models to be used to represent damage. The choice of mesh

size and time step are critical to the achievement of such accuracy, as discussed in

this chapter. Simplified damage models as here illustrated complement the for-

mulations presented in Chaps. 6, 7, and 8.

Modeling issues and strategies for the simulation of damage are discussed in

metallic and composite structures, where different types of damage are encoun-

tered. Generally speaking, FE modeling of composites is an order of magnitude

more complex than that of isotropic materials, particularly due to the presence of

complex stiffness and inertial coupling. In addition, there is a variety of failure

modes in composites in contrast to metallic structures. Common failure mecha-

nisms include the delamination of the plies, fiber breakage and matrix cracks. In

built-up composite structures, debonds are also a common type of failure. Accurate

and efficient modeling of these types of flaws is crucial for the development of

proper detection tools. The most common way of modeling flaws such as cracks in

FEM is to introduce duplicate nodes along the crack front which have same nodal

coordinates but different node number. This procedure ensures discontinuity in the

medium arising due to the presence of the crack. One of the important differences

in the response behavior of the cracked structure as compared to the uncracked

structures is the presence of the phenomenon of mode conversion [2, 16] present in

the former. If such a phenomenon can be built using simpler models, one can use

such models effectively in SHM studies. One approach is kinematics-based,

whereby the cracked structure is considered as a series of multiply connected

waveguides. By enforcing kinematic relationship among the nodes of the wave-

guides, one can eliminate the intermediate nodes of the frame structure, thereby

obtaining a FE model with built in damage. References [11, 17] use such models

under the spectral finite element environment to study the wave propagation

responses in a delaminated beams and in beams with fibre breakage as also

explained in detail in Chap. 6.
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4.2 Modeling Issues in FEM

Although modeling flaws such as cracks or delamination is well documented in

finite elements (which is addressed in the next section), the stress singularity near

the crack tip, requires very fine mesh near the crack tip even for a static loading,

which makes the model sizes enormously large. If the loading is dynamic, the

mesh sizes required will be even and it depends on the frequency content of the

predefined input.

Frequency content of the predefined input is yet another parameter that should

be carefully chosen depending upon the flaw sizes. When the flaw sizes are larger

compared to dimension of the structure, then even static loading is sufficient.

However, such flaws will be visible to the naked eye and as such SHM tech-

niques is not needed. However, if the flaws sizes are reasonably small compared

to the smallest dimension of the structure, then one requires that the predefined

input loading be dynamic in nature and the frequency content could be of the

order of few hundred Hertz. Such low frequency content problem comes under

the category of structural dynamics. On the other hand, if the flaw sizes are very

small, then the frequency content of predefined input signal should be of the

order of few hundred kilo Hertz. These problems come under the category of

wave propagation. The main difference between these two is that the latter is a

multi-modal phenomenon, wherein phase information of the responses becomes

very important. Cracks in structures acts like a boundary and results in a very

small impedance mismatch at the crack boundary, which will induce reflections

for a high frequency input signal. These reflected signals can be effectively used

to characterize, predict, and locate the cracks in a structure and also its extent.

Hence, the choice between the structural dynamics or wave propagation analysis

to be adopted depends upon the frequency content of the input signal, which in

turn depends on the flaw size. All these will have a bearing on the mesh sizes to

be chosen for the FE analysis.

Now, two questions needs to be answered. That is, what should be the mesh size

for a given input loading? and what should be the frequency content of the input

signal for a given flaw size? For a given input loading, the mesh sizes to be chosen

such that they are comparable to the wavelength. When the frequency content of

the signal is high, the wavelengths are very small and hence the mesh sizes have to

be small, which in turn increases the problem sizes enormously. To determine the

mesh sizes, first the predefined input signal is transformed into frequency domain

using FFT and a plot of the amplitude and the frequency will give the frequency

content of the signal. Let us denote this by x(rad/s). If c0 is the wave speed of the

given wave mode obtained from the dispersion relations of waveguide in question,

then the wavelength k is given by

k ¼ 2pc0

x
ð4:1Þ
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Typically, the mesh sizes should be such that nearly 10 elements should cover a

wavelength although in some cases 8–10 elements may be sufficient. In other

words it should of the order of k/10 [9]. If the mesh sizes are larger than what is

given in Eq. 4.1, then, the mesh boundaries will start reflecting the input signal

thereby giving erroneous indication of the presence of the crack. Mesh sizes

depends on the speeds of the medium in which the signal is propagating. In order

to make this statement clear, let us consider two mediums, namely aluminum and

composites. The speed of a compressional wave in composites is approximately

3,850 m/s, while in aluminum it is 6,000 m/s. Let these medium be subjected to an

input pulse having a frequency content of 50 kHz. From Eq. 4.1, the wavelengths

in composites is about 77 mm, while in aluminum, it is about 120 mm. Hence, for

a given input, composites require a denser mesh.

Now the second question that needs an answer is related to the frequency

content of the predefined input signal for a given flaw size. The requirement here is

for the such a signal to induce an impedance mismatch at the crack boundary and a

wave reflection. In order for this to happen, wavelengths should be comparable

to the flaw sizes. For example, we will again consider the same example

considered previously, that is, the aluminum and the composite structure with

damage. The wave speeds in composite is approximately 3,850 m/s, while in

aluminum it is 6000m/s. Let us assume that both these medium have a small crack

of 20 mm size. Eq. 4.1 can be rewritten as

f ¼ c0

a
ð4:2Þ

where f is the frequency in Hertz and a is the size of the flaw. From Eq. 4.2,

substituting the speeds of the composite and aluminum medium, we see that, for

inducing a reflection from the damage in composites, the frequency content of the

input signal should be 192.5 kHz, while in aluminum medium, the frequency

content of the predefined input signal should be 300 kHz. In addition, if the signal

needs to travel non-dispersively, then one can create a tone burst signal created

using a sine wave of above calculated frequencies. From the above discussion, it is

clear that the frequency content of the input pulse and the mesh size is highly

dependent upon the medium in which the waves are propagating.

The success of this analysis requires that the speed of the medium is known.

Calculation of speeds especially for dispersive system is an involved process. This

was discussed in detailed in Sect. 2.8. The procedure outlined in this section can be

adopted to obtain the group speeds. Since the dispersive media group speeds are

dependent on frequency, a question arises is on the frequency at which speeds need

to be calculated in order to determine the mesh size according to Eq. 4.1.

To answer this question, let us consider the dispersion plot of a composite beam

for different ply orientation shown in Fig. 2.14. The plot shows the group speeds

for axial and bending wave for different ply orientation of a laminated composite

beam. The parameter r is the bending-axial coupling factor [8] for the beam.

The speeds are normalized with the axial speed in an isotropic rod (c0 ¼
ffiffiffiffiffiffiffiffiffi
E=q

p
).
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The three horizontal lines are the axial wave speeds for three different ply

orientations. One can clearly see that the axial speeds are constant for all fre-

quencies and hence they are non-dispersive. The figure also shows three non linear

curves for bending waves for three different ply orientations. These waves are

highly dispersive in nature and hence their speeds are different at different fre-

quencies. If the input signal is broadband, then the choice of wave speed to be used

in Eq. 4.1 becomes difficult. In such cases, modulated signals are very useful since

their active energies are band limited over a small frequency band. One such

modulated signal also called the tone burst signals is shown in Fig. 4.1. This signal

is created using a sine wave of frequency 50 kHz and modulated using a Hanning

window. The FFT amplitude of this signal is superimposed in Fig. 2.14 along with

the dispersion plots. Through this superposition, the wave speeds corresponding to

50 kHz can be easily computed for various propagating modes and this value can

be used in Eq. 4.1 for calculating the wave speeds. It can be seen from Fig. 2.14.

that the frequency spectrum of the input signal also peaks at 50 kHz, which is its

modulated frequency. That is, such a pulse will excite modes only those lying very

close to 50 kHz, while all other modes do not participate in the response. As a

result, the group speeds of the wave is a function of only a small set of frequencies

close to the modulated frequency, which forces the response to be non-dispersive

even in a dispersive medium.

An alternative way of fixing the mesh sizes is by looking at the stiffness of the

structure. It is well known that the presence of a flaw reduces the stiffness of the

structure. This stiffness reduction depends on the size of the flaw. If the flaw size is

small, it causes insignificant change of the stiffness of the structure and hence

insignificant change in the first few natural frequencies of the structure. However,

for large flaw sizes, stiffness change is significant and hence the modal frequen-

cies. This is shown in Fig. 4.2. for a laminated composite beam of 20 cm length

with two different delamination sizes, where the bending stiffness is plotted as a

function of frequency. For a delamination of 1 cm, one can hardly notice any

Fig. 4.1 A tone burst signal

modulated at 50 kHz

frequency
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changes up to 20 kHz frequency and only modes beyond this frequency may get

excited for the given loading, while for a delamination of 5 cm, one can see that

the frequency change happens at 3 kHz. That is, for small flaw sizes, only higher

modes get excited and hence to capture all higher modes accurately, one needs

very fine mesh. Hence, for such small flaw sizes, modal methods are not suitable,

and one needs wave propagation analysis.

Accuracy of the response to high frequency input depends on the density of the

FE mesh. For a reasonably dense mesh, the wave response predicted may be

accurate, however may show period error. To reinforce these ideas better, let us

consider a simple aluminum rod of 2.0 m length and 0.01 m2 cross section, with

Young’s Modulus E = 70 GPa and a density q = 2600 kg/m3. The wave speeds in

the aluminum can be calculated from the formula c0 ¼
ffiffiffiffiffiffiffiffiffi
E=q

p
= 5189 m/s. This

rod is subjected to the input signal shown in Fig. 4.3. (inset), which has a fre-

quency content of 46 kHz. From Eq. 4.1, the wavelength can be calculated, which

is equal to 0.11 m. In order to capture the wave behavior accurately, at least 10

elements per wavelength are required, that is an element length of 10.0 mm.

Hence, for a length of 1.0 m, at least 100 1D finite elements are required for

modeling. Fig. 4.4, shows the axial wave responses at the cantilever tip for dif-

ferent number of elements. We have used 250 1D rod elements to get a fully

Fig. 4.2 Stiffness changes as

a function of frequency for

different delamination sizes:

a delamination length 5 cm,

b delamination length 1 cm
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converged solution, which shows an initial pulse at round 100 ls and a reflected

pulse from the boundary at around 420 ls. Fig. 4.4. also shows (in the inset) the

period error when the mesh sizes are inadequate. Inadequate FE mesh for a high

frequency input pulse results in mass or inertial distribution not being accurate. As

a result, the wave speeds predicted by FE analysis will be highly inaccurate

resulting in period error. In addition, if the mesh sizes are much smaller than what

is required, then the mesh boundaries will act as a fixed boundary and start

reflecting responses from these boundaries. These are clearly seen in Fig. 4.4. for

very coarse mesh density. Hence, for very high frequency content input pulse,

which is normally the case for most SHM problems, fine mesh is an absolute

necessity.

Fig. 4.3 High frequency

input load with its Fourier

transform

Fig. 4.4 Longitudinal wave

responses in a rod for

different element

discritizations
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4.3 Damage Modeling Using FEM

Materials such as composites have many modes of failures. Among the different

failure modes, delaminations, and fibre breakages are important modes of failure.

These failure modes correspond to horizontal and vertical cracks in metallic

structures. This section outlines some of the methods adopted to model the above

failure modes in composites and metallic structures under FE environment. These

methods can be classified as

1. Stiffness Reduction Method (SRM)

2. Duplicate Node Method (DNM), and

3. Kinematics Based Method (KBM) A description of each method is provided

below

4.3.1 Stiffness Reduction Method

It is quite well known that the presence of flaw causes a reduction of stiffness in a

structure. A simple way of modeling flaws is to incorporate the stiffness loss in the

region of the flaw by modifying the materials properties P (where P can signify,

Young’s modulus, shear modulus, density etc.) to aP where a\ 1. The concept is

demonstrated in Fig. 4.5, where Fig. 4.5a shows the actual model of a laminated

beam with a through width delamination and Fig. 4.5b presents the equivalent

stiffness-reduced model. This procedure can be adopted to model any number of

flaws in the structure. One main drawback of this approach is its inability to predict

mode conversion. In [9], such a model was however used to perform SHM studies

on large civil structures.

Fig. 4.5 Modeling of flaws

using stiffness reduction

method: a delaminated beam,

b stiffness reduced beam
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4.3.2 Duplicate Node Method

A better way of modeling cracks in FE is to completely model the entire crack

front. This can be performed in the following way. Modeling can be done using

either the 1D beam element or with the 2D plane stress/strain finite elements using

the concept of duplicate nodes. In the case of beams, the modeling of a flaw such

as a delamination is done by keeping the two nodes in same place, one for the

elements above the flaw and other below it. This is shown in Fig. 4.6a. Here,

elements 1 and 2 are at the left part of the flaw, while elements 8 and 9 are to the

right part of the flaw. All other elements are in the flawed zone, either above or

below the flaw. The zone below the flaw is modeled with elements 3–7 and above

by elements 10–14. The flaw is modeled through proper nodal connectivity of

these elements. That is, for a healthy zone, element 1 is connected with nodes 1

and 2; and element 9 is connected with nodes 9 and 10. All of these nodes are in

the mid-plane of the corresponding beam elements. For element below the flaw,

say, element 3, is connected with nodes 3 and 4, where nodes 3 and 4 are not on

the mid plane of the element. This may create high bending-stretching coupling,

which is the objective of the modeling process to induce mode conversion. Sim-

ilarly, for element above the delamination, element 10 is connected through nodes

3 and 11, where nodes 3 and 11 are not in the mid plane of this element. As

mentioned earlier, nodes 4 and 11 are in the same place and not connected with

any direct element. These are termed as duplicate nodes. Similarly, (nodes 5 and

12), (nodes 6 and 13) and (nodes 7 and 14) nodes are the duplicate nodes. In the

flaw zone, the lower part of the elements connects with nodes 4, 5–7 and upper

parts of the elements connect nodes 11–14. If these nodes are merged with their

corresponding duplicate nodes, the beam will be healthy. In addition, with these

Fig. 4.6 Modeling of flaws

using duplicate node method:

a modeling of flaw using

beam elements b modeling of

flaw using plane stress/strain

elements
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duplicate nodes, different kinds of contact or gap elements can be used in finite

element analysis to prevent inter penetration of the crack front.

Similar procedures can be adopted in modeling a flaw using 2D plane stress (or

strain) elements, which are shown in Fig. 4.6b using duplicate nodes. The figure is

self explanatory. Extending of this procedure to model fibre breakages and mul-

tiple delaminations in composites is quite similar and straightforward.

4.3.3 Kinematics Based Method

This method is very useful for modeling delaminations, fibre breakage, and

multiple delaminations in 1D beam type of structures and has lot of similarities to

DNM method explained in the previous subsection. More details can be found in

Chap. 6 and in references [11, 17, 14]. The approach involves enforcing kine-

matics to the nodes surrounding the flaw through two techniques: rigid links

between the FE nodes that share flaw are used, or enforcing actual displacement

constraints corresponding to the beam displacement field. Thus far, the KBM

method has only been applied to model delaminations and fibre breakages in 1D

laminated composite structures, and it is limited to through-width straight-line

cracks.

The main idea behind this modeling approach is to cut the beam structure into

multiple elements (domains) along the crack front. The stiffness and mass matrices

for each of the sub domains is generated. The intermediate nodes away from the

crack front arising due to this splitting are then connected to the nodes along the

crack front through rigid links in order create a coupling between the axial and

transverse displacements. The procedure for modeling delaminations and fibre

breakage are quite different and hence described separately.

4.3.3.1 Modeling of Horizontal Crack or Delamination

Here, let us consider a composite beam with a through width delamination, the

dimensions of which are shown in Fig. 4.7a. This delaminated beam is split into

base laminates and sub-laminates as shown in Fig. 4.7b. The equivalent beam

model with eight nodes, make up this delaminated beam. Each sub-domain

(element) is indicated by a number within a circle. Let each node support three

degrees of freedom namely the axial deformation u, the transverse deformation

w and the slope / and they are represented by a vector ui, where i represents the

domain (element) of interest. Note that between nodes 4 and 7 lies the through

width delamination. It is assumed that there is no contact action between the sub-

laminates at the plane of delaminations and the cross sections are perfectly straight

at the interfaces. The connections between the nodes 3–4, 4–5, 6–7 and 7–8 are

made with the help of the rigid links to simulate the bending-axial coupling. This

model does not take care of crack tip stress singularity as it is not of importance in
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the context of damage detection. A similar approach can be adopted when the

laminated composite structures has multiple delaminations. Some examples on use

of this model in the context of SHM, is given in the next section.

4.3.3.2 Modeling of Vertical Crack or Fibre Breakage

Let us consider a beam with a fibre breakage represented in Fig. 4.8a. The split up

model is shown in Fig. 4.8b and the beam model representation is shown in

Fig. 4.8c. We assume that there exists a distributed dynamic contact at the crack

surfaces and the crack surface remains perfectly straight. The nodes along the left

and right side of the crack are connected by rigid links to simulate bending-axial

coupling behavior. That is, nodes 9–8, 8–5, 5–7, 10–6, 6–11 and 11–12 are con-

nected by rigid link. Unlike the previous case of delamination, there is a hanging

interface between nodes 3 and 4, which are connected by a non-linear spring to

simulate the distributed dynamic contact. The spring constant has to be chosen in

such a manner that this simplified beam model simulates the actual waveguide

behavior at high frequencies. As before, the effects of crack tip stress singularity is

here ignored. Examples of applications of this model are given in the next section.

Fig. 4.7 a Original

delaminated beam,

b Splitting of the damaged

beam into base and sub

laminates and c equivalent

beam models
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4.4 Numerical Examples

The choice of the model entirely depends upon the level of sophistication required

for the analysis. The next sub-sections describe numerical examples related to

static, free vibration and wave propagation analysis in the context of SHM using

the models described above.

4.4.1 Static and Free Vibration Analysis of a Damaged Cantilever

Beam Using DNM

Here two different studies are performed. In the first case, the results from the two

different DNM models (1D beam and 2D plane stress models) are compared to see

the effectiveness of each of these models for SHM studies. In the next case, the

results from the DNM and the KBM based models are compared.

A unidirectional 12-layer laminated composite beam of total depth of 1.8 mm

and a length of 500 mm is considered. A through width delamination is

Fig. 4.8 a Original beam

with fibre breakage, b

splitting of the damaged

beam into base and sub

laminates and c equivalent

beam models
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symmetrically placed with respect to both top and bottom and the sides. The

lamina is assumed to be orthotropic with the Young’s Modulus in the two per-

pendicular directions being equal to 181 and 10.3 GPa, respectively. The shear

modulus G12 is assumed equal to 28 GPa. The FE model details are as shown in

Fig. 4.6, while Table 4.1 gives the percentage increase in the tip deflection due to

the damage for a tip unit load. From the results, we find that the agreement

between the two DNM models is closer for large delaminations.

Next, free vibration study is performed to assess the performance of the two

different DNM models and these are plotted in Fig. 4.9. Both the models (beam

and 2D) show more or less similar results. When the delamination is 10% of the

length of the cantilever, the 15th natural frequency reduces 20% compared to the

corresponding frequency of the healthy beam. Similarly, for 90% delamination,

the first natural frequency reduces 29%, second natural frequency reduces 40% and

third natural frequency reduces 72%. From these studies, it is quite clear that beam

DNM beam models can give comparable results with the plane stress DNM

models. This has implications in SHM studies as beam models can give sub-

stantially smaller problem sizes, which is one of the key requirements for SHM

simulations.

In the next exercise, the static analysis is performed using DNM (plane stress

model) and KBM model on a metallic cantilever beam of length 635 mm, width

25.4 mm, depth 25.4 mm, with Young’s Modulus of beam assumed to be 70 GPa,

and Shear Modulus of 27 GPa. The results are generated for a given crack length

of L/10 located at different location along and across the beam. The DNM model

has 100 elements with due care taken to have finer mesh near the crack tip. The

KBM model has only four elements as shown in Fig. 4.7c. The beam is subjected

to a load of 5,000 N. The results of these two models are tabulated in Table 4.2.

From Table 4.2, it is clear that the four element KBM model is able to capture

quite accurately the damaged behavior of the cantilever metallic beam. This again

results in substantial reduction in problem sizes. However, most SHM problem

requires high frequency content loads for damage detection, which needs wave

propagation analysis. This is addressed in the next subsection.

Table 4.1 Comparison of

static results for two different

DNM models

Delamination

(%)

Beam DNM model

(% increase in

tip deflection)

Plane stress DNM model

(% increase in

tip deflection)

10 0.39 0.08

20 0.91 0.61

30 2.35 2.03

40 5.15 4.80

50 9.77 9.37

60 16.63 16.24

70 26.13 25.75

80 38.90 38.32
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4.4.2 Response Analysis of a Cantilever Composite Beam

with Different Damage Types

The aim of this numerical example is to bring out the differences in the responses

predicted by the three different damage models, namely DNM 2D plane stress

model, SRM and KBM model, respectively. Here, we consider a delaminated AS/

3505-6 graphite epoxy composite cantilever beam of length 800 mm and the beam

is subjected to an impact load shown in Fig. 4.3.

Two different damage types, namely the delamination and fiber breakage, both

of which are of 20 mm size is considered on this beam, which are symmetrically

placed as shown in Fig. 4.10. The beam with 20 mm delamination is modeled by

DNM model, while the beam with 20 mm fiber breakage is modeled using KBM

model. The results from these are compared with the 1D beam FE model with

stiffness reduced by 50% in the small region close to the damage. The main

objective of this example is to not only to compare the responses predicted by

Fig. 4.9 Comparison of free

vibration results for two

different DNM models

Table 4.2 Comparison of static results for DNM and KBM models for different crack locations

Location of the crack of size L/10

in the cantilever beam

Tip deflection based on

Plane stress DNM Model

(mm)

Tip deflection based

on 4 element KBM

(mm)

%

difference

Crack located symmetrically both

length wise and depth wise

1.78 9 10-4 1.804 9 10-4 1.37

Crack located symmetrically

lengthwise and 17.78 mm

from the bottom

1.778 9 10-4 1.90 9 10-4 5.92

Crack located symmetrically

depth wise and 228.6mm from

the fixed end

1.786 9 10-4 1.77 9 10-4 1.02

Crack located symmetrically

depth wise and 342.9 mm from

the fixed end

1.773 9 10-4 1.84 9 10-4 3.78
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these models, but also to look at the possibility of substituting the detailed KBM

model with SRM model for SHM analysis.

The damage is modeled as a horizontal crack (delamination) using DNM

model, where in a total of 3500 2D triangular elements are used. The vertical crack

or the fiber breakage is modeled using KBN method, while the SRM model is

obtained from the healthy beam 2D model by reducing the stiffness (composite

modulus �Q11) by around 50%. The input force has a frequency content of 44 kHz.

For this force, with a wave speed of 3850 m/s, it requires nearly 320 beam

elements. However, this simulation is performed using 500 elements for the SRM

and DNM models, respectively. The hanging interface in case of the KBM model

of the spring is simulated with a spring constant of 1� 10�3 times the �Q11, where
�Q11 is the composite stiffness property (See Chap. 2, Sect. 2.4.1.3 for details). The

different beam configuration with the associated damages is shown in Fig. 4.10

and the transverse response histories is shown in Fig. 4.11. From the figure, we can

Fig. 4.10 a Basic model

showing the damage 1. SRM

model with 50% stiffness

reduction in the cracked

region, 2. Delamination

modeled using DNM,

3. vertical surface breaking

crack modeled using KBM

with a spring constant of

1 9 10-3 of �Q11
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clearly see that each of these models pick up the reflection from the damage at

around 0.5 ms and the responses show very little change between different damage

types for same size and location. Hence, it can be concluded that SRM model,

which is the easiest to model, can indeed be used to get the response estimates on a

damages structure. However, if one needs to further predict the location and extend

of damage, more local models such as the DNM method may be required.

4.5 Finite Element Modeling Suggestions

All the examples shown in this chapter dealt with 1D waveguides. This is because,

the modeling concepts outlined are better understood with 1D waveguides.

However, most practical structures are either two or three dimensional in nature.

Here we outline some suggestions for modeling flaws in a general 3D structure.

1. The procedure for deciding mesh sizes and the frequency content of the

input signal for 2 and 3D structures outlined in this chapter. However, as

mesh size obtained from Eq. 4.1 should be applied for all the dimension of

the structure.

2. For modeling 1D, straight line cracks for SHM studies, KBM method is

sufficient for damage detection purpose. However, a more detailed DNM

models will be required if one needs to perform life estimation studies.

3. Deriving finite elements based on KBM is not straightforward and hence this

method is seldom used in 2 or 3D structures with flaws. However, for certain

Fig. 4.11 Comparison of

wave propagation responses

for different models
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crack orientations, some cracks functions are derived, which captures the mode

coupling aspects in 2D structures. These functions can be readily incorporated

into the finite element formulation, to obtain a simplified damage model. This is

outlined in [1].

4. If the frequency content of the signal is large, that is if the mesh sizes are very

small, then we seldom use a graded mesh as used in static analysis of a cracked

structure. We normally choose very small but equal mesh sizes as dictated by

Eq. 4.1.

5. All the examples demonstrated the use of various modeling methods for either

perfectly horizontal or perfectly vertical cracks, which are normally the case in

composites. However, in metals, the commonly occurring cracks are inclined in

nature. For such structures with inclined cracks, normally DNM method is

used, although SRM method can also be employed. However, for matrix

cracking type in damages, where the determination of the location is not that

important, SRM method is ideally suited

4.6 Modeling Pitfalls in FEM for SHM and Their Remedies

One of the fundamental objectives of SHM is to rapidly obtain the state of the

structure. It was mentioned earlier that the FE model sizes depend on the size of

the flaw. For very small flaw sizes, the frequency content of the signal should be

large, which leads to enormously large problem, which take many hours to obtain

the solution. This is one of the bottlenecks in SHM modeling.

Unlike in a beam, wherein most damages are through width, single dimension

crack, in most 2 and 3D structures, the damages will have an area. For modeling

these type flaws, DNM method is ideal, although the mesh sizes will be very large.

One way to reduce the size of model is to adopt, reduced order FE models.

Reduced order FE models will have only few nodes retained, which correspond to

either sensor locations or the locations where forces are applied, while all other

nodes are condensed out. For static analysis, simple static condensation as outlined

in [3] is sufficient. For dynamic loading, there are many reduced order models are

available, which are outlined in [15]. Procedure to model and its application to

SHM studies are reported in [13].

Spectral FEM [8] can model very long structure with very limited model sizes

irrespective of the frequency content of the input signal. However, modeling

arbitrary geometries in Spectral FEM is practically not possible. The solution to

such problems is to marry these two methods. For example, in the region very

close to the crack, FE modeling can be used and in the region far away from the

crack, spectral FEM could be used. This is because, SFEM can model long and

straight edge surface with only one element. Such an approach was adopted [7] to

model cracks in isotropic beams. Alternatively, a new finite element formulation

based on partition of unity [10], which can be used to model the zone near the
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crack and far away, one can use spectral element enrichment functions. Such a

method will be very useful for SHM analysis of large scale structures.

A complete SHM analysis requires modeling of flaws, their detection from the

measured responses, its location, its extent and its severity. Today, many general

purpose modeling tools such as NASTRAN, ANSYS, ABAQUES, ALGOR, etc.

are available for modeling cracks using any of the above methods described in this

chapter and also for assessing its severity. Some of these software can also perform

optimization studies to decide on the number of sensors required and their loca-

tions. However, most of these tools cannot perform SHM centric analysis as these

do not have the other components of SHM, namely the damage detection algo-

rithms and the signal processing algorithms. Since SHM concepts are built in the

design of today’s civil, aerospace, mechanical, and ship structures, the need of the

hour is to develop SHM centric FE software that integrates many different modules

and new modeling concepts. Such an effort will go a long way towards taking

SHM development to a higher level.
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Chapter 5

Spectral Finite Element Method

5.1 The Need for Spectral FEM in SHM

Spectral Finite Element Method (SFEM) is an effective tool to solve wave prop-

agation problems. In essence, it can be considered as a FE method formulated in

the frequency domain. Before we explain what this method is all about, the

question that need to be answered is on the relevance of SFEM as an effective

computational tool for SHM.

Previous chapters have widely documented how the assessment of the presence

of small size damage requires the support of mathematical models that can effi-

ciently capture the high frequency response of damaged structures. In other words,

the development of a wave propagation-based is essential to the development of

diagnostic tools for SHM.

The history of the study of wave propagation dates back several centuries. An

account of these developments can be found in [13]. However, analysis of wave

propagation by SFEM is a relatively new approach. The SFEM is based on the

application of integral transforms [22]. Examples are the extensive use of Fourier

or Wavelet transforms. For instance, the application of the continuous Fourier

transform (CFT) to the solution of wave propagation problems is a standard

approach as seen in early work [21]. Similarly, for certain boundary and initial

value problems, Wavelet transforms (WT) are very useful [3].

We will now briefly outline the procedures involved in the formulation of

SFEs based on FFT and WT, respectively. Following are two references that

give details on Fourier transform based SFEM. While the initial development of

this method is given in [9], the reader is advised to refer to [12] to get more

advanced applications of SFEM in wave propagation analysis, SHM and active

control of structures.
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5.1.1 General Formulation Procedure: Fourier Transform

Based SFEM

The use of integral transforms involves performing an inverse transform (recon-

structing the signal), which is very difficult to do in an exact analytical manner.

Consequently, many approximate and asymptotic schemes have been developed.

These are quite adequate for studying the far-field behavior, e.g. for seismological

studies. However, for structural wave propagation in general and SHM in partic-

ular, these schemes are not sufficient because of heavy loss of information caused

by the reflection of the interacting stress waves at numerous boundaries. Further,

analytical transforms are feasible only if the functions to be transformed are rel-

atively simple, which is not the case for most practical problems. Thus, the

absence of a suitable inversion technique arrested the growth of CFT based

methods and paved the way for the DFT, which is an approximation of the integral

involved in CFT. These aspects were discussed in Chap. 3.

The development of SFEM had to wait for the re-invention [14] and publication

of a FFT algorithm, popularly known as the Cooley Tukey algorithm [7], which

revolutionized signal processing. The SFEM, conceived by Doyle [9], is a DFT

based wave propagation analysis tool, where the DFT is performed by a FFT

algorithm. The unknown variable, a scalar or a vector, can be a function of space

and time, and is approximated as

uðx; y; z; tÞ ¼
XN�1

n¼0

ûðx; y; z;xnÞe�jxnt; j2 ¼ �1; ð5:1Þ

where N is the number of FFT points. xn is the discrete circular frequency, which

is related to the time window T by

xn ¼ nDx ¼ nxf

N
¼ n

NDt
¼ n

T
; ð5:2Þ

In the equations above, Dt is the sampling rate and xf is the highest frequency

captured by Dt: The frequency content of the load decides N and consideration of

the wrap-around problem or aliasing problem decides Dx. More details on the

associated problems were discussed in Chap. 3.

Representation of the unknown variable in Eq. 5.1, removes one dimension from

the system, i.e., the time t so that frequency enters as a parameter. If the structure is a

1D idealization, then the governing PDE reduces to an ODE. The ODE has constant

coefficients for most cases where the material properties does not vary spatially.

Variable coefficients ODE’s arise for cases when the material inhomogeneity in the

structure is in the direction of wave propagation and also for circular waveguides.

For a constant coefficient ODE, the exact solution can be found for any order of the

equation. SFEM employs this exact solution as an interpolating function for element

formulation. The constants of integration are made to satisfy the boundary condi-

tions in the frequency domain and thus all the requirements are satisfied at each

discrete frequency, xn: Using the IFFT, the time domain data are obtained.
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However, there is more to SFEM than just solving PDEs in frequency domain using

FFT. As the name suggests, the method has a resemblance to the FEM. As in FEM,

in SFEM, the Ritz method [18, 24] can be employed in frequency domain to obtain

the structural stiffness matrix, known as the dynamic stiffness matrix K̂n: The matrix

vector equation (much like the FEM) that is solved at each frequency xn is

K̂nûn ¼ f̂ n; ð5:3Þ

where ûn and f̂ n respectively are the vectors of unknown displacements and known

forces at frequency xn: The dynamic stiffness matrix can also be obtained using

regular FEM by taking the Fourier transform of the governing equation, using the

stiffness matrix K and the consistent mass matrix M as

K̂n ¼ K � x2
nM; ð5:4Þ

where n in the suffix indicates the formation at xn: However, in most cases K̂n in

SFEM is obtained using the exact solution to the governing in the transformed

domain as interpolating functions, whereas K̂n from FEM is just an approximation.

The K̂n in FEM approaches the K̂n from SFEM in the limiting process of taking the

number of FEs to infinity. Further, the matrix–vector structure of the SFEM gives

the flexibility of FE modeling, where large structures can be assembled in terms of

many spectral waveguides. The assemblage and imposition of boundary condition

in SFEM is the same as in FEM, which makes the method attractive. With the use

of Ritz method and the theorem of Minimum Potential Energy in frequency

domain, many approximate spectral elements can be formulated. Examples of

these are reported in [5, 10]. Furthermore, there is the possibility of coupling SFE

and FE in complex structures as reported in [11].

The formulation of SFEs for 2D structural waveguides poses extra complexity.

The reduced equation in the frequency domain is no longer an ODE, but remains a

PDE in terms of the space variables. This PDE is not readily solvable and another

transform is necessary to reduce the equation to one spatial dimension. A possi-

bility consists in moving to the frequency/wavenumber domain, through a 2D FT

as defined in Chap. 3. Thus, the unknown variable is further decomposed, nor-

mally using a Fourier series (FS) representation as

ûðx; y;xnÞ ¼
XM�1

m¼0

~uðx; gm;xnÞ
sinðgmyÞ
cosðgmyÞ

� �
; ð5:5Þ

where M is the number of FS points, and gm is the discrete wavenumber related to

the spatial window Y by

gm ¼ mDg ¼
mgf

M
¼ m

MDy
¼ m

Y
; ð5:6Þ

with Dy denoting the spatial sampling rate and gf is the highest wavenumber

captured by Dy: The spatial variation of the load determines M: Using this rep-

resentation, the governing equation becomes an ODE in x and again can be solved

exactly for some cases. This exact solution is again used as the interpolating
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function for the unknown in the spectral element formulation. Thus, for each

frequency xn and wavenumber gm the dynamic stiffness matrix is formed and

assembled and the unknown variable is solved for its FWD amplitude ~un;m as

~Kn;m~un;m ¼ ~f n;m; ð5:7Þ

where ~f n;m is the FWD amplitude of applied load. First ~un;m ¼ ~uðx; gm;xnÞ; and
ûðx; y;xnÞ is recovered by the FS and uðx; y; tÞ is recovered by the IFFT algorithm.

To obtain the exact solution of the ODE in frequency domain (for 1D analysis)

or FWD (for 2D analysis), it is assumed that the solution of ûðx;xnÞ or

~uðx; gm;xnÞ is in the form u�e�jkx; where u� is an unknown constant and k is the

unknown wavenumber in the direction of propagation, say x: This assumption is

valid for a constant coefficient ODE only. However, the above assumption may

sometimes yield good approximate solutions even for variable coefficient equa-

tions, if we formulate SFE through a Ritz approach. Substitution of the solution in

the reduced ODE results in a single homogeneous linear algebraic equation for u�
(in the case of a single ODE) or a system of linear homogeneous algebraic

equations for u� (for a system of ODEs) as

Wðk;xn; gmÞu� ¼ 0; W 2 CNv�Nv ; u� 2 CNv�1: ð5:8Þ

In this equation,W is called the wave matrix, which is of the order Nv � Nv; where
Nv is the number of independent variables. For a non-trivial solution of u�; the
wave matrix must be singular, i.e., its determinant must be zero. This condition

generates the required equation for the solution of the wavenumber k; which will

be a polynomial in k; called the spectrum relation. Wavenumbers essentially

determine the type of wave, i.e., dispersive or non-dispersive. The form of wave

matrix for different waveguides is described in Chap. 2.

If there are Nk roots of the characteristic equation then the complete solution is

~uðx; gm;xnÞ ¼
XNk

i¼1

u�;iðgm;xnÞ exp ð�jkixÞ ð5:9Þ

where ki is the ith wavenumber and u�;i is the ith coefficient vector, called the wave
amplitude vector. Thus at the heart of the SFE formulation is the computation of

wavenumber k and wave vectors u�;i; which determines the efficiency of the

SFEM. This is done by posing the problem as Polynomial Eigenvalue Problem

(PEP), the details of which were explained in Sect. 2.8. In this book, we call the

spectral element formulated through FFT as FSFEM.

5.1.2 General Formulation Procedure: Wavelet Transform

Based SFEM

Formulating SFEM under Wavelet transform (WT) is slightly different. Unlike

Fourier transforms, there are a number of different wavelets to represent the given
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field variable. For solution of wave equation in general, the most desirable wavelet is

the Daubechies wavelet [8]. It is compactly supported and allows multi-resolution

analysis. We call the element formulated using WT as WSFEM.

In WSFEM formulation, the dependent variable uðx; tÞ can be approximated by

scaling function uðsÞ at an arbitrary scale as

uðx; sÞ ¼
X

k

ukðxÞuðs� kÞ; k 2 Z ð5:10Þ

where, ukðxÞ are the approximation coefficients at a certain spatial location x: The
first task involves the reduction of the governing differential equation to a form

that is amenable for solution. Hence, Eq. 5.10 is first substituted in a governing

differential equation LðuÞ � q ¼ 0 and multiplied by the scaling function

throughout. Using the orthogonality of the scaling functions, we can simplify

certain terms in the governing equations. The resulting equation is ready to be

solved in the transformed domain. However, unlike the FFT based method, the

wavelet coefficients are highly coupled. Using the relationship between the first

and the second derivatives of the wavelet coefficients, one can setup an eigenvalue

problem that uncouples the governing differential equations. Although performing

eigen analysis is time consuming, this can be computed and stored only once as it

is not related to the particular problem. Next, an extrapolation technique proposed

by Amaratunga and Williams [1, 2, 28] is used for adapting wavelet in a finite

domain and imposing the initial values. The latter approach is expected to remove

the problems associated with wrap around due to the assumed periodicity of

solutions in FSFEM and thus may result in smaller time window for a same

problem. The procedure of formulation of WSFEM is very similar to FSFEM

explained in the last subsection and hence not repeated here. The method of

reducing the governing differential equation and the uncoupling of wavelet

coefficients for a non-dispersive rod was discussed in Sect. 3.2.3.

The steps followed in 2D WSFEM formulation are quite similar to those for 2D

FSFEM. First Daubechies scaling functions are used for approximation in time and

this reduces the governing partial differential equation to a set of coupled PDEs in

the spatial variables. Wavelet extrapolation technique [28] is used for adapting

wavelet to finite domains and imposing the initial conditions. The coupled

transformed PDEs are decoupled through an eigen analysis. Next, each of these

decoupled PDEs are further reduced to a set of coupled ODEs by using the same

Daubechies scaling functions for approximation of the spatial dimension. Unlike

the temporal approximation, here, the scaling function coefficients lying outside

the finite domain are not extrapolated but obtained through periodic extension for

free lateral edges. The other boundary conditions, such as fixed-fixed, free-fixed

etc, are imposed through a restrain matrix [6]. Each set of ODEs is also coupled,

but here, decoupling can only be done for unrestrained boundary condition i.e.

free–free boundary condition.

In the next few sections we will outline the formulation of spectral elements for a

few 1D and 2Dwaveguides under both Fourier andWavelet transform environment.
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5.2 Spectral Elements for Rods and Beams

5.2.1 Non-dispersive Isotropic Rod: FFT Based Spectral

Element Formulation

The rod element of length L model has two degrees of freedom û1 and û2 which

define the axial displacement of two nodes at x ¼ 0 and x ¼ L: The corresponding

forces at these two nodes are the F̂1 and F̂2; respectively.
The spectral element formulation requires the strong form of the governing

differential equation. The homogeneous form of the governing equation for an

isotropic homogeneous rod of density q and Young’s modulus E is

o
2u

ot2
¼ c2

o
2u

ox2
ð5:11Þ

where u ¼ uðx; tÞ is the axial displacement and c2 ¼ E=q is the square of the wave

speed in the material. The governing equation is supplemented by the force

(natural) boundary condition

Fðx; tÞ ¼ AE
ou

ox
ð5:12Þ

where A is the cross-sectional area of the rod and Fðx; tÞ is the axial force.

The displacement (essential) boundary condition is the specification of the dis-

placement u at the boundaries. It should be noted that only homogeneous initial

conditions can be tackled with the present method.

Assuming a solution of the form

uðx; tÞ ¼
XN

n¼1

ûðx;xnÞe�jxnt ð5:13Þ

allows replacing the time dependency with the parameter xn: The summation is

carried out up to the Nyquist frequency xN : Substituting Eq. 5.13 in Eq. 5.11, the

reduced governing ordinary differential equation becomes

c2
d2û

dx2
þ x2

nû ¼ 0 ð5:14Þ

whose solution is of the form u�e�jkx: Upon substitution in Eq. 5.14, the discret-

ized form of the governing equation becomes

ð�c2k2 þ x2
nÞu� ¼ 0 ð5:15Þ

which is the PEP (see Sect. 2.8) for this model. As the equation suggests, in this

case the number of modes is Nv ¼ 1 while p ¼ 1: The wavenumber can be

computed trivially in this case as kn ¼ �xn=c and for both modes, wave amplitude

can be taken as 1. Thus, the complete solution is

182 5 Spectral Finite Element Method

http://dx.doi.org/10.1007/978-0-85729-284-1_2
http://dx.doi.org/10.1007/978-0-85729-284-1_2


ûðx;xnÞ ¼ c1e
�jknx þ c2e

�jknðL�xÞ ð5:16Þ

where c1 and c2 are coefficients to be determined, with L being the length of the

element. These coefficients are dependent on the displacement and/or force

boundary conditions. Specifically, they can be expressed in terms of the nodal

displacements û1 ¼ ûðx1;xnÞ and û2 ¼ ûðx2;xnÞ as

û1
u

� �
¼ e�jknx1 �eþjknx1

�e�jknx1 eþjknx1

� �
c1
c2

� �
¼ ½T1�

c1
c2

� �
; ð5:17Þ

where the matrix involved is represented as T1:

Similarly, the force in the frequency domain, F̂ðx;xnÞ can be evaluated at x1
and x2 to relate the nodal forces to the unknown coefficients

F̂1

F̂2

� �
¼ AEðjknÞ e�jknx1 �eþjknx1

�e�jknx1 eþjknx1

� �
c1
c2

� �
¼ ½T2�

c1
c2

� �
; ð5:18Þ

where the matrix involved is represented as T2: Thus, the nodal forces are related

to the nodal displacements by

F̂1

F̂2

� �
¼ T2T1

�1 û1
û2

� �
; ð5:19Þ

Hence, the dynamic stiffness matrix (DSM) for the rod at frequency xn is

DSFEM ¼ T2T1
�1

In comparison, the DSM for conventional FEM will be DFEM ¼ K � xn
2M;

where K and M are the stiffness and mass matrices, respectively. If these two

DSMs are compared, it is found that in the limit of infinitely many finite elements

DFEM ! DSFEM [9].

FFT based SFEM requires the formulation of one-noded infinite segment called

the throw-off element for good time resolution. This is obtained by removing the

reflected coefficients from the solution given in Eq. 5.16. Hence, the solution to the

throw-off elements become

ûðx;xnÞ ¼ c1e
�jknx ð5:20Þ

Following the same procedure followed for two noded elements, we consider

the force expression given in Eq. 5.12 and using F̂1 ¼ �F̂ðx1;xnÞ; we obtain the

following dynamic stiffness for the throw-off elements

F̂1 ¼ EAjknû1 ð5:21Þ

Note that the throw-off stiffness (in the brackets) is complex and it is this factor

that adds damping to the structure resulting in good time resolution. Such a

stiffness formulation is not possible in conventional FEM.
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5.2.2 Non-dispersive Isotropic Rod: Wavelet Transform Based

Spectral Element Formulation

As in the case of FSFEM, we begin with the governing differential equation

(Eq. 5.11). After substituting the wavelet transform given by Eq. 3.53, the equa-

tion needs further reduction. That is, after applying the initial conditions, the

coefficients are uncoupled according to the procedure given in Sect. 3.2.3.

The set of uncoupled equation in the transformed wavelet domain is given by

(refer to Sect. 3.2.3 for more details)

d2buj
dx2

¼ qA

EA
c2j

� �
buj j ¼ 0; 1; . . .; n� 1 ð5:22Þ

where, c2j is the element of the diagonal matrix P2 containing the eigenvalues of

Eq. 3.85. However, if the boundary conditions are periodic, cj in Eq. 5.22 should be

replace by kj;which are the eigenvalues obtained usingK
2 matrix given in Eq. 3.81.

The solution of Eq. 5.22 is the same as that obtained through FSFEM

(Eq. 5.16). However, the wavenumber in this case is given by kn ¼ cn
ffiffiffiffiffiffiffiffiffi
q=E

p
: Note

that the real part of cn is not accurate for the entire frequency spectrum and it is

valid only up to certain fraction of Nyquist frequency, which is a function of the

order of the wavelet basis function N: These aspects were discussed in Sect. 3.2.3.

From this point on, the procedure to formulate the WSFEM is very similar to the

FSFEM and hence not repeated here.

5.2.3 Dispersive Isotropic Timoshenko Beams-FFT Based

Spectral Element Formulation

In this section, we will only outline the FFT based spectral FEM formulation. As

seen from the last subsection, the formulation of WSFEM is exactly same as that

of FSFEM once the transformed governing equation is reduced and all the wavelet

coefficients are uncoupled. The procedure to reduce the transformed equation is

similar for all waveguides of known governing equation, and follows the steps

outlined in Sect. 3.2.3. Hence, for the Timoshenko beam and for other waveguides

to follow in this chapter, only the FSFEM formulation is discussed.

The FSFEM formulation begins with the strong form of the differential equa-

tion. According to the first-order shear deformation (Timoshenko beam) theory,

the governing equations are

GAK
o

ox

ow

ox
� /

� �
¼ qA€w;

EI
o
2/

ox2
þ GAK

ow

ox
� /

� �
¼ qI€/

ð5:23Þ
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where wðx; tÞ and /ðx; tÞ are the transverse displacement and rotation of the

mid-plane of the beam, G is the shear modulus, I and A are the moment of inertia

and area of the cross-section, and K is the shape factor, which is introduced to

compensate for the approximation in the shear stress distribution. These equations

are supplemented by the expressions for the stress resultants which are

V ¼ GAK
ow

ox
� /

� �
and M ¼ EI

o/

ox
ð5:24Þ

where V is the shear force and M is the bending moment.

Assuming a solution of the form

wðx; tÞ ¼ w�e
jðkx�xntÞ; / ¼ /�e

jðkx�xntÞ ð5:25Þ

and substituting in Eq. 5.23, gives the following PEP becomes

k2
GAK 0

0 EI

� �
þ k

0 �jGAK

jGAK 0

� �
þ �qAxn

2 0

0 GAK � qIxn
2

� �� �
w�

/�

� �

¼ 0 ð5:26Þ

where the unknowns are k;w� and /�: Thus, in this case, the order of the matrix

polynomial p is 2 and Nv ¼ 2: Thus, there are four eigenvalues ðkÞ and eigen-

vectors ðfw� /�gÞ: The determinant of the matrix polynomial suggests that the

roots are complex conjugate. After solving the eigenvalue problem, the eigen-

vectors are arranged in a matrix R; so that

kp
2A2 þ kpA1 þ A�

	 
 R1p

R2p

� �
¼ 0: ð5:27Þ

The complete solution at frequency xn is now written as

ŵðx;xnÞ
/̂ðx;xnÞ

� �
¼
X4

m¼1

Cm
R1m

R2m

� �
e�jkmx ð5:28Þ

where Cm are the unknown coefficients to be determined from the boundary

conditions. Evaluating Eq. 5.28 at the nodes, x ¼ x1 and x ¼ x2; the T1 matrix is

formed as

T1 ¼
R11e

�jk1x1 R12e
�jk2x1 R13e

�jk3x1 R14e
�jk4x1

R21e
�jk1x1 R22e

�jk2x1 R23e
�jk3x1 R24e

�jk4x1

R11e
�jk1x2 R12e

�jk2x2 R13e
�jk3x2 R14e

�jk4x2

R21e
�jk1x2 R22e

�jk2x2 R23e
�jk3x2 R24e

�jk4x2

2
664

3
775: ð5:29Þ

Similarly, the forces and moments are evaluated at the nodes as

V̂1 ¼ �Vðx1Þ; V̂2 ¼ þVðx2Þ; M̂1 ¼ �Mðx1Þ; M̂2 ¼ þMðx2Þ; ð5:30Þ
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which can be expressed in terms of Cm by the T2 matrix where

T2ð1;mÞ ¼ �GAð�jkmRð1;mÞ � Rð2;mÞÞ
T2ð2;mÞ ¼ �EIð�jkmÞRð2;mÞ
T2ð3;mÞ ¼ þGAð�jkmRð1;mÞ � Rð2;mÞÞ
T2ð4;mÞ ¼ þEIð�jkmÞRð2;mÞ:

ð5:31Þ

Once these two matrices are obtained, DSFEM; the dynamic stiffness matrix for the

Timoshenko beam is formed as T2T1
�1:

5.2.4 Composite Beams-FFT Based Spectral Element Formulation

The basic theory of composites was introduced in Chap. 2 (Sect. 2.4). The behavior

of laminated composite beam is dictated by its ply stacking sequence. A general ply

stacking results in bending and axial motion coupling, which is not the case in the

isotropic structures. This coupled motion results in both inertial as well as the

stiffness coupling. Hence, the formulated element will have three degrees of free-

dom at each node, namely the axial degree of freedom uðx; tÞ; the transverse degree
of freedom wðx; tÞ and the beam rotation /ðx; tÞ: The stress resultants and their

corresponding degrees of freedom are shown in Fig. 5.1 FSFEM formulation begins

with the solutions to strong form of the governing equations in the transformed

frequency domain. The Governing PDE for an elementary composite beam was

derived in Sect. 2.7.1. They are given by Eqs. 2.123–2.124. The associated force

conditions are given by Eq. 2.125–2.127. Next, need to perform spectral analysis to

obtain the wavenumbers. The wavenumbers were obtained and wave behavior were

thoroughly discussed in Sect. 2.8.2. These wavenumbers will be required for the

spectral element formulation. The solutions to the strong form the governing

equation in the transformed frequency domain is given by

ûðx;xnÞ
ŵðx;xnÞ

� �
¼
X6

m¼1

Cm
R1m

R2m

� �
e�jkmx: ð5:32Þ

Fig. 5.1 Coordinate system

and degrees of freedom for

the spectral element
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As mentioned earlier, two cases arise in the dynamics of connected beams,

namely the finite length element and throw-off elements, respectively. The

behavior of these are fundamentally different and hence will be treated separately.

5.2.4.1 Finite Length Element

A 2-node finite element of length Lwith nodal displacements and forces as shown in

Fig. 5.1 is considered. Using the explicit expression for displacement field given by

Eq. 5.32, the element nodal displacement vector ûewith entries û1 ¼ ûð0;xnÞ; ŵ1 ¼
ŵð0;xnÞ; ĥ1 ¼ ŵ;x ð0;xnÞ; û2 ¼ ûðL;xnÞ; ŵ2 ¼ ŵðL;xnÞ and ĥ2 ¼ ŵ;x ðL;xnÞ is

expressed in terms of the wave coefficient vector ~u with entries ~uj; ~wj as

ûe ¼ T̂1~u; ð5:33Þ

where ûe ¼ fû1 ŵ1 ĥ1 û2 ŵ2 ĥ2gT and ~u ¼ f~u1 ~u2 ~w3 ~w4 ~w5 ~w6gT � T̂1 is a 6� 6

non-symmetric, non-singular matrix, which is a function of frequency, material

properties and dimensions of the element. This matrix represents the local wave

characteristic of the displacements.

Next, using the expressions for force boundary condition from Eqs. 2.125–2.127,

the nodal forces are related to the wave coefficients ~uj and ~wj through the following

force boundary equations:

N̂1 ¼ �N̂xð0;xnÞ; V̂1 ¼ �V̂xð0;xnÞ; M̂1 ¼ �M̂xð0;xnÞ;
N̂1 ¼ N̂xðL;xnÞ; V̂1 ¼ V̂xðL;xnÞ; M̂1 ¼ M̂xðL;xnÞ:

ð5:34Þ

In matrix notation, this can be written as

f̂ e ¼ T̂2~u; ð5:35Þ

where the element nodal force vector f̂ ¼ fN̂1 V̂1 M̂1 N̂2 V̂2 M̂2gT : The matrix T̂2

has properties that are similar to T̂1; and it represents the local wave characteristic

of forces. Combining Eqs. 5.33 and 5.35, the equilibrium equation is obtained as

f̂ e ¼ T̂2T̂1
�1ûe ¼ K̂eûe; ð5:36Þ

where K̂e is the symmetric dynamic stiffness matrix for an unsymmetric composite

beam element as a complex function of frequency.

5.2.4.2 Throw-Off Element

As mentioned in Sect. 5.2.1, throw-off elements are essentially used in FSFEM

formulation to obtain good resolution of response in time domain. In other words,

these elements are used to eliminate signal wraparound by artificially introducing

damping, while analyzing short waveguide structures. This was explained in

Chap. 3 (Sect. 3.2.1).
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Throw-off elements simulates a condition wherein the boundaries are at such a

distance that the effect of reflected waves becomes negligible due to attenuation

throughout their long traversal, and do not reach the location under consideration

within the time of observation. In other words, a throw-off element is a non-resonant

single node element that acts as a conduit to allow the propagation of trapped energy

out of the system. Considering only the incident part of the displacement field given

by Eq. 5.32, the field variables for the throw-off element can be written as

ûðx;xnÞ
ŵðx;xnÞ

� �
¼ R11 R13 R15

R21 R23 R25

� � ~u1e
�ik1x

~w3e
�ik2x

~w5e
�ik3x

8
<

:

9
=

;: ð5:37Þ

Using the same procedure as followed in the case of finite length element for-

mulation in the previous subsection, a 3� 3 symmetric dynamic stiffness matrix

K̂e as a complex function of frequency can be derived. An important property of

the dynamic stiffness matrix is that the elements are always complex.

5.2.5 Higher Order Composite Beam-FFT Based Spectral

Element Formulation

The spectral and dispersion relations for a higher order composite beam, which are

very essential for the spectral formulation was discussed in Sect. 2.8.3. The gov-

erning equationswere derived in Sect. 2.7.2.We see that the higher order assumption

introduces additional degrees of freedom in the form of lateral contraction wðx; tÞ
(see Fig. 2.12), in addition to the axial, transverse and rotational degrees of freedom.

As before, wewill derive two sets of spectral element, one is a two-nodedfinite length

element and the other is a one-noded semi infinite throw-off element.

5.2.5.1 Finite Length Element

The displacement field for the two-noded finite element is the result of four for-

ward moving and four backward moving wave components. Hence, the dis-

placement field contains eight wave coefficients, which need to be determined

from eight boundary conditions imposed at the two nodes. The displacement at any

point x ðx 2 ½0; L�Þ and at frequency xn is

~un ¼

ûðx;xnÞ
ŵðx;xnÞ
ŵðx;xnÞ
/̂ðx;xnÞ

8
>><

>>:

9
>>=

>>;
¼

R11 . . . R18

R21 . . . R28

R31 . . . R38

R41 . . . R48

2

664

3

775

e�jk1x 0 . . . 0

0 e�jk2x . . . 0

..

. . .
. . .

. ..
.

0 . . . . . . e�jk8x

2

664

3

775an ð5:38Þ

with kpþ4 ¼ �kp; p ¼ 1; . . .; 4:
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The above equation in concise form can be written

f~ugn ¼ RnDnðxÞan ð5:39Þ

where DnðxÞ is a diagonal matrix of size 8� 8 whose ith element is e�jkix; and Rn

is the amplitude ratio matrix and is of size 4� 8: This matrix needs to be known

beforehand for the element formulation. There are several ways to compute the

elements of this matrix. In this formulation the SVD method, explained in Chap. 2

Sect. 2.8.1.1, is followed, which is suitable for structural models with a large

number of degrees of freedom.

Here, an is a vector of eight unknown constants to be determined. These

unknown constants are expressed in terms of the nodal displacements by evalu-

ating Eq. 5.38 at the two nodes, i.e., at x ¼ 0 and x ¼ L: In doing so, we get

ûn ¼
~u1
~u2

� �

n

¼ R

R

� �

n

Dð0Þ
DðLÞ

� �

n

an ¼ T1nan ð5:40Þ

where ~u1 and ~u2 are the nodal displacements of node 1 and node 2, respectively.

Using the force boundary conditions Eqs. 2.135 and 2.136, the force vector

ffgn ¼ fNx; Qx; Vx; Mxgn can be written in terms of the unknown constants an as

ffgn ¼ Pnan: When the force vector is evaluated at node 1 and node 2, nodal force

vector, ff̂gn; is obtained and can be related to an by

ff̂gn ¼
~f1
~f2

� �

n

¼ Pð0Þ
PðLÞ

� �

n

an ¼ T2nan ð5:41Þ

Equations 5.40 and 5.41 together yield the relation between the nodal force and

the nodal displacement vector at frequency xn:

ff̂gn ¼ T2nT
�1
1n
fûgn ¼ Knfûgn ð5:42Þ

where Kn is the dynamic stiffness matrix at frequency xn of dimension 8� 8:
Explicit forms of the matrix T1 and T2 are given below.

T1ð1 : 4; 1 : 8Þ ¼ Rð1 : 4; 1 : 8Þ ð5:43Þ

T1ðl;mÞ ¼ Rðl� 4;mÞe�jkmL; l ¼ 5. . .8;m ¼ 1; . . .; 8: ð5:44Þ

Similarly,

T2ð1; iÞ ¼ jðA11Rð1; iÞ � B11Rð4; iÞÞki � A13Rð2; iÞ
T2ð2; iÞ ¼ �B55ð�jRð3; iÞki � Rð4; iÞÞ þ jkdD55Rð2; iÞki
T2ð3; iÞ ¼ �A55ð�jRð3; iÞki � Rð4; iÞÞ þ jB55Rð2; iÞki
T2ð4; iÞ ¼ �jðB11Rð1; iÞ � D11Rð4; iÞÞki þ B13Rð2; iÞ

T2ð5 : 8; iÞ ¼ �T2ð1 : 4; iÞe�jkiL; i ¼ 1; . . .; 8:

ð5:45Þ
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5.2.5.2 Throw-Off Element

For the infinite length element, only the forward propagating modes are consid-

ered. The displacement field (at frequency xn) becomes

~un ¼
X4

m¼1

Rm
n e

�jkmn xanm ¼ RnDnðxÞan; ð5:46Þ

where Rn and DnðxÞ is now of size 4� 4: The an is a vector of four unknown

constants. Evaluating the above expression at node 1 ðx ¼ 0Þ; the nodal dis-

placements are related to these constants through the matrix T1 as

ûn ¼ f~u1gn ¼ RnDnð0Þan ¼ T1nan ð5:47Þ

where T1 is now a matrix of dimension 4� 4: Similarly, the nodal forces at node 1

can be related to the unknown constants

ff̂gn ¼ f~f1gn ¼ Pnð0Þan ¼ T2nan ð5:48Þ

Using Eqs. 5.47 and 5.48, the nodal forces at node 1 are related to the corre-

sponding nodal displacements at node 1

ff̂gn ¼ T2nT
�1
1n
fûgn ¼ Knfûgn ð5:49Þ

where Kn is the element dynamic stiffness matrix of dimension 4� 4 at frequency

xn: The submatrices T1ð1 : 4; 1 : 4Þ and T2ð1 : 4; iÞ are the same as for the finite

length element i ¼ 1. . .4; and as in the elementary case, the dynamic stiffness is

complex.

5.3 Spectral Elements for 2D Composite Layers-FFT Based

Spectral Element Formulation

In the previous section, the SFE formulation for 1D waveguides was outlined in

detail. In this section, we present the formulation of SFE formulation for 2D

waveguides. As mentioned in Chap. 2, 2D SFE formulation requires a second

transform in one of the spatial directions in order to transform the governing PDE

to a set of ODE’s. In this process, an additional parameter called ‘‘horizontal

wavenumber’’ is introduced in the formulation, which is coupled to the propa-

gating wavenumber. These aspects were explained in the context of 2D plates in

Sect. 2.8.4.

The Partial Wave Technique (PWT) is a suitable option [4] for the formulation

of SFEM for layered media which includes anisotropic and inhomogeneous

materials. The SVD method described in Sect. 2.8.1.1 is specifically utilized to

obtain the wave amplitudes, which are essential for constructing the partial waves.
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In the PWT method, once the partial waves are found, the wave coefficients are

made to satisfy the prescribed boundary conditions, i.e., two non-zero tractions

specified at the top and bottom of each layer. In our case, the formulation is

slightly different, as no specific problem oriented boundary conditions are

imposed. Thus a system matrix is established, which relates the tractions at the

interfaces to the interfacial displacements. This generalization enables the use of

the system matrix as a finite element dynamic stiffness matrix, although formu-

lated in the frequency/wavenumber domain. These matrices can be assembled to

model different layers of different ply-orientation, which obviates to the necessity

of cumbersome computations associated with multilayer analysis (e.g., see [20]).

The only shortcoming of the method is that each spectral layer element can

accommodate only one fiber angle, thus for different ply-stacking sequences the

number of elements will be at least equal to the number of different ply-angles in

the stacking.

One advantage of the present formulation is the ease in capturing Lamb wave

[27] propagation in anisotropic plates. By definition, Lamb waves are guided

waves propagating in a domain bounded by two parallel, traction-free surfaces.

The importance of Lamb waves in structural inspection lies in their ability to

propagate long distances which enables the inspection of large areas. Hence, these

waves are very attractive for SHM.

Historically, the dispersion relation for anisotropic materials was given first by

Solie and Auld [23], where PWT were used. However, the relation was obtained

for a (001)-cut copper plate. Subsequent investigations on modeling aspects of

Lamb waves were carried out by several researchers [16]. Finite element modeling

of Lamb waves was performed by Verdict et al. [26]. On the basis of discrete layer

theory and a multiple integral transform, an analytical–numerical approach was

given by Veidt et al. [25]. A coupled FE-normal mode expansion method is given

by Moulin et al. [15]. Similarly a boundary element normal mode expansion

method is given by Zhao and Rose [29].

The present formulation by virtue of the frequency wavenumber domain rep-

resentation of the solution is an inexpensive way of estimating Lamb wave modes

as well as predicting time domain signals. The formulation is based on the

assumption that there is no heat conduction in and out of the system, that dis-

placements are small, the material is homogeneous and anisotropic and the domain

is a 2D Euclidean space. The general elastodynamic equation of motion for 3D

elastic medium is given by

rij;j ¼ qðx1; x2; x3Þ€ui ð5:50Þ

which is applied in conjunction with the associated constitutive equations and

strain–displacement relations:

rij ¼ Cijklðx1; x2; x3Þekl; eij ¼ ðui;j þ uj;iÞ=2 ð5:51Þ

where comma (,) and dot _ðÞ denote partial differentiation with respect to the spatial
variables and time, respectively.

5.3 Spectral Elements for 2D Composite Layers-FFT 191



For a 2D model with orthotropic material construction, the complexity of the

above equation can be further reduced by the following assumptions. The non-zero

displacements are u1 ¼ u and u3 ¼ w in the direction x1 ¼ x and x3 ¼ z; respec-
tively (see Fig. 5.2). The non-zero strains are related to these displacements by

exx ¼ ux; ezz ¼ wz; exz ¼ uz þ wx: ð5:52Þ

The non-zero stresses are then related to the strains by

rxx ¼ Q11exx þ Q13ezz; rzz ¼ Q13exx þ Q33ezz; rxz ¼ Q55exz; ð5:53Þ

where Qij are the stiffness coefficients, which depend on the ply lay-up, its ori-

entation and the z coordinate within the layer. Substituting Eq. 5.53 in Eq. 5.50

and imposing the assumptions above yields the following elastodynamic equation

for 2D homogeneous orthotropic:

Fig. 5.2 Sign conventions of a throw-off spectral element b layer element
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Q11uxx þ ðQ13 þ Q55Þwxz þ Q55uzz ¼ q€u;

Q55wxx þ ðQ13 þ Q55Þuxz þ Q33wzz ¼ q€w:
ð5:54Þ

Here, we attempt to reduce the governing PDEs to a set of ODEs. Two variables

are replaced by two new parameters through the application of the Fourier

transform in time and in space. With this assumption, the spectral form of the

displacement field becomes

uðx; z; tÞ ¼
XN�1

n¼1

XM�1

m¼1

ûðz; gm;xnÞ
sinðgmxÞ
cosðgmxÞ

� �
e�jxnt ð5:55Þ

wðx; z; tÞ ¼
XN�1

n¼1

XM�1

m¼1

ŵðz; gm;xnÞ
cosðgmxÞ
sinðgmxÞ

� �
e�jxnt ð5:56Þ

where xn is the discrete angular frequency and gm is the discrete horizontal

wavenumber. As the assumed field suggests, for M ! 1; the model has infinite

extent in the positive and negative x direction, although the domain is finite in the

z direction, according the layered configuration considered. In particular,

the domain can be written as X ¼ ½�1;þ1� � ½0; L�; where L is the thickness

of the layer. The boundaries of any layer will be specified by a fixed value of z:
The x dependency of the displacement field (sine or cosine) will be determined

based upon the loading pattern. In all subsequent formulation and computation, a

symmetric load pattern will be considered, i.e., sinðgmxÞ for u and cosðgmxÞ for w:
The real computational domain is Xc ¼ ½�XL=2;þXL=2� � ½0; L�; where xL is the x
window length. Discrete values of gm depend upon xL and the number of mode

shapes ðMÞ chosen.
This displacement field reduces the governing equations to a set of ODEs

Aû00 þ Bû0 þ Cû ¼ 0 ð5:57Þ

where û ¼ fûŵg; and the prime denotes differentiation with respect to z: The
matrices A; B and C are

A ¼ Q55 0

0 Q33

� �
; B ¼ 0 �ðQ13 þ Q55Þgm

ðQ13 þ Q55Þgm 0

� �
; ð5:58Þ

C ¼ �g2mQ11 þ qx2
n 0

0 �g2mQ55 þ qx2
n

� �
: ð5:59Þ

The associated boundary conditions specify the stresses rzz and rxz at the layer

interfaces. From Eq. 5.53, the stresses are related to the unknowns by

ŝ ¼ Dû0 þ Eû; ð5:60Þ
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where

ŝ ¼ frzz rxzg

D ¼
0 Q33

Q55 0

� �

E ¼
gmQ13 0

0 �gmQ55

� �

The original boundary value problem reduces to finding û; which satisfies

Eq. 5.57 for all z 2 Xc; and the specification of û or ŝ at z ¼ 0 or z ¼ L: Once the
solution is obtained for different values of z in the z� g� x domain, for given values

of xn and gm; the summation over gm will bring the solution back to the z� x� x

domain and the inverse FFT will bring the solution back to the z� x� t domain.

The solutions to these ODEs are of the form u�e�jkz and w�e�jkz; which yields

the PEP

Wu� ¼ 0

W ¼ �k2A� jkBþ C
ð5:61Þ

where u� ¼ fu�w�g and W is the wave matrix given by

W ¼ �k2Q55 � g2mQ11 þ qx2
n jkgmðQ13 þ Q55Þ

�jkgmðQ13 þ Q55Þ �k2Q33 � g2mQ55 þ qx2
n

� �
: ð5:62Þ

The singularity condition of W yields the following spectral equation

Q33Q55k
4 þ fðQ11Q33 � 2Q13Q55 � Q2

13Þg2m � qx2
nðQ33 þ Q55Þgk2

þ fQ11Q55g
4
m � qx2

ng
2
mðQ11 þ Q55Þ þ q2x4

ng ¼ 0: ð5:63Þ

It is to be noted that for each value of gm and xn; there are four values of k;
denoted by klmn ðl ¼ 1; . . .; 4Þ; which will be obtained by solving Eq. 5.63. The

explicit wavenumber solution klnm ¼ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�b�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
b2 � 4ac

pp
; where a; b and c are

the coefficients of k4; k2 and k0; respectively, in Eq. 5.63.

There are certain properties of the wavenumbers which will be explored now.

As can be seen from Eq. 5.63, for gm ¼ 0; the equation is readily solvable to give

the roots �x
ffiffiffiffiffiffiffiffiffiffiffiffiffi
q=Q33

p
and �x

ffiffiffiffiffiffiffiffiffiffiffiffiffi
q=Q55

p
: Since none of the q; Q33 or Q55 can be

negative or zero, these roots are always real and linear with x: When gm is not

zero, k becomes zero for x satisfying

Q11Q55g
4
m � qx2

ng
2
mðQ11 þ Q55Þ þ q2x4

n ¼ 0

i.e.; ðQ11g
2
m � qx2ÞðQ55g

2
m � qx2Þ ¼ 0

i.e.; x ¼ gm
ffiffiffiffiffiffiffiffiffiffiffiffiffi
Q11=q

p
; gm

ffiffiffiffiffiffiffiffiffiffiffiffiffi
Q55=q

p ð5:64Þ

which identify the cut-off frequencies. For frequencies lower than the cut-off fre-

quencies, the roots are imaginary which correspond to non-propagating waves,
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while above these frequencies, the roots are real and define propagating waves. For

isotropic materials the cut-off frequencies are given by cpg and csg [19]. The cur-

rent expressions for the cut-off frequencies are also reducible to that of isotropic

materials if we identify Q11 and Q55 with kþ 2l and l; respectively, where k and l
are the Lam�e parameters. If we identify the QP wave with Q33 (or Q11) and the

QSV wave with Q55; then as the cut-off frequencies suggest, for the same value of

gm; it is the QSV wave that becomes propagating first, since Q11 [Q55:
Once, the required wavenumbers k are obtained, the solution u� at frequency xn

and wavenumber gm is

unm ¼ R11C1e
�jk1x þ R12C2e

�jk2x þ R13C3e
�jk3x þ R14C4e

�jk4x ð5:65Þ

wnm ¼ R21C1e
�jk1x þ R22C2e

�jk2x þ R23C3e
�jk3x þ R24C4e

�jk4x ð5:66Þ

where Rij are the amplitude coefficients to be determined and are called wave

amplitudes. As outlined in Chap. 2, following the method of SVD (Sect. 2.8.1.1),

Rij are obtained from the wave matrix W evaluated at wavenumber ki:
Once the four wavenumbers and wave amplitudes are known, the four partial

waves can be constructed and the displacement field can be written as a linear

combination of the partial waves. Each partial wave is given by

ai ¼
ui
wi

� �
¼ R1i

R2i

� �
e�jkiz sinðgmxÞ

cosðgmxÞ

� �
e�jxnt; i ¼ 1. . .4; ð5:67Þ

and the total solution is

u ¼
X4

i¼1

Ciai: ð5:68Þ

5.3.1 Finite Layer Element (FLE)

Once the solutions of u and w are obtained in the form of Eqs. 5.65 and 5.66 for

each value of xn and gm; the same procedure as outlined in the 1D element

formulation is employed to obtain the element dynamic stiffness matrix as a

function of xn and gm: Thus, the nodal displacements are related to the unknown

constants by

fu1nm v1nm u2nm v2nmgT ¼ T1nmfc1 c2 c3 c4gT ; ð5:69Þ

i.e.,

ûnm ¼ T1nmcnm ð5:70Þ

Using Eq. 5.53, nodal tractions are related to the constants by

t̂nm ¼ T2nmcnm ð5:71Þ

where t̂nm ¼ frzz1; rxz1; rzz2; rxz2g:
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Explicit forms of T2nm and T1nm are

T1 ¼
R11 R12 R13 R14

R21 R22 R23 R24

R11e
ð�jk1LÞ R12e

ð�jk2LÞ R13e
ðþjk1LÞ R14e

ðþjk2LÞ

R21e
ð�jk1LÞ R22e

ð�jk2LÞ R23e
ðþjk1LÞ R24e

ðþjk2LÞ

2
664

3
775; ð5:72Þ

T2ð1; pÞ ¼ �Q55ð�jR1pkp � gR2pÞ;
T2ð2; pÞ ¼ jQ33R2pkp � Q13gR1p;

T2ð3; pÞ ¼ Q55ð�jR1pkp � gR2pÞeð�jkpLÞ

T2ð4; pÞ ¼ f�jQ33R2pkp þ Q13gR1pgeð�jkpLÞ;

where p ranges from 1 to 4.

Thus, the dynamic stiffness matrix becomes

K̂nm ¼ T2nmT1
�1
nm ð5:73Þ

which is of size 4� 4 having xn and gm as parameters. This matrix represents the

dynamics of an entire layer of any length L at frequency xn and horizontal

wavenumber gm: Consequently, this matrix acts as a substitute for the global

stiffness matrix of FE modeling, whose size, depending upon the thickness of the

layer, will be many orders larger.

5.3.2 Infinite Layer (Throw-Off) Element (ILE)

This is the 2D counter part of the 1D throw-off element. The element is formulated

by considering only the forward moving components, which means no reflection

will come back from the boundary. This element, as mentioned earlier, acts as a

conduit to throw away energy from the system and is very effective in modeling the

infinite domain in the z direction. This element is also used to impose absorbing

boundary conditions or to introduce maximum damping in the structure. The ele-

ment has only one edge where the displacements are to be measured and tractions

are to be specified. The displacement field for this element (at xn and gm) is

unm ¼ R11c1nme
�jk1z þ R12c2nme

�jk2z; ð5:74Þ

wnm ¼ R21c1nme
�jk1z þ R22c2nme

�jk2z; ð5:75Þ

where it is assumed that k1 and k2 have positive real parts. Following the

same procedure as before, displacement at node 1 can be related to the constants

Ci; i ¼ 1; 2 as

ûnm ¼ T1nmcnm ð5:76Þ
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Similarly, nodal tractions can be related to the constants c as

t̂nm ¼ T2nmcnm ð5:77Þ

Explicit forms of the matrix T1 and T2 are

T1ðILEÞ ¼ T1ðFLEÞð1 : 2; 1 : 2Þ; T2ðILEÞ ¼ T2ðFLEÞð1 : 2; 1 : 2Þ: ð5:78Þ

The dynamic stiffness for the homogeneous infinite half space becomes

K̂nm ¼ T2nmT1
�1
nm ; ð5:79Þ

which is a 2� 2 complex matrix.

5.3.3 Expressions for Stresses and Strains

From the displacement field (Eqs. 5.65 and 5.66), the strain–displacement and

stress–strain relations, the matrix of strain nodal displacement relation and the

stress nodal displacement relation can be established as

e ¼ BT1
�1û

r ¼ QBT1
�1û

ð5:80Þ

where e ¼ fexx; ezz; exzg;r ¼ frxx; rzz; rxzg; while the elements of B (size 3� 4)

are described in terms of the wave amplitude matrix R as

Bð1; pÞ ¼ R1pge
�jkpz; Bð2; pÞ ¼ �jR2pkpe

�jkpz;

Bð3; pÞ ¼ �ðjR1pkp þ R2pgÞe�jkpz
ð5:81Þ

where p ¼ 1; . . .; 4 and z is the point of strain measurement.

The elasticity matrix Q is

Q ¼
Q11 Q13 0

Q13 Q33 0

0 0 Q55

2
4

3
5 ð5:82Þ

5.3.4 Prescription of Force Boundary Conditions

Essential boundary conditions are prescribed as in FE methods, where the nodal

displacements are constrained or released depending upon the nature of the

boundary conditions. The applied tractions are prescribed at the nodes. Assuming

symmetric loading, the loading function can be written as

Fðx; z; tÞ ¼ dðz� zjÞ
XM

m¼1

am cosðgmxÞ
 !

XN�1

n¼0

f̂ne
ð�jxntÞ

 !
; ð5:83Þ
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where d denotes the Dirac delta function, zj is the z coordinate of the point where

the load is applied and the z dependency is fixed by suitably choosing the node

where the load is prescribed. No variation of load along the z direction is allowed

in this analysis. Also, f̂n are the Fourier transform coefficients of the time

dependent part of the load, which are computed by FFT, and am are the Fourier

series coefficients of the x dependent part of the load.

There are two summations involved in the solution and two associated win-

dows, one in time t and the other in space xL: The discrete frequencies xn and the

discrete horizontal wavenumbers gm are related to these windows by the number of

data points N and M chosen in each summation, that is,

xn ¼ 2np=T ¼ 2np=ðNDtÞ; gm ¼ 2ðm� 1Þp=xL ¼ 2ðm� 1Þp=ðMDxÞ; ð5:84Þ

where Dt and Dx are the temporal and spatial sample rate, respectively.

5.3.5 Determination of Lamb Wave Modes

Lamb waves are guided waves (Fig. 5.3), propagating in a plate with traction free

surfaces. There are two main approaches to the analysis of Lamb waves. The first

one is the method of potentials, where Helmholtz decomposition of the dis-

placement field decouples the governing equations written in terms of potentials.

Solutions are sought for the potentials, which contain four arbitrary constants. The

displacement field and the stresses are expressed in terms of the potentials and the

imposition of traction-free upper and lower surfaces generates the necessary

condition for finding the unknown constants and the dispersion equation [20]. The

advantage of this method is that the symmetric and anti-symmetric modes can

be analyzed separately (Fig. 5.3a, b). However, the method is applicable only to

the isotropic waveguides.

The second approach is based on the PWT, which was introduced previously

and is further discussed below. In the formulation, the solution is expressed in

terms of summations over the discrete frequencies and the horizontal wavenum-

bers. Each partial wave of Eq. 5.68 satisfies the governing PDEs (Eq. 5.54), while

the coefficients ci satisfy any prescribed boundary conditions. As long as the

prescribed natural boundary conditions are non-homogeneous, no restriction upon

Fig. 5.3 a Symmetric Lamb wave propagation; b anti-symmetric Lamb wave propagation
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the horizontal wavenumber g is imposed which leads to a double summation

solution of the displacement field. However, that is not the case for traction-free

boundary conditions on the two surfaces, which are the necessary condition for

generating Lamb waves. The governing discrete equation for a finite layer

(Eq. 5.73) in this case becomes

K̂ðgm;xnÞnmûnm ¼ 0 ð5:85Þ

and we are interested in a non-trivial û: Hence, the stiffness matrix K̂ must be

singular, i.e., detðK̂ðgm;xnÞÞ ¼ 0; which gives the required relation between gm
and xn: Since, xn is made to vary independently, the above relation must be

solved for gm to render the stiffness matrix singular. More precisely, for each value

of xn there is a set of values of horizontal wavenumber gm (one for each mode)

and for each value of xn and gm there are four vertical wavenumbers knm: The
difference in this case is in the value of gm; which is to be solved for, as opposed to

its expression in Eq. 5.84, in the fact that M denotes the number of Lamb modes

considered rather than Fourier modes. Now, for each set of ðxn; gm; knmlÞðl ¼
1; . . .; 4Þ; K̂ is singular and clðl ¼ 1; . . .; 4Þ define the null space of K̂: The total

solution can finally be reconstructed using Eq. 5.68. Following normal practice,

the traction-free boundary conditions ðrzz; rxz ¼ 0Þ are prescribed at z ¼ �h=2:
Using Eq. 5.80, the governing equation for ci and gm becomes

W2ðgm;xnÞcnm ¼ 0 ð5:86Þ

where c ¼ fc1; c2; c3; c4g; whileW2 is another form of the stiffness matrix K̂ and is

given by

W2ð1; pÞ ¼ ðQ11�Rð1; pÞg� jQ13�Rð2; pÞkpÞejkph=2;
W2ð2; pÞ ¼ ðQ11�Rð1; pÞg� jQ13�Rð2; pÞkpÞe�jkph=2;

W2ð3; pÞ ¼ Q55�ð�Rð1; pÞkp þ jRð2; pÞgÞejkph=2;
W2ð4; pÞ ¼ Q55�ð�Rð1; pÞkp þ jRð2; pÞgÞe�jkph=2:

The dispersion relation is detfW2g ¼ 0; which yields gmðxnÞ; while the phase

speed for Lamb waves cnm is given by xn=gm: Once the values of gm are known for

the desired number of modes, the elements of c are obtained by the SVD technique

as described earlier to find the elements of R: Summing over all the Lamb modes

provides the solution at each frequency.

5.4 Anisotropic Plate-FFT Based Spectral Element Formulation

The governing equation derivation and the wavenumber computation through

spectral analysis were reported in Sects. 2.7.3 and 2.8.4. Here we directly go to the

spectral element formulation.
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5.4.1 Finite Plate Element

The geometry of the semi-bounded plate element is shown in Fig. 5.4. It has four

degrees of freedom per node, three displacements in three coordinate directions

and one rotational degree of freedom about the y axis. Thus, there are a total of

eight degrees of freedom per element, which are the unknowns. The displacement

at any x coordinate of the plate in the frequency/wavenumber domain can be

written as a linear combination of all its solution given by

~u ¼
X8

i¼1

ai/ie
�jkix; ð5:87Þ

where ~u ¼ f~u;~v; ~wgT ; and /i 2 C3�1 are the columns of the wave matrix. The ai
are the unknown constants, which must be expressed in terms of the nodal vari-

ables. This step can be viewed as a transformation from the generalized coordi-

nates to the physical coordinates. To do so, we can write the displacement field in a

matrix vector multiplication form as

~u ¼
ûðx;xnÞ
v̂ðx;xnÞ
ŵðx;xnÞ

8
<
:

9
=
; ¼

/11 . . . /18

/21 . . . /28

/31 . . . /38

2
4

3
5

e�jk1x 0 . . . 0

0 e�jk2x . . . 0

..

. . .
. . .

. ..
.

0 . . . . . . e�jk8x

2
664

3
775a ð5:88Þ

where kpþ4 ¼ �kp; ðp ¼ 1; . . .; 4Þ and the elements of /i are written as /piðp ¼
1; . . .; 3Þ: In concise notation the above equation becomes

~un;m ¼ Un;mKðxÞn;man;m ð5:89Þ

where n;m is introduced in the subscript to remind that all these expressions are

evaluated at a particular value of xn and gm;KðxÞnm is a diagonal matrix of order

8� 8 whose ith element is e�jkix;Un;m ¼ ½/1. . ./8� is the wave amplitude matrix,

and an;m is the vector of eight unknown constants to be determined. These

unknowns are expressed in terms of the nodal displacements by evaluating

Eq. 5.89 at the two nodes, i.e., at x ¼ 0 and x ¼ L: In doing so, we get

Fig. 5.4 Displacements and

stress resultants of the

spectral plate element (CLPT

and FLPT): for CLPT / ¼
ow=ox and w is absent
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fûgn;m ¼ ~u1
~u2

� �

n

¼ T1n;man;m ð5:90Þ

where ~ui ¼ fui; vi;wi; ðow=oxÞig; and ~u1 and ~u2 are the nodal displacements of

node 1 and node 2, respectively. The elements of T1n;m are

T1ðm; nÞ ¼ Uðm; nÞ; m ¼ 1; . . .; 3; n ¼ 1; . . .; 8

T1ðm; nÞ ¼ �jkpUðm� 4; pÞe�jknL; m ¼ 5; . . .; 7; n ¼ 1; . . .; 8

T1ð4; nÞ ¼ �jknUð3; nÞ; n ¼ 1; . . .; 8

T1ð8; nÞ ¼ �jknUð7; nÞ; n ¼ 1; . . .; 8:

Before advancing further, it is to be noted that the element has edges parallel to the

y axis, hence at the plate boundary nx ¼ �1 and ny ¼ 0: These relations are to be

utilized in the force–displacement relation. Using the force boundary conditions

Eqs. 2.149–2.151, the force vector fnm ¼ f�Nxx; �Nyy; �Vx; �Mxxgn;m can be written in

terms of the unknown constants an;m as fn;m ¼ Pn;man;m: When the force vector is

evaluated at node 1 and node 2 (substituting nx ¼ �1) nodal force vectors are

obtained and can be related to an;m by

f̂n;m ¼
~f1
~f2

� �

n;m

¼ Pð0Þ
PðLÞ

� �

n;m

an;m ¼ ½T2�n;man;m: ð5:91Þ

Equations 5.90 and 5.91 together yield the relation between the nodal force and

nodal displacement vector at frequency xn and wavenumber gm as

f̂n;m ¼ T2n;mT
�1
1n;m

ûn;m ¼ Kn;mûn;m; ð5:92Þ

where Kn;m is the dynamic stiffness matrix at frequency xn and wavenumber gm of

order 8� 8: The explicit form of the matrix T2n;m for n ¼ 1; . . .; 8 is

T2ð1; nÞ ¼ jknA11Uð1; nÞ � gA12Uð2; nÞ � k2nB11Uð3; nÞ � g2B12Uð3; nÞ;
T2ð2; nÞ ¼ gA66Uð1; nÞ þ jknA66Uð2; nÞ þ 2jB66kngUð3; nÞ;
T2ð3; nÞ ¼ k2nB11Uð1; nÞ þ jB12kngUð2; nÞ þ jk3nD11Uð3; nÞ þ jD12kng

2Uð3; nÞ
þ 2g2B66Uð1; nÞ þ 2jkngB66Uð2; nÞ þ 4jkng

2D66Uð3; nÞ;
T2ð4; nÞ ¼ �jknB11Uð1; nÞ þ gB12Uð2; nÞ þ k2nD11Uð3; nÞ þ g2D12Uð3; nÞ;
T2ðm; nÞ ¼ �T2ðm� 4; nÞe�jknL;m ¼ 5; . . .; 8:

5.4.2 Semi-infinite or Throw-Off Plate Element

As mentioned earlier, for the infinite domain element, only the forward propa-

gating modes are considered. The displacement field at frequency xn and wave-

number gm is given by
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~un;m ¼
X4

m¼1

/me
�jkmxam ¼ Un;mKn;mðxÞan;m; ð5:93Þ

where Un;m and Kn;mðxÞ is now of order 4� 4: The an;m is a vector of four

unknown constants. Evaluating the above expression at node 1 ðx ¼ 0Þ; the nodal

displacements are related to these constants through the matrix T1n;m as

ûn;m ¼ ~u1n;m ¼ Un;mKn;mð0Þan;m
ûn;m ¼ T1n;man;m

ð5:94Þ

where T1n;m is now a matrix of dimension 4� 4: Similarly, the nodal forces at node

1 can be related to the unknown constants as

f̂n;m ¼ ~f1n;m ¼ Pnð0Þan;m ¼ T2n;man;m: ð5:95Þ

Using Eqs. 5.94 and 5.95, nodal forces at node 1 are related to the nodal

displacements at node 1 as

f̂n;m ¼ T2n;mT
�1
1n;m

ûn;m ¼ Kn;mûn;m ð5:96Þ

where Kn;m is the element dynamic stiffness matrix of dimension 4� 4 at fre-

quency xn and wavenumber gm: The matrices T1n;m and T2n;m are the first 4� 4

truncated part of the corresponding matrices for the finite plate element.

5.5 Numerical Examples

In this section, we provide some interesting examples of wave propagation in both

1D and 2D connected waveguides using the formulated spectral elements. In some

examples, the results of both FSFEM and WSFEM are provided to understand the

relative merits and demerits of both formulations.

5.5.1 Wave Transmission and Scattering Through

an Angle-Joint

Often in practice, we come across planar frame structures with complex geometry.

Such structures are commonly used for space applications such as solar panels,

antennas etc., wherein a number of skeletal members are connected by rigid or

flexible joints, thereby creating a complex structural network. Both FSFEM and

WSFEM formulation can account for such situations with relative ease. In this

section, the problem is solved by FSFEM formulation. In this example, we con-

sider a rigid angle-joint with three composite members (Fig. 5.5) to analyze the
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nature of reflected and transmitted waves through the joint. In particular, it will be

interesting to observe how the dynamics of the system change with the change in

joint angle. In addition, it is also important to investigate the effects of axial–

flexural coupling on the overall response.

The FSFEM model features 0.5 m long segments on both sides of the joint

along the x-axis, which are modeled with two finite length spectral elements. The

rest of the semi-infinite segments are modeled with three throw-off elements.

The responses obtained from FSFEM model are compared with the responses

obtained from conventional FE formulation, where the three semi-infinite seg-

ments are modeled with 950 elements each, while the segment AB is modeled with

100 elements. The length of each element is 1.0 cm. This gives an overall system

size of 8994� 9 in banded form.

Each member connected to the joint is made up of AS/3501-6 graphite–epoxy

composite members with ply stacking sequence 05=455½ �: Here, the coupling

between bending and axial motions are quantified by a coupling factor defined as

r ¼ B2
11=D11A11; which can be altered by modifying the ply stacking sequence. In

the present example, we consider the coupling factor of r ¼ 0:213:
First of all, to validate the accuracy of the response obtained from SFEM, an

impact load as considered earlier (Fig. 4.3) is applied axially at A for joint angle

/ ¼ 30�: The axial velocity history at the same point A, is computed and com-

pared with the FEM result, which is shown in Fig. 5.6a. Similarly, the same load is

applied transversely at A. The axial velocity history at A is computed, and com-

pared with the FEM results. Such comparison is shown in Fig. 5.6b. In the two

cases, the results show good agreement. To study the effect of axial–flexural

coupling on the dynamic response, the same rigid joint (Fig. 5.5) with an axial

loading at point A, is considered as in the previous case. The angle of the rigid

joint / is fixed as 45�: The non-dimensional coupling parameter r is varied by

using different ply-stacking sequences. In Fig. 5.7a, the axial velocity (normalized

with PmaxcL=A11 with Pmax being the maximum load amplitude and cL; the lon-

gitudinal wave speed in a rod) response at A and B (both at a distance of 0.5 m

from the joint) is plotted. The figure shows that the reflected axial response at A, as

well as the transmitted axial response at B, occur at the same time for a particular

value of r: However, due to the decrease in the values of A11; for increasing values

of r; the axial speed of propagation decreases. As a result, both responses occur at

Fig. 5.5 Rigid angle-joint

with AS/3501-6 graphite–

epoxy composite members
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a later stage. A separation of 0.24 ms can be observed between responses due to

unsymmetric cross-plies and the symmetric 0� ply configurations. Also, the dis-

persive behavior becomes dominant after the initial peak, which can be considered

as a contribution from Mode 2 and Mode 3, as discussed earlier. Fig. 5.7b shows

the plot of transverse velocity (normalized with PmaxcLh
2=D11) response at A and

B. Other than a similar time lag in the arrival of reflected and transmitted

responses as observed in the case of axial propagation, the smoothness in the

response curves disappears and their transient nature becomes significant for

increasing values of r: This example has shown the ease with which FSFEM

allows simulating the dynamics of complicated networks of connected beams.

Unlike the conventional FE formulation, however, the length of the spectral ele-

ment is not a limiting factor; each element is formulated exactly, irrespective of its

length. This leads to a substantial reduction in the number of equations that are to

be solved.

Fig. 5.6 a Comparison of

axial response at A, due to

axial impact load applied at

A. b Comparison of axial

response at A, due to

transverse impact load

applied at A
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5.5.2 Wave Propagation in 2D Portal Frame

The aim of this example is to demonstrate the ability of FSFEMandWSFEM tohandle

multiple reflections arising out of finite domain structures such as a 2D portal frame.

The considered frame is subjected to the impact load shown in Fig. 3.7 at the

location indicated in Fig. 5.8. This example is more complicated than the previous

example of the angle joint, as multiple reflections occur from the joints and

supports. For the analysis of this structure, three spectral elements for the three

members are used and the elemental dynamic stiffness matrices of these members

are assembled using standard FE procedures.

In Fig. 5.9, the transverse wave velocity obtained using WSFEM formulation at

point A in Fig. 5.8 is presented and compared with conventional FE response

obtained using 2-noded 1D beam element with axial, transverse and rotational

degrees of freedom at each node. Each of the three members of the frame is

discretized with 5000 elements.

Fig. 5.7 a Normalized axial

velocity history and

b normalized transverse

velocity history at A and B

(Fig. 5.5), showing the

reflection and transmission

response through the rigid

joint ð/ ¼ 45�Þ due to an

axial impact load at A
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Results show very good agreement between the two solutions. Since FSFE

cannot be used for similar analysis of undamped finite length structures, the wave

velocities are plotted in Figs. 5.10a–c for a damping of g ¼ 0:5: In the above

mentioned figures for all the plots obtained using wavelet, a time window Tw of

1024 ls is used. For FSFE, Tw is increased from 1024 ls to 4096 ls in Fig. 5.10a–c

to remove signal wraparound. It can be seen that for Tw ¼ 1024 ls, the results are

highly distorted which gradually decreases with an increase in Tw: From

Fig. 5.10c, we see that increasing Tw to 4096 ls is not sufficient to completely

eliminate the response distortion. It further requires higher resolution. The above

numerical experiment is performed using basis function of order N ¼ 8 and

sampling rate Mt ¼ 1 ls. The problem of wraparound in FSFEM and the ability of

WSFEM to accurately predict response in finite structures is clearly demonstrated.

Also, the example shows need for large time windows in FSFEM formulation, and

signal wraparound problems, present in FSFEM formulation, are completely

eliminated in the WSFEM formulation.

Fig. 5.8 2D frame structure

Fig. 5.9 Transverse velocity

at A of 2D frame in Fig. 5.8

due to the applied load P:
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5.5.3 Propagation of Surface and Interfacial Waves

in a Composite Layer

In this section, wave propagation in 2D composite layers is presented by comparing

FSFEM results with those obtained from a 2D FE formulation. The material used is

GFRP composite whose material properties are as follows: E1 ¼ 144:48GPa; E3 ¼
9:63GPa; G13 ¼ 4:13GPa; m13 ¼ 0:3; m12 ¼ 0:02 and q ¼ 1389 kg=m3: The ply-

sequence considered is ½0�10=90�10=0�10�; where each lamina is 0.01 m thick. This

large thickness is chosen to differentiate between the incident and the reflected

pulse, although any layer thickness can be chosen and easily handled by the con-

sidered approach. The layered system, shown in Fig. 5.11, is impacted by a high

frequency loading, where the bottom of the layer is fixed. The time history of the

high frequency load along with its spectrum are shown in Fig. 3.7.

The load is applied at the center of the top layer first in the z direction, which

generates primarily QP waves, and then in the x direction, which generates pri-

marily QSV waves. The response of the structure is measured at several locations

along the surface and interfaces. For FE analysis, the layer is modeled with 3600,

Fig. 5.10 Transverse tip velocity at A of 2D frame in Fig. 5.8 due to the applied load P; for time

windows Tw a Tw ¼ 1024ls, b Tw ¼ 2048 ls and c Tw ¼ 4096 ls:
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three-noded plane-strain FEs. In comparison, there are only three FLEs in the

spectral model. The FE formulation results in a global system matrix of size

3656� 126 (where 126 is the bandwidth of the matrices), whereas the spectral

model features a global system matrix (dynamic stiffness matrix) of size 6� 6:
While solving via FE analysis, Newmark’s time integration is adopted with a time

step Dt ¼ 1 ls. For the spectral analysis, the load is sampled at 48.83 Hz with

N ¼ 2048 (in Eq. 5.83) FFT points. Further, for the spatial variation 32 Fourier

series coefficients (i.e.M in Eq. 5.83) are considered. For the concentrated load, all

the am are equal to 2=xL; where xL is the window length in the x direction, here

taken as 1.0 m, as per the FE model. Since, the time domain response is real, the

computation of displacements (or velocities) needs to be carried out only upto the

Nyquist frequency. Hence, the global stiffness matrix needs to be inverted 1024�
32 times. This computational requirement is many orders smaller than the

requirement of the FE analysis. Further, a typical simulation in FE takes 110 s of

CPU time, whereas, a SE run takes 14 s on a Compaq Alpha Server ES40 with

DEC compiler.

Before discussing the velocity histories, a few points need to be considered.

When a velocity wave encounters a stiffer zone, the reflected wave has an opposite

sign to that of the incident wave. In contrast, when the wave encounters a zone of

comparatively lower stiffness, the reflected wave has the same phase as the inci-

dent wave. These phenomena are best visible in the reflections from the fixed end

(infinite stiffness) and the free end (zero stiffness) of a structure. However,

reflected waves are also generated at the interfaces of laminates because of the

mismatch in the impedance. In the present model, propagation is considered in the

direction of ply-stacking and there is a nominal change in stiffness in that direction

due to the change in laminae angle. Hence, the magnitude of the reflected waves

from the interface will not be large enough to be visible, in comparison to the

boundary generated waves. Thus whatever reflections are present in the velocity

history are solely due to reflections from the boundary.

For the load applied in the z direction at point 1, the z directional velocity _w; is
measured at points marked 1, 4, and 5 (see Fig. 5.11). The velocity histories at

these nodes are plotted in Figs. 5.12, 5.13, 5.14, and 5.15. In Fig. 5.12, where the

peak at 100 ls is the direct effect of the load. For this kind of loading, the prop-

agating wave is essentially a QP wave. In this case, the inverted peak at around

3:2� 10�4 s corresponds to the reflection from the fixed end i.e., at z ¼ 0:3 m.

Fig. 5.11 Layer model for

verification
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Again at the fixed end, the wave is inverted and shows up at around 5:4� 10�4 s.

This figure also shows the excellent agreement between the FE and Spectral Layer

Element responses.

Next, the _w history at the first interface (z ¼ 0:1 m, point marked 4) is plotted in

Fig. 5.13. The response in this case does not start at 100 ls as before, but at 130 ls.

This is due to the time taken for propagation in the first layer, i.e., 0� laminate.

Subsequent reflections at around 2:9� 10�4 s and 3:6� 10�4 s are due to the

reflections from the fixed edge ðz ¼ 0:3mÞ and free edge ðz ¼ 0:0mÞ; respectively.
Further, the peak at around 5:0� 10�4 s is the second reflection from the fixed edge.

For the _w history measured at the second interface (z ¼ 0:2 m, point marked 5)

and the response plotted in Fig. 5.14 the main peak comes down to 1:67� 10�4 s

because of the large travel distance. The QP wave velocity at 90� laminate is less

Fig. 5.12 QP wave at the

surface (point 1); solid line,

SE; dashed line, 2D FE

Fig. 5.13 QP wave at the

interface (point 4); solid line,

SE; dashed line, 2D FE
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than that in the 0� laminate and hence the increase (above 1:6� 10�4 s) in

propagation time. There are reflections from the fixed end (inverted peak at around

2:46� 10�4 s), reflections from the free end (inverted peak at 4:0� 10�4 s) and

second reflections from the fixed end (peak at around 4:7� 10�4 s). The spectral

element formulation captures these reflections quite well, and except for the last

reflection, the response matches satisfactorily with the FE response.

Next, the same load is applied at point 1 in the x direction. For this load,

primarily QSV waves are generated. There will be no wave at the impact point and

the x directional velocity _u is measured at the surface points 2 and 3 and plotted in

Figs. 5.15 and 5.16, respectively. In both cases, several reflections from the fixed

ends are visible. As before, good agreement between the FE and the SLE responses

Fig. 5.14 QP wave at the

interface (point 5); solid line,

SE; dashed line, 2D FE

Fig. 5.15 QSV wave at the

surface (point 2); solid line,

SE; dashed line, 2D FE

210 5 Spectral Finite Element Method



can be observed. These responses establish the developed SLE in terms of accu-

racy, efficiency and cheap cost of computation.

5.5.4 Propagation of Lamb Wave

The importance of Lamb wave in the context of SHM was earlier discussed. In this

section, we derive the dispersion relations for Lamb waves in composite plates and

illustrate the changes of ply angle and thickness on its wave propagation char-

acteristics. We also illustrate the propagation of Lamb wave modes through a

numerical example.

A unidirectional lamina of 2 mm thickness is considered, with the material

properties of AS/3501-6 graphite–epoxy composites.

The solution of the dispersion relations in cases such as this requires particular

care as it is multi-valued, unbounded and complex (although the real part is of

interest). One way to solve these equations is to appeal to the strategies of non-

linear optimization, which are based on non-linear least square methods. There are

several choices of algorithms, like the trust-region dogleg method, Gauss Newton

method with a line search, or Levenberg Merquardt method with line search. Here,

the MATLAB function fsolve is used and for the default option for medium scale

optimization, the trust-region dogleg method is adopted, which is a variant of

Powell’s dogleg method [17].

Apart from the choice of algorithm, there are other subtle issues in root cap-

turing for the solution of wavenumbers. For instance, except the first one or two

modes, all the roots escape to infinity at low frequency. For isotropic materials,

these cut-off frequencies are known a priori. However, no expressions can be found

for anisotropic materials and generally, the solutions need to be tracked back-

wards, from the high frequency to the low frequency region. In general two

Fig. 5.16 QSV wave at the

surface (point 5); solid line,

SE; dashed line, 2D FE
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strategies are essential in capturing all the modes within a given frequency band.

Initially, the whole region should be scanned for different values of the initial

guess, where the initial guess should remain constant for the whole frequency

range. These sweeps open up all the modes in that region, although they are not

completely traced. Subsequently, each individual mode should be followed to the

end of the domain or to a pre-set value. For this case, the initial guess should be

updated to the solution of the previous frequency step. Also, sometimes it is

necessary to reduce the frequency step in the vicinity of high gradients. Once the

Lamb modes are generated they are fed back into the frequency loop to produce

the frequency domain solution for Lamb wave propagation, which through IFFT

produces the time domain signal. As the Lamb modes are generated first, they need

to be stored separately. To this end, data are collected from the generated modes at

several discrete points over the considered frequency range. Next, a cubic spline

interpolation is performed for a very fine frequency step within the same range.

While generating the time domain data, interpolation is performed from these

finely graded data to get the phase speeds (hence, g).

In the considered example, Lamb waves are generated through a modulated

pulse of 200 kHz center frequency applied at one end of an infinite plate.

Velocities components in the x and z directions are recorded at a propagating

distance of 320h; where h is the thickness of the plate. While studying the time

domain representation, the thickness of the plate is taken as 10mm; which

amounts to a frequency-thickness value of 2. The thickness values is chosen so that

at least three modes are excited according to the dispersion curve shown in

Fig. 5.17.

Figure 5.17 shows the first 10 Lamb modes for fiber angle 0�: The first

anti-symmetric mode (Mode 1) converges to a value of 1719 m/s in a range of

1 MHz-mm, where all the other modes also converge. In analogy to the isotropic

case, this is the velocity of the Rayleigh surface waves in 0� fiber laminae. The first

Fig. 5.17 Lamb wave

dispersion relations for 0�

ply-angle layer
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symmetric mode (Mode 2) starts above 10000 m/s and drops suddenly at around

1.3 MHz-mm to converge to 1719 m/s, before which it has a fairly constant value.

All the other higher order modes escape to infinity at various points in the fre-

quency range. Also the symmetric and the anti-symmetric pair of each mode

escape almost at the same frequency.

Propagation of these modes are plotted in Figs. 5.18 and 5.19 for the first three

modes ða�; s� and a1Þ; here referred to as Mode 1, 2 and 3 respectively. In

Fig. 5.18, the z velocity history is plotted, whereas in Fig. 5.19 the x velocity

history is plotted. These figures readily show the different propagating modes, each

corresponds to one wave packet propagating at the group speed (and not the phase

speed). Hence, Fig. 5.17 is not helpful at predicting the arrivals of the different

modes. However, as Figs. 5.18 and 5.19 suggest, mode 2 has a lower group speed

than mode 1, and mode 3 has a group speed much higher than both mode 1 and 2.

One difference in the _u and _w history can be observed. That is, for _u history plot,

the higher mode generates velocity of comparatively less magnitude, whereas, for

_w history plot, the magnitude is highest.

Fig. 5.18 Lamb wave propagation for 0� ply-angle, Z direction velocity history, L ¼ 320 h
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5.5.5 Wave Propagation in a Composite Plate with Ply-Drop

Next, we consider the case of composite structures with ply drops. Ply drops

are common in composite construction and are commonly employed to reduce

the thickness of a laminated composite structural member. From the wave

propagation point of view, they introduce geometrical discontinuity, which

Fig. 5.19 Lamb wave propagation for 0� ply-angle, X direction velocity history, L ¼ 320 h

Fig. 5.20 Plate with

ply-drop
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results in impendence mismatch at the ply drop junction causing repeated

reflections, which may eventually cause failure of the structure in the form

delamination.

We consider the ply dropped plate shown in Fig. 5.20. The plate is impacted at

the mid-point of the free end by a concentrated load whose time dependency is the

same as taken previously (Fig. 3.7). The load is first applied in the x direction and

the x velocity is measured at the impact point. The measured velocity history is

plotted in Fig. 5.21. The same structure is also analyzed for uniform ply-stacking

Fig. 5.21 Variation of axial

velocity: solid line—ply-

drop, dashed line—uniform

plate

Fig. 5.22 Variation of

transverse velocity: solid

line—ply-drop, dashed

line—uniform plate
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(10 layers) and the result is superimposed in the same figure. It is evident from the

figure that the ply drop affects the stiffness of the plate considerably, as there is an

increment in the maximum amplitude of about 90%. This reduction of stiffness is

also visible in the reflection from the boundary. The reflection from the boundary

appears at the same instant in both the cases, which indicates that there is not much

alteration in the group speed due to the ply-drop. However, there are two extra

reflections, corresponding to the inverted peaks at around 175 ls and 240 ls, in the

response from the ply-drop plate before the arrival of the boundary reflection,

which originate at the ply-drop junctions due to the mismatch in impedance.

Next, the plate is impacted at the same point in the z direction and the z velocity

is measured at the same point (Fig. 5.22). For reference, the response of the

uniform plate is also plotted in the same figure. As noticed before, there is a

considerable difference in the peak amplitudes (almost of a factor of 2), which

follows the same pattern of axial velocity history. The extra reflections originated

at the interfaces are also visible (starting at around 250 ls), which are not present

in the uniform plate response. However, there is no deviation in the arrival time of

the boundary reflection, which denotes the closeness of the bending group speed in

both cases. Overall, this example shows the efficiency of the present element in

modeling structures with discontinuity and bringing out its essential dynamic

characteristics.

5.6 Conclusions

In this chapter, various spectral finite element models were formulated and their

ability to perform wave propagation analysis were demonstrated on a healthy

structure. In the next chapter, we will extend the spectral element approach to

model waveguides with flaws such as horizontal cracks or delamination, vertical

cracks or fibre breaks etc.

References

1. Amaratunga K, Williams JR (1995) Time integration using wavelet. In: Proceedings of SPIE,

wavelet application for dual use, 2491, Orlando, FL, pp 894–902

2. Amaratunga K, Williams JR (1997) Wavelet-Galerkin solution of boundary value problems.

Arch Comput Methods Eng 4(3):243–285

3. Belykin G (1992) On wavelet based algorithms for solving differential equations. Department

of Mathematics, University of Colorado, Boulder

4. Chakroborty A (2004) Wave propagation in anisotropic and inhomogeneous medium,

October 2004. Ph.D. thesis, Indian Institute of Science, Bangalore

5. Chakraborty A, Gopalakrishnan S (2006) An approximate spectral element for the analysis of

wave propagation in inhomogeneous layered media. AIAA J 44(7):1676–1685

6. Chen MQ, Hwang C, Shih YP (1996) The computation of wavelet-Galerkin approximation

on a bounded interval. Int J Numer Methods Eng 39:2921–2944

216 5 Spectral Finite Element Method



7. Cooley JW, Tukey JW (1965) An algorithm for the machine calculation of complex Fourier

series. Math Comput 19:297–301

8. Daubechies I (1988) Orthonormal bases of compactly supported wavelets. Commun Pure

Appl Math 41:906–966

9. Doyle JF (1997) Wave propagation in structures. Springer, New York

10. Gopalakrishnan S, Doyle JF (1994) Wave propagation in connected waveguides of varying

cross-section. J Sound Vib 175(3):347–363

11. Gopalakrishnan S, Doyle JF (1995) Spectral super-elements for wave propagation in

structures with local non-uniformities. Comput Methods Appl Mech Eng 121:77–90

12. Gopalakrishnan S, Chakraborty A, Roy Mahapatra D (2008) Spectral finite element method.

Springer, London

13. Graff KF (1975) Wave motion in elastic solids. Dover Publications Inc., New York

14. Heideman MT, Johnson DH, Burrus CS (1984) Gauss and the history of the fast Fourier

transform. IEEE ASSP Mag 1(4):14–21

15. Moulin E, Assaad J, Delebarre C, Grondel S, Balageas D (2000) Modeling of integrated

Lamb waves generation systems using a coupled finite element normal mode expansion

method. Ultrasonics 38:522–526

16. Nayfeh AH (1995) Wave propagation in layered anisotropic media. North Holland,

Amsterdam

17. Powel MJD (1970) A Fortran subroutine for solving systems of nonlinear. Numerical

methods for nonlinear algebraic equations. Rabinowitz P (ed) Ch. 7, pp 115–161, Algebraic

Equations

18. Reddy JN (1985) Finite element method. McGraw Hill, New York

19. Rizzi SA (1989) A spectral analysis approach to wave propagation in layered solids potential

in a wave guide. PhD thesis, Purdue University

20. Rose JL (1999) Ultrasonic waves in solid media. Cambridge University Press, Cambridge

21. Sneddon IN (1951) Fourier transforms. McGraw-Hill, New York

22. Sneddon IN (1964) Partial differential equations. McGraw-Hill, New York

23. Solie LP, Auld BA (1973) Elastic waves in free anisotropic plates. J Acoust Soc Am

54(1):50–65

24. Varadan VK, Vinoy KJ, Gopalakrishnan S (2006) Smart material systems and MEMS. Wiley,

Chichester

25. Veidt M, Liub T, Kitipornchai S (2002) Modelling of Lamb waves in composite laminated

plates excited by interdigital transducers. NDT E Int 35(7):437–447

26. Verdict GS, Gien PH, Burge CP (1996) Finite element study of Lamb wave interactions with

holes and through thickness defects in thin metal plates. NDT E Int 29(4):248

27. Viktorov IA (1967) Rayleigh and Lamb wave. Plenum Press, New York

28. Williams JR, Amaratunga K (1997) A discrete wavelet transform without edge effects using

wavelet extrapolation. J Fourier Anal Appl 3(4):435–449

29. Zhao G, Rose JL (2003) Boundary element modeling for defect characterization. Int J Solids

Struct 40(11):2645–2658

References 217



Chapter 6

Simplified Spectral Models for Damaged

Waveguides

6.1 Need for Spectral Element Damage Models in Structural

Health Monitoring

Composite structures provide opportunities for weight reduction, tailoring of the

material properties, integrating control surfaces in the form of embedded trans-

ducers, etc. Since very few such high-importance composite structures have

completed significant number of years of design life, the damage tolerance of these

structures is yet to be explored. Unlike the design of metal structures, this infor-

mation has not been incorporated into the design process. Therefore, a potential

barrier at present is that composite structures can have internal defects that are

difficult to detect and therefore need frequent monitoring to assess their vulnera-

bility. Although matrix cracking, fiber breakage, fiber debonding, etc., initiate the

damage that occurs in laminated composites, inter-laminar cracking or delami-

nation is most important and can easily grow to reduce the life of the structure.

This is because, in contrast to their in-plane properties, transverse tensile and inter-

laminar shear strengths are quite low. Furthermore, material degradation defects

due to porosity and moisture absorption are common in composite structures. As

widely discussed in the previous chapters, meaningful damage detection analysis

needs to be supported by efficient models which can simulate the presence of

defects and most importantly can replicate their effects on the dynamic response of

the structure. Finite element modeling of some of the above defects were

addressed in Chap. 4. Although, FEM is versatile in modeling most defects, the FE

model sizes places severe restriction on its use for the simulation of wave-based

inspections. This aspect was discussed in Chap. 4. The main requirements of

models in support of SHM are their ability to develop simplified damage models.

This aspect is addressed in this chapter, while the damage detection aspect is dealt

with in Chaps. 10 and 11. This chapter presents the formulation of simplified

spectral element models for single and multiple delaminations, fibre breakage,

S. Gopalakrishnan et al., Computational Techniques for Structural Health Monitoring,

Springer Series in Reliability Engineering, DOI: 10.1007/978-0-85729-284-1_6,

� Springer-Verlag London Limited 2011
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corrosion in metals and material degradation in composites. In the next chapter,

damage models for notched type structures are presented through formulations

based on perturbation techniques.

6.2 Review of Simplified Models for Structural Defects

There are a number of damagemodels for metallic and composite structures reported

in the literature. Modeling flaws using conventional FEM is simple and straight-

forward and this aspect was discussed in detail in Chap. 4. Kinematics based models

have received significant attention by the researchers. Some of such models use

simple springs to represent damage by fine tuning the value of the spring constant

until the response from the model matches experimental/FEM responses. Such

models do not represent the physics of the problem accurately. That is, the presence

of cracks in the structure introduces mode conversion, which is a phenomenon by

which a purely axial input give rise to bending response and vice versa. In terms of

Lamb wave terminology, an A0 mode generates an S0 mode and vice versa in the

presence of damage. Simple spring models cannot capture this physics. Hence,

different researchers have proposed different methods to capture mode conversion

phenomena and some of these are found in [1, 6, 8, 19, 22, 23, 38, 42]. Each of these

models make varying assumptions, the result of which is the increasing complexity

in the formulated models. We are not discussing each of these models here. Models

based on constant shear kinematics are found to be very useful in capturing accu-

rately the dynamics of the cracked beams [1, 6]. Most of these works are ad hoc in

nature and are not suitable for automation to tackle practical problems. In this

chapter, a new modeling methodology under SFEM environment is outlined to

model defects in beam and plates. Since SFEM is based on FE procedures, the

scheme is highly suited for automation. That is, the formulated spectral damage

elements can be inserted in the region of suspected damage without the need for fine

meshing, normally required in the conventional FEM to capture the stress singularity

at the crack tip. The utility of these formulated elements to capture the mode con-

version phenomenon is also demonstrated in this chapter.

Most of damage modeling in 2D waveguides are performed using conventional

FEM using the concepts outlined in Chap. 4. Some of these, especially the

delamination models for composite structures are reported in [8, 15, 29, 34, 35].

However, a few researchers have used Layerwise Theories (LT) to accurately

capture the response of a damaged structure. There are many variants of the LT

modeling reported in the literature some of which can be found in [2, 5, 12, 30, 43,

44]. All these LT models require enormous model sizes to accurately capture the

response features of a delaminated structures. One simple method to model

delamination using LT or alternatively the Equivalent single layer Theory (ESLT)

is to measure slope discontinuity at the crack (delamination) front. It is shown in

the work of Rice and Levy [31] that the slope discontinuity at both sides of the

crack location due to bending moments is proportional to bending compliance of
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the crack and nominal bending stress. Using the expressions given in this paper,

Khadem and Rezaee [17] obtained slope discontinuity at both sides of a hypo-

thetical boundary along the crack in terms of the characteristics of the crack. This

expression is used to introduce delamination in the spectral plate element devel-

oped in Chap. 5 (see Sect. 5.4). Similar work can be found in [18], where the

delamination is modeled using isotropic spectral plate elements. In the next few

subsections, simplified spectral element damage models for both 1D and 2D

composite waveguides are described.

6.3 Modeling of Single Delamination or Horizontal Cracks

This model was described under the FE environment in Sect. 4.3.3 where the

kinematics between the nodes of the base laminate and sub-laminates were

imposed through rigid links. In this section, the system kinematics is enforced

through a transformation matrix that is constructed using assumed displacement

field of a 1D composite waveguide. The simplified damaged model presented in

this section can be used to model single through-width delamination in composites

or a through-width horizontal cracks in metals. This model can be formulated both

under Fourier or Wavelet transform environment.

The location of the nodes of the spectral elements for a delaminated beam is

shown in Fig. 4.7. In the absence of delamination, one spectral element between

node 1 and node 2 is sufficient for the analysis. The presence of a delamination

when treated as a structural discontinuity by neglecting the effect of stress sin-

gularity at the delamination tip, increases the number of elements from 1 to 4. Six

more nodes are introduced to model individual base laminates and sub-laminates.

For the sub-laminate elements (elements 3 and 4) the nodes are located at the mid-

plane of the sub-laminates and element lengths are equal to the length of the

delamination.

The kinematic assumption for the interface of base laminate and sub-laminates

is that the cross-section remains straight, i.e., the slope is continuous and constant

at the interface. Under this assumption, one can obtain the following equations:

û3 ¼
û03
x̂3

/̂3

8
<
:

9
=
; ¼

û04 þ h2/̂4

x̂4

/̂4

8
<
:

9
=
; ¼ S1û4 ð6:1Þ

û5 ¼
û05
x̂5

/̂5

8
<
:

9
=
; ¼

û04 � h1/̂4

x̂4

/̂4

8
<
:

9
=
; ¼ S2û4 ð6:2Þ

and similarly,

û6 ¼ S1û7; û8 ¼ S2û7: ð6:3Þ
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Here all the vectors are marked with overhead hat to indicate that the variables are

discretized in the frequency domain. Using these we can map the displacements at

sub-laminate element nodes 3, 5 (on the left interface) and 6, 8 (on the right

interface) in terms of displacements of base laminate nodes 4 (on the left interface)

and 7 (on the right interface), respectively (see Fig. 4.7c). Also, S1 and S2 are the

3� 3 transformation matrices given by

S1 ¼
1 0 h2
0 1 0

0 0 1

2
4

3
5; S2 ¼

1 0 �h1
0 1 0

0 0 1

2
4

3
5: ð6:4Þ

From the equilibrium of the left interface AB (Fig. 6.1), we can draw the following

force balance equation:

N̂4

V̂4

M̂4

8
<
:

9
=
;þ

N̂3

V̂3

M̂3

8
<
:

9
=
;þ

0

0

h2N̂3

8
<
:

9
=
;þ

N̂5

V̂5

M̂5

8
<
:

9
=
;þ

0

0

�h1N̂5

8
<
:

9
=
; ¼

0

0

0

8
<
:

9
=
; ð6:5Þ

which, in matrix form can be written as

f̂4 þ ST1 f̂3 þ ST2 f̂5 ¼ 0: ð6:6Þ

Similarly, from the equilibrium of the right interface CD, we can get

Fig. 6.1 Force balance at the interface between base laminate and sub-laminate elements
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f̂7 þ ST1 f̂6 þ ST2 f̂8 ¼ 0: ð6:7Þ

The element equilibrium equation for the jth element (j ¼ 1; 2 for base laminates,

j ¼ 3; 4 for sub-laminates) with nodes p and q can be written as

K̂
ðjÞ
ð6�6Þ

ûp
ûq

� �
¼

f̂p

f̂q

� �
: ð6:8Þ

This equation can be rewritten using 3� 3 sub-matrices of the stiffness matrix as

K̂
ðjÞ
11 K̂

ðjÞ
12

K̂
ðjÞ
21 K̂

ðjÞ
22

" #

ð6�6Þ

ûp
ûq

� �
¼

f̂p

f̂q

� �
: ð6:9Þ

The above equation for the local element 1 can be written as

K̂
ð1Þ
11 K̂

ð1Þ
12

K̂
ð1Þ
21 K̂

ð1Þ
22

" #

ð6�6Þ

û1
û4

� �
¼ f̂1

f̂4

� �
: ð6:10Þ

For local element 2, we have

K̂
ð2Þ
11 K̂

ð2Þ
12

K̂
ð2Þ
21 K̂

ð2Þ
22

" #

ð6�6Þ

û7
û2

� �
¼ f̂7

f̂2

� �
: ð6:11Þ

For local element 3, we have

K̂
ð3Þ
11 K̂

ð3Þ
12

K̂
ð3Þ
21 K̂

ð3Þ
22

" #

ð6�6Þ

û5
û8

� �
¼ f̂5

f̂8

� �
: ð6:12Þ

Expressing û5 and û8 in terms of û4 and û7 respectively (Eqs. 6.2 and 6.3) and pre-

multiplying both sides by ST2 ; we get

ST2 K̂
ð3Þ
11 S2 ST2 K̂

ð3Þ
12 S2

ST2 K̂
ð3Þ
21 S2 ST2 K̂

ð3Þ
22 S2

" #

ð6�6Þ

û4
û7

� �
¼

ST2 f̂5

ST2 f̂8

� �
: ð6:13Þ

For the local element 4, we have

K̂
ð4Þ
11 K̂

ð4Þ
12

K̂
ð4Þ
21 K̂

ð4Þ
22

" #

ð6�6Þ

û3
û6

� �
¼ f̂3

f̂6

� �
: ð6:14Þ

Similarly expressing û3 and û6 in terms of û4 and û7 respectively (Eqs. 6.1–6.3)

and pre-multiplying both sides by ST1 ; we get

ST1 K̂
ð4Þ
11 S1 ST1 K̂

ð4Þ
12 S1

ST1 K̂
ð4Þ
21 S1 ST1 K̂

ð4Þ
22 S1

" #

ð6�6Þ

û4
û7

� �
¼

ST1 f̂3

ST1 f̂6

� �
: ð6:15Þ
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After assembly of the above equations for the four local elements (two base

laminates and two sub-laminates) and subsequent use of Eqs. 6.6 and 6.7 yield the

following matrix equation:

�̂�K

û1
û4
û7
û2

8
>><
>>:

9
>>=
>>;

¼
f̂1
0

0

f̂2

8
>><
>>:

9
>>=
>>;
; ð6:16Þ

where �̂�K is

K̂
ð1Þ
11 K̂

ð1Þ
12 0 0

K̂
ð1Þ
21 K̂

ð1Þ
22 þ ST1 K̂

ð4Þ
11 S1 þ ST2 K̂

ð3Þ
11 S2 ST1 K̂

ð4Þ
12 S1 þ ST2 K̂

ð3Þ
12 S2 0

0 ST1 K̂
ð4Þ
21 S1 þ ST2 K̂

ð3Þ
21 S2 ST1 K̂

ð4Þ
22 S1 þ ST2 K̂

ð3Þ
22 S2 þ K̂

ð2Þ
11 K̂

ð2Þ
12

0 0 K̂
ð2Þ
21 K̂

ð2Þ
22

2
6664

3
7775:

Upon condensation of the degrees of freedom at the internal nodes 4 and 7, the

final form of the equilibrium equation is obtained as

�̂Kð6�6Þ
û1
û2

� �
¼ f̂1

f̂2

� �
; ð6:17Þ

where �̂K is the reconstructed stiffness matrix for the spectral element with

embedded delamination. Now, one only needs to replace the usual spectral element

with this spectral element wherever a possible delamination may exist in com-

posite beams and frame structures, keeping the original nodes unaltered. Hence, it

is evident that insertion of this element in a modular approach is suitable for faster

modeling and accurate prediction of delaminations in composite beams and frames

with partial measurement of sensor signals.

In the above formulation, we have not considered the effect of distributed

contact between the delaminated surfaces, at the top from the sub-laminate (4) and

at the bottom from the sub-laminate (3) (Fig. 6.2). In the present study, this is

modeled as a viscoelastic layer between the delaminated surfaces. This model

not only includes the effect of interfacial frictional slip under Mode-II fracture

but also can be used as a linearized model to restrict the interpenetration and

frictional contact under Mode-I fracture. However, more complex models

considering a non-linear spring to restrict the occurrence of the incompatible

modes due to interpenetration can be developed. Such aspects have been studied

semi-analytically in [22].

Figure 6.2 shows the delaminated zone between two delaminated surfaces. Let

us consider the distributed spring constants Kx and Kz; and the distributed viscous

damping coefficients Cx and Cz: The spectral amplitude of the distributed contact

force vectors Ĉt acting on the top surface of sub-laminate (3) and Ĉb acting on the

224 6 Simplified Spectral Models for Damaged Waveguides



bottom surface sub-laminate (4) and consisting of longitudinal force along x,

transverse force along z and moment about y due to relative motion between the

top and bottom surfaces can be expressed as

Ĉt ¼
Kx þ ixnCx 0

0 Kz þ ixnCz

zbtðKx þ ixnCxÞ 0

2
4

3
5 ûb � ût

ŵb � ŵt

� �
¼ K� ûb � ûtð Þ; ð6:18Þ

Ĉb ¼ �Ĉt ð6:19Þ

where the subscripts t and b respectively indicate the quantities associated with the

top surface of the sub-laminate (3) and the bottom surface of the sub-laminate (4).

In Eq. 6.18, zbt is the depth of separation between the delaminated surfaces.

Considering the displacement field according to the Timoshenko beam theory in

Eq. 2.129, the top surface displacement vector ût for sub-laminate (3) can be

expressed as

ût ¼
ût
ŵt

� �
¼ 1 0 z

ð3Þ
t

0 1 0

� �
ûðx;xnÞ

ð3Þ ¼ �S1ûðx;xnÞ
ð3Þ ð6:20Þ

and similarly, the bottom surface displacement vector ûb for sub-laminate (4) can

be expressed as

ûb ¼
ûb
ŵb

� �
¼ 1 0 z

ð4Þ
b

0 1 0

� �
ûðx;xnÞ

ð4Þ ¼ �S2ûðx;xnÞ
ð4Þ ð6:21Þ

where z
ð3Þ
t denotes the depth of the top surface measured from the local reference

plane of the sub-laminate (3) and z
ð4Þ
b denotes the depth of the bottom surface

measured from the local reference plane of the sub-laminate (4). Using the generic

displacement vector ûðx;xnÞ
ð3Þ

and ûðx;xnÞ
ð4Þ

in terms of the spectral element

shape function matrices and nodal displacement vectors, a consistent nodal force

vector can be formed. Thus, for sub-laminate (3), the consistent nodal force vector

is f̂
eð3Þ

¼
R L

0
N eT

ð3ÞĈt dx:; where N
eT

ð3Þ is the shape function matrix for element 3. It is

Fig. 6.2 Distributed contact

idealized through distributed

linear spring K and

distributed linear viscous

damper C between the

delaminated surfaces. The

waveguides (4) and (3)

represents the top and bottom

sub-laminates respectively as

shown in Fig. 4.7a
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to be noted that the above method of modeling delamination can be incorporated

both under Fourier transform or Wavelet transform environment. That is, the

respective healthy spectral elements required to model beam segments before and

ahead of the crack front could be either WSFEM or FSFEM depending on the

transform domain in which the problem is solved.

6.3.1 Wave Scattering in a Delaminated Beam Using Wavelet

Spectral Elements

This problem is solved in wavelet domain using the formulated WSFE model of

delaminated composite beam. The analysis is performed on different fixed-free

delaminated AS4/3501-6 graphite-epoxy beams. The material properties of the

beam are given in Table 6.1. The beam configuration is shown in Fig. 6.3, where,

L and Ld are the lengths of the beam and delamination respectively and L1 is the

distance of the delamination from the free end of the beam.

The cross-sectional dimension is 0:01� 0:01m2 with depth 2h ¼ 0:01m and

width 2b ¼ 0:01m: Numerical examples are presented for different values of these

lengths, ply-lay up sequences and positions of delaminations along the thickness of

the beam. In addition, the wave propagation responses are studied for both broad-

banded impulse (see Fig. 3.7) and narrow-banded modulated pulse loadings. The

unit broadband impulse load used has a duration of 50 ls and a frequency content

of 44 kHz. Similarly, the modulated pulse loading with central frequency of

70 kHz is shown in time and frequency domains in Fig. 6.4. The WSFE model is

formulated with N ¼ 22 and a time sampling rate Dt ¼ 2 ls: A single spectral

element is used to simulate the responses.

First, the WSFE model of delaminated beam is validated with responses sim-

ulated using a 2D FE model. The transverse tip velocity of beam shown in Fig. 6.3

with ply-layup ½0�8; L ¼ 0:5m and L1 ¼ 0:25m is plotted for centerline delami-

nation length of Ld ¼ 20mm and compared with the response obtained using 2D

FE in Fig. 6.5a. The FE result is obtained using 400, 4-noded quadrilateral plane

stress elements and Newmark’s time integration with time step 1 ls: It can be seen

that results compare well. However, the small difference in the wave speeds

predicted by the two methods can be further reduced by refining the FE mesh.

Table 6.1 Properties of

AS4/3501-6 graphite-epoxy

beams

Material properties

E11 (GPa) 141.9

E22 (GPa) 9.78

G12 ¼ G13 (GPa) 6.13

G23 (GPa) 4.80

m12 0.42

q 1; 449 kg/m3
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In Fig. 6.5b, the transverse tip velocities of same beam configuration are

plotted, but, for different lengths, Ld; of delaminations and are compared with the

undamaged response. The delaminations are along the centerline of the beam and

are of lengths Ld ¼ 10; 20 and 30 mm. It can be seen that in addition to the

reflection from the fixed end, the damaged responses show early reflections gen-

erated from the delaminations and amplitudes of these reflected waves increases

with increase in delamination lengths, as expected. Similar tip transverse velocities

are presented in Fig. 6.5c, except that, here, the delamination length is kept fixed at

Ld ¼ 20mm while the positions along the thickness direction are varied from

h1 ¼ h; h=2 and h=4 (see Fig. 6.3). As in the previous plot, even here, the damaged

responses show reflections from the delaminations and it can be observed that their

amplitudes increase as h1 i.e. depth of the delamination from the top surface of the

beam decreases. In Fig. 6.5d, the transverse velocities due to tip transverse

impulse load are plotted for beams with different ply orientation sequences. In all

the cases, the beam configuration is similar to Fig. 6.3 with L ¼ 0:5m; L1 ¼
0:25m and centerline delamination of Ld ¼ 20mm: The three ply-layups used are

½0�8; ½45�8 and ½60�8: Different ply-layups change the stiffness of the beam and

hence the wave speeds also change as seen from Fig. 6.5d, where the responses

show different amplitudes and time of arrival of reflections. The ½0�8 beam has the

Fig. 6.3 Fixed-free beam

configuration with mid-plane

delamination

Fig. 6.4 Narrow-banded

pulse modulated at 70 kHz in

time and frequency (inset)

domain
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lowest amplitude and the time of arrival as it has the highest flexural stiffness and

hence highest group speed.

Next, numerical experiments are performed using narrow-band sinusoidal load

(see Fig. 6.4) with central frequency of 70 kHz as input excitation. For such

loading, the waves non-dispersively and used for damage detection. The load is

again applied in transverse direction at the tip of a ½0�8 beam shown in Fig. 6.3

with L ¼ 0:5m and L1 ¼ 0:25m: The responses studied are the transverse

velocities measured at the tip. In Figs. 6.6a–c, the velocities of undamaged and

delaminated beams with Ld ¼ 10 and 20 mm are plotted respectively. In either

cases, the delamination is along the centerline of the beam. Similar to the

responses due to impulse loading in previous example, the damaged responses

here show an additional reflection from the delamination and their amplitude

increases with increase in the delamination length. From these plots, the

Fig. 6.5 Transverse tip velocity of fixed-free graphite-epoxy beam due to tip impulse load

applied in transverse direction with a delamination length Ld ¼ 20mm (validated with 2D FE)

b different delamination lengths Ld ¼ 10; 20; 30mm c delaminations at different heights above

centreline d different ply-lay up ½0�8; ½45�8; ½60�8
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positions of damages can be obtained directly using the time of arrival and wave

speed.

6.3.2 Effect of Wave Scattering Due to Delamination at Ply-Drops

The formulated damaged spectral element based on Fourier Transform (FSFEM) is

used to study wave scattering due to a delamination at the ply drop. These regions

are highly susceptible to such damages due to the presence of high stress gradients

arising out of thickness loss.

In health monitoring applications, detection of delaminations near ply-drops,

composite joints or other structural discontinuities is of great practical relevance. If

the delamination length is small, the same modeling strategy used for delamination

modeling can be used. A cantilever beam with the same material properties as used

Fig. 6.6 Transverse velocities of fixed-free graphite-epoxy beam due to narrow-banded load at

50 kHz applied in transverse direction a undamaged, b delaminated Ld ¼ 10mm and

c Ld ¼ 20mm
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in the previous illustration and with ply-drops (Fig. 6.7) is considered. The model

has five plies dropped from the top, out of 15 plies on the fixed end side of the

cantilever. A 20 mm long delamination is considered at the location of the ply-

drops. Only two spectral elements are used in the model. Transverse velocity

histories at the free end are plotted in Fig. 6.8. For the healthy case, two reflections

can be seen; first, one from the ply-drop due to a sudden change in the thickness,

and the second one from the fixed end of the beam. For the second case with

delamination, the reflection from the ply-drop region is seen to be intensified

showing a distinct blob. In actual experimental study, one can use a second

transducer pair to generate the incident pulse and also measure the reflected pulse

both on the both ends of delamination. Thus, by measuring the reflected waves on

both sides of the delamination, it is possible to predict the length of the delami-

nation accurately. Also, the reference structural database can be updated in the

presence of any local material degradation by correlating the measured signal and

simulated signal using the present spectral element model.

6.4 Modeling of Fiber Breakage and Vertical Cracks

This model was previously described in the context of FEs in Sect. 4.3.3 to model

vertical cracks in metals or fibre breaks in composites. Here, we extend the

approach to the SFEM environment. For this purpose, we consider Fig. 4.8. As in

the case of horizontal cracks, the method was implemented using rigid links (see

Chap. 4) for enforcing kinematics between nodes surrounding the damage. In this

section, the kinematics is enforced through a transformation matrix constructed

using the beam displacement field.

The philosophy behind this approach is the same as that of the horizontal crack

model. The cracked member is split into sub-laminates and base laminates,

enforcing the kinematics on nodes forming the damage and eliminating the

internal nodes through a dynamic condensation procedure. The spectral element

model for individual base or sub-laminates could be either FFT based or wavelet

based spectral elements.

In the absence of any crack, a single spectral element between node 1 and node 2

(Fig. 4.8a) is sufficient to capture the exact dynamics of the beam. Let us consider a

transverse crack in a beam that requires explicit definition by three additional

parameters. These three parameters are (1) the span-wise location of the transverse

crack (x ¼ L1 þ DL=2 as shown in Fig. 4.8a, L1 and DL will be defined later),

Fig. 6.7 Configuration of the

cantilever beam showing a

delamination in the region of

ply-drops. L ¼ 1m;
L0 ¼ 1:5m
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(2) the thickness-wise location of the bottom crack-tip (z ¼ d1), (3) the thickness-

wise location of the top crack-tip (z ¼ d2; h ¼ d2 � d1 is the crack depth). We

assume that the transverse crack is a through-width crack (along the y direction),

which allows modeling to be accomplished using one-dimensional waveguides. The

element discretization shown in Fig. 4.8b corresponds to six internal waveguides

numbered (1)–(6). For all these elements, a total of ten additional nodes apart from

node 1 and node 2 will appear in the formulation, and the degrees of freedom

associated with themwill be condensed out systematically. As a result, a simple two-

node element can be used to model the transverse crack in a metallic or composite

beam, where faster and repeated analysis with acceptable accuracy will be of prime

importance for damage identification studies and various SHM applications in

conjunction with a wave-based diagnostic signal.

Since the main objective behind using such a model is to improve upon the

various available approximate models based on equivalent flexibility, empirical

crack functions, etc., it is essential for the proposed element discretization tech-

nique (Fig. 4.8) that any spurious scattering effect is avoided. It can be seen in Fig.

4.8 that the elements (3) and (4) are expected to behave as hanging elements,

especially when their lengths become longer. This can be avoided in two ways.

Either a bound on the length of the elements (3) and (4) in terms of the incident

wavelength can be imposed or appropriate constraints on the top and bottom

surfaces of elements (3) and (4) can be imposed by choosing higher lengths.

Calculations for implementing both options are presented below. A bound on

the length of the hanging elements is imposed for comparison with standard FE

results and other numerical simulations. The constrained equations for unbounded

length of the hanging elements are formulated after the basic element formulation.

We consider equal lengths of hanging laminates denoted by DL=2 as shown in

Fig. 4.8b. For any arbitrary dynamic excitation involving multiple harmonics, the

bound on the length of the hanging laminates is imposed in terms of the smallest

group wavelength, which is given by

Fig. 6.8 Transverse velocity

_w at the free end due to

modulated sine pulse applied

transversely at the free end of

the cantilever beam with ply-

drops
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DL\Min kg
� �

; kg ¼ cg=xg ð6:22Þ

where cg is the group wave velocity defined as cg ¼ dx=dk; k is the wavenumber,

xg ¼ x=2p is the excitation frequency. As the frequency increases, the group

wavelength kg decreases. Note that kg is the same as the wavelength k ¼ c=xg for

single frequency excitation, where c is the phase velocity, but is different from k

for a band-limited excitation about a central frequency. Considering the arrival of

the waves through the uncracked base laminates, Eq. 6.22 can now can be used to

eliminate any spurious scattering of wave in an approximate manner.

The kinematic assumption adopted in the present formulation is that the cross-

sectional interfaces between the base laminate, the sub-laminates and the hanging

laminates remain straight, i.e., the slope is continuous and constant at these

interfaces. Under this assumption, one can relate the nodal degrees of freedom at

the interfaces as follows:

û7 ¼
ûo7
x̂7

/̂7

8

<

:

9

=

;

¼
ûo5 þ h1/̂5

x̂5

/̂5

8

<

:

9

=

;

¼ S1û5 ð6:23Þ

û8 ¼
ûo8
x̂8

/̂8

8

<

:

9

=

;

¼
ûo5 þ h2/̂5

x̂5

/̂5

8

<

:

9

=

;

¼ S2û5 ð6:24Þ

û9 ¼
û09
x̂9

/̂9

8

<

:

9

=

;

¼
û05 þ h3/̂5

x̂5

/̂5

8

<

:

9

=

;

¼ S3û5 ð6:25Þ

and similarly,

û10 ¼ S1û6; û11 ¼ S2û6; û12 ¼ S3û6 ð6:26Þ

where

S1 ¼
1 0 h1
0 1 0
0 0 1

" #

; S2 ¼
1 0 h2
0 1 0
0 0 1

" #

; S3 ¼
1 0 h3
0 1 0
0 0 1

" #

: ð6:27Þ

6.4.1 Interface Equilibrium of Forces

Considering the left interface between the base laminate and sub-laminates

(Fig. 4.8), the equilibrium of the associated nodal forces can be written as

N̂5
V̂5
M̂5

( )

þ N̂7
V̂7

M̂7 þ h1N̂7

( )

þ N̂8
V̂8

M̂8 þ h2N̂8

( )

þ N̂9
V̂9

M̂9 þ h3N̂9

( )

¼
0
0
0

( )

ð6:28Þ
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which, in matrix form and with the help of Eq. 6.27, can be expressed as

f̂5 þ ST1 f̂7 þ ST2 f̂8 þ ST3 f̂9 ¼ 0: ð6:29Þ

Similarly, considering the right interface between the base laminate and sub-

laminates, the equilibrium of the associated nodal forces can be expressed as

f̂6 þ ST1 f̂10 þ ST2 f̂12 þ ST3 f̂12 ¼ 0: ð6:30Þ

At the crack surface,

f̂3 þ f̂4 ¼ 0 ð6:31Þ

and under the assumption of no contact between the crack surfaces, f̂3 ¼ 0 and

f̂4 ¼ 0: The effect of contact between the crack surfaces will be dealt with as a

separate case in Sect. 6.4.3.

6.4.2 Assembly of the Element Internal Waveguides

The element equilibrium equation for the jth element-internal waveguide (j ¼ 1; 2
for base laminates, j ¼ 5; 6 for sub-laminates and j ¼ 3; 4 for hanging laminates as

shown in Fig. 4.8) with nodes p and q can be expressed generically as

K̂
ðjÞ
11 K̂

ðjÞ
12

K̂
ðjÞ
21 K̂

ðjÞ
22

" #

ð6�6Þ

ûp
ûq

� �

¼
f̂p

f̂q

� �

: ð6:32Þ

The above equation, for the internal element (1) is

K̂
ð1Þ
11 K̂

ð1Þ
12

K̂
ð1Þ
21 K̂

ð1Þ
22

" #

ð6�6Þ

û1
û5

� �

¼ f̂1
f̂5

� �

ð6:33Þ

or for the internal element (2),

K̂
ð2Þ
11 K̂

ð2Þ
12

K̂
ð2Þ
21 K̂

ð2Þ
22

" #

ð6�6Þ

û6
û2

� �

¼ f̂6
f̂2

� �

ð6:34Þ

Similarly, for the internal element (3), we have

K̂
ð3Þ
11 K̂

ð3Þ
12

K̂
ð3Þ
21 K̂

ð3Þ
22

" #

ð6�6Þ

û8
û3

� �

¼ f̂8
f̂3

� �

: ð6:35Þ
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Expressing û8 in terms of û5 with the help of Eq. 6.24 and pre multiplying both

sides of Eq. 6.35 by ST2 ; we get

ST2 K̂
ð3Þ
11 S2 ST2 K̂

ð3Þ
12

ST2 K̂
ð3Þ
21 S2 ST2 K̂

ð3Þ
22

" #

ð6�6Þ

û5
û3

� �

¼
ST2 f̂8

ST2 f̂3

� �

: ð6:36Þ

The equilibrium equation for the internal element (4) is

K̂
ð4Þ
11 K̂

ð4Þ
12

K̂
ð4Þ
21 K̂

ð4Þ
22

" #

ð6�6Þ

û4
û11

� �

¼ f̂4
f̂12

� �

: ð6:37Þ

Expressing û11 in terms of û6 with the help of Eq. 6.26 and pre multiplying both

sides of Eq. 6.37 by ST2 ; we get

ST2 K̂
ð4Þ
11 ST2 K̂

ð4Þ
12 S2

ST2 K̂
ð4Þ
21 ST2 K̂

ð4Þ
22 S2

" #

ð6�6Þ

û4
û6

� �

¼
ST2 f̂4

ST2 f̂12

� �

: ð6:38Þ

The element equilibrium equation for the internal element (5) is

K̂
ð5Þ
11 K̂

ð5Þ
12

K̂
ð5Þ
21 K̂

ð5Þ
22

" #

ð6�6Þ

û7
û10

� �

¼ f̂7
f̂10

� �

: ð6:39Þ

Expressing û7 and û10 in terms of û5 and û6 respectively with the help of

Eqs. 6.23–6.26 and pre multiplying both sides of Eq. 6.39 by ST1 ; we get

ST1 K̂
ð5Þ
11 S1 ST1 K̂

ð5Þ
12 S1

ST1 K̂
ð5Þ
21 S1 ST1 K̂

ð5Þ
22 S1

" #

ð6�6Þ

û5
û5

� �

¼
ST1 f̂7

ST1 f̂10

� �

: ð6:40Þ

The element equilibrium equation for the internal element (6) is

K̂
ð6Þ
11 K̂

ð6Þ
12

K̂
ð6Þ
21 K̂

ð6Þ
22

" #

ð6�6Þ

û9
û12

� �

¼ f̂9
f̂12

� �

: ð6:41Þ

Expressing û9 and û12 in terms of û5 and û6 respectively with the help of Eqs. 6.25

and 6.26 and pre multiplying both sides of Eq. 6.41 by ST3 ; we get

ST3 K̂
ð6Þ
11 S3 ST3 K̂

ð6Þ
12 S3

ST3 K̂
ð6Þ
21 S3 ST3 K̂

ð6Þ
22 S3

" #

ð6�6Þ

û5
û6

� �

¼
ST3 f̂9

ST3 f̂12

� �

: ð6:42Þ

6.4.3 Modeling Dynamic Contact Between Crack Surfaces

The present SFE with embedded transverse crack can be also formulated to capture

the effect of dynamic frictional contact and viscosity due to the polymer matrix

grain boundary and broken fiber fragments. Similar models for delamination can
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be found in [22, 26]. However, a more complex model includes a non-linear spring

to restrict the occurrence of incompatible opening-closing modes due to inter-

penetration. This development will not be attempted here. Figure 4.8c shows the

transverse crack surfaces and the associated hanging laminates (3) and (4). The

motion of the crack surfaces is approximated through the motion of node 3 and

node 4. Let us assume that the distributed spring and viscoelastic contact force

along the crack surfaces can be lumped on node 3 and node 4 as

f̂3
f̂4

� �

¼ K̂� �K̂�

�K̂� K̂�

� �

ð6�6Þ

û4
û3

� �

; ð6:43Þ

where

K̂� ¼
ðKu þ ixCuÞ 0 0

0 ðKw þ ixCwÞ 0

0 0 ðK/ þ ixC/Þ

2

4

3

5; ð6:44Þ

with Ku;Kw;K/ are the spring stiffnesses and Cu;Cw and C/ are the viscous

damping coefficients associated with relative longitudinal displacement, transverse

displacement and rotation between node 3 and node 4.

After assembling the element equilibrium equations for the six internal ele-

ments (Eqs. 6.33–6.41) and subsequently using Eqs. 6.29–6.31 and 6.43, we get

K11 K12 0 0 0 0

K21 K22 K23 0 K25 0

0 K32 K33 K34 0 0

0 0 K43 K44 K45 0

0 K52 0 K54 K55 K56

0 0 0 0 K65 K66

2

6

6

6

6
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6
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7
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<
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:
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=
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;

; ð6:45Þ

where

K11 ¼ K̂
ð1Þ
11 ; K12 ¼ K̂

ð1Þ
12 ; K21 ¼ K̂

ð1Þ
21 ;

K22 ¼ K̂
ð1Þ
22 þ ST1 K̂

ð5Þ
11 S1 þ ST2 K̂

ð3Þ
11 S2 þ ST3 K̂

ð6Þ
11 S3;

K23 ¼ ST2 K̂
ð3Þ
12 ; K25 ¼ ST1 K̂

ð5Þ
12 S1 þ ST3 K̂

ð6Þ
12 S3; K32 ¼ K̂

ð3Þ
21 S1;

K33 ¼ K̂
ð3Þ
22 þ ST2K

�; K34 ¼ �ST2K
�; K43 ¼ �ST2K

�;

K44 ¼ K̂
ð4Þ
11 þ ST2K

�; K45 ¼ K̂
ð4Þ
12 S2;

K52 ¼ ST1 K̂
ð5Þ
21 S1 þ ST3 K̂

ð6Þ
21 S3; K54 ¼ ST2 K̂

ð4Þ
21 ;

K55 ¼ K̂
ð2Þ
11 þ ST1 K̂

ð5Þ
22 S1 þ ST2 K̂

ð4Þ
22 S2 þ ST3 K̂

ð6Þ
22 S3; K56 ¼ K̂

ð2Þ
12 ;

K65 ¼ K̂
ð2Þ
21 ; K66 ¼ K̂

ð2Þ
22 :
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6.4.4 Modeling of Surface Breaking Cracks

The surface-breaking cracks can be considered in the same framework as

formulated above. Figures 6.9a and b show the internal elements for the top and

bottom surface-breaking cracks respectively. The only difference in these

cases compared to the embedded transverse crack is that here the number of

elements and nodes representing the top sub-laminates (element (6)) and bottom

sub-laminates (element 5), which are absent in Fig. 4.8b. Therefore, by removing

these element equilibrium equations while assembling, one can obtain the

modified form of Eq. 6.45 for the top and bottom surface-breaking cracks.

6.4.4.1 Super Element Level Condensation

We first condense out the degrees of freedom at the crack surfaces (i.e. node 3 and

node 4), which reduces Eq. 6.45 to

�K11
�K12 0 0

�K21
�K22

�K23 0

0 �K32
�K33

�K34

0 0 �K43
�K44

2

6

6

4

3

7

7

5

ð12�12Þ

û1
û5
û6
û2

8

>

>

<

>

>

:

9

>

>

=

>

>

;

¼

f̂1
0

0

f̂2

8

>

>

<

>

>

:

9

>

>

=

>

>

;

; ð6:46Þ

where

�K11 ¼ K11; �K12 ¼ K12; �K21 ¼ K21; �K22 ¼ K22 þK23K
�
35;

�K23 ¼ K25 þK23K
�
36;

�K32 ¼ K52 þK54K
�
45;

�K33 ¼ K55 þK54K
�
46;

�K34 ¼ K56; �K43 ¼ K65;

�K44 ¼ K66; K�
45 ¼ ðK44 �K43K

�1
33 K34Þ

�1
K43K

�1
33 K32;

In the second step, we condense out the degrees of freedom at node 5 and node 6,

which yields the final form of the equilibrium equation representing a two-node

element with embedded transverse crack, and can be expressed as

�̂K11
�̂K12

�̂Ki21 �̂K22

" #

ð6�6Þ

û1
û2

� �

¼ f̂1
f̂2

� �

; ð6:47Þ

Fig. 6.9 Representation of the base laminates, sub-laminates and hanging laminates by spectral

elements for a top surface-breaking crack and b bottom surface-breaking crack
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where

�̂K11 ¼ K11 þK12K
�
51;

�̂K12 ¼ K12K
�
52;

�̂K21 ¼ K43K
�
61;

�̂K22 ¼ K44 þK43K
�
62; K�

61 ¼ ðK33 �K32K
�1
22 K23Þ

�1
K32K

�1
22 K21;

K�
62 ¼ �ðK33 �K32K

�1
22 K23Þ

�1
K34;

K�
51 ¼ �ðK�1

22 K21 þK�1
22 K23K

�
61Þ; K�

52 ¼ �K�1
22 K23K

�
62:

As in the case of delamination modeling, one only needs to replace the spectral

element for the healthy beam with this spectral element wherever the presence of a

transverse crack is to be accounted for. To emphasize the novel use of this element

for applications in SHM, its numerical performance is compared with standard

plane-stress finite element simulations in Sect. 6.4.6. Before proceeding further

with the numerical studies, the constrained formulation to accommodate longer

hanging laminates and the enforcing of displacement continuities, which is an

alternative option to Eq. 6.22, is discussed below.

6.4.5 Distributed Constraints at the Interfaces Between

Sub-Laminates and Hanging Laminates

For longer lengths of sub-laminates (5) and (6) and intermediate hanging laminates

(3) and (4) shown in Fig. 4.8b, especially when DL[minðkgÞ as discussed in the

context of Eq. 6.22, interfacial slip and other discontinuities at the horizontal

interfaces between the hanging laminates and the top and bottom sub-laminates

may become significant for certain wave interactions and to be restricted. This

requires displacement continuity between the surface displacements of a hanging

laminate and the neighboring sub-laminate, which can be expressed as

ûðxÞðjÞt ¼ ûðxÞ
ðlÞ
b ; ð6:48Þ

where the superscripts (j) and (l) indicates the element numbers and the subscripts

t and b indicate the top or bottom surface respectively. While modeling delami-

nation along with fiber fracture, such constraints can be removed. It can be seen

from Fig. 4.8a that there are four such horizontal interfaces where constraints need

to be imposed otherwise. Considering element (5) and element (3), Eq. 6.48 can be

expanded using the generic field variables as

1 0 z
ð5Þ
t

0 1 0

0 0 1

2

4

3

5

ûo

x̂

/̂

8

<

:

9

=

;

ð5Þ

¼
1 0 z

ð3Þ
b

0 1 0

0 0 1

2

4

3

5

ûo

x̂

/̂

8

<

:

9

=

;

ð3Þ

ð6:49Þ

Further, using element shape functions in Eq. 6.49, we get
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H
ð5Þ
t Nðx;xnÞð5Þûð5Þ ¼ H

ð3Þ
b Nðx;xnÞð3Þûð3Þ ð6:50Þ

where Nðx;xnÞðjÞ is the shape function matrix of the jth element. Similarly for the

other three interfaces, the constraints are

H
ð5Þ
t Nðx;xnÞð5Þûð5Þ ¼ H

ð4Þ
b Nðx;xnÞð4Þûð4Þ ð6:51Þ

H
ð3Þ
t Nðx;xnÞð3Þûð3Þ ¼ H

ð6Þ
b Nðx;xnÞð6Þûð6Þ ð6:52Þ

H
ð4Þ
t Nðx;xnÞð4Þûð4Þ ¼ H

ð6Þ
b Nðx;xnÞð6Þûð6Þ ð6:53Þ

The nodal displacement vectors ûð5Þ
T

¼ fûT8 ûT3g and ûð4Þ
T

¼ fûT4 ûT11g can now be

transformed using Eq. 6.45 in the above equations (6.50)–(6.53) and the internal

nodes can be condensed out systematically. To illustrate further, let us consider the

constraint for the first interface as given by Eq. 6.50, which can be rewritten after

transformation as

�C11
�C12

�C21
�C22

� �

ð6�6Þ

û5
û6

� �

¼
0

0

� �

ð6:54Þ

Since in Eq. 6.54, û5 and û6 are the internal nodal vectors, they are mapped onto

node 1 and node 2. This second step with the help of Eq. 6.46, gives

C11 C12

C21 C22

� �

ð6�6Þ

û1
û2

� �

¼
0

0

� �

) Cðx;xnÞ
ð1Þ
ûe ¼ 0 ð6:55Þ

Similar constraints for the other three horizontal interfaces can be obtained in the

same way, where Cðx;xnÞ
ðjÞ; j ¼ 1; . . .; 4 are the matrices of coefficients associ-

ated with the multi-point constraints mapped on the degrees of freedom of the two-

node element with embedded transverse crack. Introducing a diagonal matrix of

penalty parameters a and minimizing the potential in the frequency domain [32],

the updated dynamic stiffness matrix for the element with embedded transverse

crack incorporating unbounded length of the internal hanging laminates can be

expressed as

�̂KU ¼ �̂Kþ �̂KC ð6:56Þ

where

�̂KC ¼

Z

DL=2

0

Cð1ÞTaCð1Þ þ Cð3ÞTaCð3Þ
� 	

dx

þ

Z DL

=2

Cð2ÞTað2Þ þ Cð4ÞTað4Þ
� 	

dx

ð6:57Þ
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6.4.6 Wave Scattering Due to Transverse Cracks

The spectral FEM for modeling transverse cracks requires only three additional

input parameters. These additional inputs are span-wise location of the crack

(L1 þ DL=2), and depth-wise location of the top and bottom crack-tips (d1; d2).
Although, the effect of crack-tip singularity is not included in the local analysis, it

is essential to validate the performance of the proposed element for wave-based

diagnostics and SHM applications, where most damage models are approximated

by springs or equivalent change in the constitutive model for faster analysis. In the

following section, response of a unidirectional composite cantilever beam with

mid-span surface-breaking fiber fracture to a high frequency pulse loading is

simulated using the developed SFE and the response is compared with a detailed

2D FE model. The analysis is performed using FFT based spectral FEM

A uni-directional graphite-epoxy cantilever beam of length 800 mm and having

a cross-section 16 mm (thickness) �10mm (width) is considered for this study.

An 8 mm deep top surface-breaking crack is introduced at mid-span of the beam.

The pulse loading shown in Fig. 3.7 is applied at the tip of the cantilever beam in

the transverse direction. SFE analysis is carried out using a single SFE with

embedded crack. The length of the hanging laminates DL=2 is chosen using

Eq. 6.22. 16,384 FFT sampling points (Dx ¼ 12:2070Hz) are used for the forward
and inverse transform of the loading and response, respectively. In the detailed FE

analysis, the fine mesh consists of 5,120 constant strain triangular elements under

plane-stress conditions in the X–Z plane. Newmark time integration with time step

Dt ¼ 1 ls is used. Here the element size is comparable with the wavelength of the

applied excitation. The pulse load is applied consistently in the transverse direction

at the tip cross-section of the FE model.

Figure 6.10 shows the plots of _w history at the mid-node of the tip cross-section

predicted by SFE and detail 2D FE analysis. After the incident pulse, the effect of

the crack due to wave scattering at around 0.55–0.6 ms can be seen. The peak

amplitude of the velocity history and its arrival time matches very well with the 2D

FE prediction. However, a small additional peak before the main peak amplitude

can be seen, which is due to several approximations made in the proposed mod-

eling compared to the actual local crack-tip behavior. Indeed, the overall trend of

the response predicted by the proposed spectral element can be seen as reliable, in

terms of the arrival time of the broadband wave scattered from the crack, as well as

the associated peak amplitude in the signal. Another important aspect we need to

mention in this context is that the inter-penetration of the crack surfaces of the

breathing crack in the detailed 2D FE analysis (in the absence of contact elements)

was found to occur much beyond the time window shown in Fig. 6.10 and had

negligible amplitude (relative displacement between the crack surfaces). Hence

this can be considered less significant for transient wave-based diagnostics.

However, long duration monitoring under sustained loading and associated

incremental crack-growth related study need further strategy for FE model-based
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identification of frequency dependent dynamic contact forces, which can be used

then in the present spectral element model for more accurate analysis.

6.4.7 Sensitivity of the Fiber Breakage Location

and Configuration

To identify the location of fiber break from the scattered wave information, the

same graphite-epoxy cantilever beam as considered in the previous example is

used. Figure 6.11 shows the _w history at the cantilever tip of the beam with a mid-

span 8 mm deep embedded crack introduced symmetrically across the thickness.

From the group speed of the flexural wave, the time of arrival of the flexural wave

is estimated and is shown by � in Fig. 6.11. Although the time of arrival is the

same for both the surface-breaking crack and embedded crack, which is obvious, a

smaller wave packet visible at 0.58 ms is due to the presence of the embedded

crack.

A 20 kHz tone burst signal is used to perform numerical simulations for varying

crack depth and contact stiffnesses. Varying depth and contact stiffnesses of the

crack surfaces produce no visible fluctuation in the scattered waves from the

embedded crack under the present loading in the flexural shear mode. However,

the surface-breaking crack with variation in the crack depth and contact stiffnesses

of the crack surfaces shows significant changes in the scattered waves, which are

plotted in Figs. 6.12 and 6.13, respectively. As the crack depth becomes more than

half the beam thickness (16 mm), additional peaks after the first reflection can be

seen in Fig. 6.12. In Fig. 6.13, the contact stiffness between the crack surfaces is

varied using a stiffness factor b; where only the surface-normal contact stiffness is

considered and is assumed to be K� ¼ bQ11; where Q11 is the composite material

Fig. 6.10 Comparison of the

transverse velocity _w history

at the mid-plane of the tip of

the cantilever beam predicted

by the single spectral element

and detailed 2D FE models

under high frequency pulse

loading (Fig. 3.7)
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stiffness parameter. Apart from the main reflected wave from the crack at around

1 ms, which indicates the crack location, Fig. 6.13 shows small amplitude of

additional scattering for contact stiffness smaller than Q11; and significant

amplitude and additional scattering for contact stiffness more than Q11; which can

be considered as a stiff inclusion. In the present one-dimensional model, the higher

order Lamb wave modes, especially the thickness stretching mode, are not

accounted for. From the simulations, it appears that for identification of the crack

configuration completely, especially the crack depth and thickness-wise location, a

higher-order Lamb wave model based on high frequency excitation in flexural

shear thickness stretching modes may be necessary.

6.5 Modeling of Structures with Multiple Horizontal Cracks

or Delaminations

Handling of delaminations in composite structures or horizontal cracks in metallic

structures can be challenging for standard FE due to the requirements of fine

spatial discretization. Generally available FE packages use plate-bending elements

or degenerated shell elements, which cannot be used in the interfacial regions

where more than one sub-laminate form the base laminate. Moreover, due to the

significant difference in the order of the thickness and planar dimensions, planar or

solid elements, when used at the interfaces, yield enormous system size. In

addition, a high computational cost is required to handle such a large system and to

capture highly transient pulse propagation. In the present study, a systematic

derivation is presented to model the interfaces between the base laminate and

multiple sub-laminates in a general form. When one of the intermediate sub-

laminates are of different material configuration, it can be treated as a strip

Fig. 6.11 Transverse

velocity _w history at the

cantilever tip due to a high

frequency pulse (Fig. 3.7)

applied at the cantilever tip in

the transverse direction for a

mid-span 8 mm deep embed-

ded crack placed symmetri-

cally across the beam

thickness. � shows the ana-

lytical estimate of the arrival

time of the reflected wave

from the crack
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inclusion. The idea is to capture wave transmission and scattering at these

delamination tips or at the interfaces between the inclusions and the host materials

using a diagnostic signal. The SFEM (both WSFEM or FSFEM) discussed in

Chap. 5 can be used as the basic building block for the spectral interface model.

In this section, our main objective is to construct and solve a set of constrained

equations in either the Fourier or Wavelet domain (consistent with the framework

of SFEM) for multiple delaminations and inclusions by allowing discontinuity in

the rotation hy of the cross-sectional plane between two sub-laminates above and

below delaminations. The delaminated configuration is shown in Fig. 6.14. This

also allows a particular sub-laminate made of different materials to be treated as a

strip inclusion debonded from the host material. For simplicity, we assume that the

dynamics of the delaminations or the slip between the inclusion and host materials

is governed by Mode-II fracture process, excluding any effect of Mode-I fracture

corresponding to the opening and closing of delaminations causing interpenetra-

tion and incompatibility in the thickness direction.

The formulation is generalized by considering the two cases shown in Fig. 6.15.

In case (a) (Fig. 6.15a), two consecutive nodes p and q are considered to connect

two elements on opposite sides of the interface. Since, there is no delamination

Fig. 6.12 Transverse

velocity _w at the cantilever

tip due to modulated sine

pulse transversely applied at

the tip of the cantilever with a

top surface-breaking crack of

varying depth. No contact

between the surfaces is

assumed

Fig. 6.13 Transverse

velocity _w at the cantilever

tip due to modulated sine

pulse transversely applied at

the tip of the cantilever with a

top surface-breaking crack

with varying contact

stiffnesses (K� ¼ bQ11).

Crack depth is 8 mm

242 6 Simplified Spectral Models for Damaged Waveguides

http://dx.doi.org/10.1007/978-0-85729-284-1_5


between node p and node q, in-plane displacements and rotation of normal planes

at these nodes can be constrained as

uop þ zpqhyp ¼ uoq; hyp ¼ hyq; ð6:58Þ

where zpq is the distance along the z direction between the node p and node q. In

case (b) (Fig. 6.15b), a single delamination is considered between node p and node

q, which are on the same face on the interface. Each of these nodes belongs to the

element representing one of the sub-laminate above or below the delamination.

Node q0 on the other side of the interface belongs to the element representing the

base laminate. Since, under the assumption of sub-laminate-wise constant shear,

the normal plane passing through node q0 has to rotate in a rigid body mode, the

discontinuous plane passing through node p and node q must rotate in a con-

strained manner. Such constraint can be imposed as follows. The interface in the

region including node p and node q0 is already defined in Eq. 6.58 representing

the case (a). Now, one needs to construct the constrained equations for interfacing

the node p and node q. This can be expressed as

uop þ zpthyp ¼ uoq þ zqbhyq ð6:59Þ

where zpt is the depth of the top surface of the sub-laminate containing node p and

measured from the corresponding element local reference line. Similarly, zqb is the

Fig. 6.14 Schematic

diagram showing multiple

through-width delaminations

in a laminated composite

beam

Fig. 6.15 Interfacial nodes

taking part in constrained

kinematics of base laminate

and sub-laminates or

debonded strip inclusions

with b or without a a third

delaminated surface
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depth of the bottom surface of the sub-laminate containing node q and measured

from the corresponding element local reference line. For all other nodal dis-

placement components associated with the node p and node q, the equations for

constraints can be written as

vop ¼ voq; wo
p ¼ wo

q; hxp ¼ hxq; hzp ¼ hzq: ð6:60Þ

Implementation of the above displacement constraints can be automated to model

multiple delaminations or inclusions across the thickness as well as for different

variations of such configuration at various locations along the length of a beam.

Equations 6.58–6.60 can be assembled at the global level with appropriate

transformation to form the multi point constraints (MPC) equation in the nodal

displacement vector. Let us consider Eq. 6.58 obtained in case (a) along with

Eq. 6.60. We can write these six equations in matrix form as

1 0 0 0 zpq 0 �1 0 0 0 0 0

0 1 0 0 0 0 0 �1 0 0 0 0

0 0 1 0 0 0 0 0 �1 0 0 0

0 0 0 1 0 0 0 0 0 �1 0 0

0 0 0 0 1 0 0 0 0 0 �1 0

0 0 0 0 0 1 0 0 0 0 0 �1

2

6

6

6

6

6

6

4

3

7

7

7

7

7

7

5
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..

.

ĥzp
ûoq

..

.

ĥzq

8

>

>

>

>

>

>

>

>

>

<

>

>

>

>

>

>

>

>

>

:

9

>

>

>

>

>

>

>

>

>

=

>

>

>

>

>

>

>

>

>

;

¼ 0: ð6:61Þ

Now, for example, if the node numbering is p; pþ 1 and q; qþ 1 for the two

elements connected to the interface, then Eq. 6.61 can be rewritten as

Cu1 0
















Cu2 0

" #

TT ûgp
TT ûgq

( )

¼ 0 ð6:62Þ

where Cu1 and Cu2 are the two 6� 6 sub-matrices in Eq. 6.61. A similar form is

also obtained for interface in case (b). Finally, all these equations of displacement

constraints can be assembled to form a single matrix equation at the global level,

which is given by

Cuû
g ¼ 0: ð6:63Þ

Next, the equilibrium of the nodal forces at each interface is to be established. This

is obtained as

X

p

S0
T

p f̂
e

p ¼ f̂; ð6:64Þ

where the summation sign stands for all the nodes in a particular cross-section.

Here, f̂ is the applied load vector at the interface under consideration. For an

element with nodes numbered p; pþ 1 and the node p on the interface, we have,
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S0p ¼

1 0 0 0 hp 0

0 1 0 0 0 0

0 0 1 0 0 0

0 0 0 1 0 0

0 0 0 0 1 0

0 0 0 0 0 1

0

2

6

6

6

6

6

6

4

3

7

7

7

7

7

7

5

ð6:65Þ

where, hp is the distance of the node p in the z direction measured from the bottom

surface of the beam. Equation 6.65 can be rewritten in terms of the element nodal

displacement vector at the global level as

X

p

S0pT
TK̂e

pTû
g
p ¼ TT f̂

g
: ð6:66Þ

Equation 6.66 can be assembled to form a single matrix equation involving force

constraints at the global level, which is given by

Cf û
g ¼ f 0: ð6:67Þ

Now, we use two diagonal matrices of penalty parameters au and af to impose

displacement constraints in Eq. 6.63 and force constraints in Eq. 6.67 to minimize

the stationary potential

^Y ¼ 1

2
ûg

T

K̂gûg � ûg
T

f̂
g þ 1

2
Cuû

gð ÞTau Cuû
gð Þ

þ 1

2
Cf û

g � f 0ð ÞTau Cf û
g � f 0ð Þ

ð6:68Þ

in the frequency domain for each xn: Minimizing the above potential with respect

to the global displacement vector ûg; we get the spectral finite element equilibrium

equation

K̂
g þ CT

uauCu þ CT
f afCf

� 	

ûg ¼ f̂
g þ CT

f aff
0: ð6:69Þ

Note that the constraint equations (Eqs. 6.63 and 6.67) involve dissimilar degrees

of freedom, whose motion is governed by the dynamic stiffness coefficients K̂ijAjl:
Therefore, use of penalty parameters au and af consistent with the associated

degrees of freedom to achieve sufficient numerical accuracy [3] is important. Note

the order of the values in the additional entries in the updated dynamic stiffness

matrix in Eq. 6.69, that is

O CT
uCu

� �

� ð�6; 0Þ; O CT
f Cf

� �

� O min k̂e
2

jj

� 	

;max k̂e
2

jj

� 	� 	

; ð6:70Þ

These values are arrived based on the fact that in the matrix Cu; the entries are

either 1 or zpq (depth of composite beam sub-laminates are typically in the order of

millimeters). These lead to
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aujj ¼ k̂ejj

















� 109; af jj ¼ k̂e
�1

jj

















� 103 ð6:71Þ

as a convenient choice of the penalty parameters while solving the constrained

system in Eq. 6.69.

6.5.1 Wave Scattering from Delamination: Comparison with 2D

FEM

In this section, we consider single and two delaminations using the multiple

delamination spectral element model explained in the last section. The main

objective here is to validate the FSFEM multiple delamination model through

comparisons with conventional FE solutions.

A unidirectional graphite-epoxy ½00�80 composite cantilever beam of length

0.8 m, thickness 16 mm, width 10 mm with a 50 mm mid-plane delamination is

considered. The center of the delamination is 0.4 m away from the fixed end of the

beam. A single frequency sinusoidal pulse modulated at 20 kHz (Fig. 4.1 is

applied transversely at the tip). Issues related to instrumentation and signal gen-

eration of such diagnostic wave for integrated SHM systems are discussed in

[40, 20, 16]. In the FSFEM model, four elements (two for base-laminates and two

for sub-laminates above and below the delamination) with 4,096 FFT sampling

points (Dx ¼ 48 : 828Hz) are used. The 2D plane stress FEM in the xz plane

consists of a fine mesh of 2,560 constant strain triangular elements which gives an

element size compatible with the wavelength for the applied excitation.

Figure 6.16 shows the comparison of transverse velocity history _w at the free

end mid-plane. The first pulse starting at 0.5 ms is due to the incident load at the

tip. After this, the first reflection from the delamination tip arrives at t ¼ 0:9088ms

(marked as �). The results from FSFEM and FEM match well within the zoomed

window. In the FSFEM model, numerical errors due to window distortion during

IFFT are avoided by adding a small amount of damping g in the wavenumbers as

ki ! kið1� jgÞ; with g ¼ 1� 10�3: This is done to alleviate the wraparound

problems associated with FSFEM model.

A snapshot of the deformed triangular FE mesh at t ¼ 0:84ms is shown in

Fig. 6.17, where the relative slip between the delaminated faces can be observed.

However, the assumption that this slip is frictionless may lead to erroneous pre-

diction when the delamination length is large.

Next we study the wave scattering due to a broadband load (Fig. 3.7). We

consider the same cantilever beam as in the previous example, however two mid-

span delaminations, each of length 50 mm, are introduced at z ¼ �4mm. The

response of the delaminated beam in Fig. 6.18 shows the first arrival of the wave

scattered by the delamination, which along with its resonance behavior, matches

well with the FEM. Again here, g ¼ 1� 10�3 is used for damping out the waves.

Due to this damping, little amount of decay in the velocity response at time can be
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observed. However, the nature of the peaks are accurately captured in FSFEM

model. The overall performance shows the acceptable accuracy of the multiple

delamination FSFEM model.

6.5.2 Computational Efficiency of FSFEM Compared to FEM

It was mentioned earlier that both FSFEM or WSFEM are computationally

superior to conventional FEM for multi-modal wave propagation problems due to

the ability of the former to accurately capture the inertial properties. In this section,

we quantify the efficiency of FSFEM model as apposed to FEM by computing the

CPU time taken and the memory required by these respective methods to solve the

same problem of a waveguide with a delamination.

In FSFEM model, the matrix equation K̂û ¼ f̂ is solved directly at each fre-

quency sampling point xn; n ¼ 1; 2; . . .N; where N defines the Nyquist frequency.

The system size of the present FSFEM depends only on the number of sub-

laminates and base-laminates and not on the actual length or thickness of the

delaminated beam and therefore it is very small. For example, for a beam with a

single delamination, a maximum of four waveguide elements are needed. So, the

system size can increase up to (48� 48) with 6 degrees of freedom per node. This

internally constrained system is formed at each sampling frequency xn from the

wavenumbers ki in the shape function and is solved directly. Hence, the main

computational cost is in the element formulation only (as seen in the matrix

manipulations). Whereas, for conventional FEM, the element size is limited by the

smallest wavelength of propagation and the system size increases for increasing

span and depth of the beam. For example, if the span of the beam whose existing

FEM system size is ðn� mÞ; where m is the bandwidth and n is the number of

Fig. 6.16 Comparison of

velocity history obtained

from the present SFEM and a

2D plane stress FEM at the

free end of a graphite-epoxy

unidirectional composite

cantilever beam with single

mid-plane delamination.

Arrival of the first reflection

from the delamination tip is

shown by the � mark
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degrees of freedom, and the span is increased by length l1; then the system size will

increase to ð�n� mÞ; where �n ¼� nþ l1ðnh þ 1Þnd=Dl: Here Dl � k=10; where k is
the smallest wavelength of the propagating waves, nh is the number of elements

across the beam depth and nd is the number of degrees of freedom per node. Now,

such large FE system is to be solved at each time step over the time window of

observation while adopting a particular time integration scheme. The time step

again has to comply with the high frequency nature of the excitation and is

generally of the order of ls: Obviously, the conventional FEM will be always

slower and will need more memory compared to FSFEM. The computational costs

are given in Table 6.2 for the first comparative study reported in Sect. 6.5.1, which

shows nearly three times higher memory requirements and two orders of magni-

tude higher computation time for FEM. The above numbers are based on com-

putations performed using IBM/RS6000 high performance computer.

6.6 Modeling of Corrosion Pits

In this section, we present techniques for modeling pitting corrosion, which is one of

the leading failure types in a metallic structure. It is quite well known that metals

corrode in a humid atmosphere. Corrosion is a complex process associated with the

release of chemical energy. Although there are many different types of corrosion, we

will address only the modeling of pitting corrosion. There are two reasons for this:

Fig. 6.17 Snap of the deformed FE mesh taken at the region of the delamination at t ¼ 0:84ms:
The nodal displacements are magnified by 105 times

Fig. 6.18 Comparison of a transverse velocity history and b transverse displacement spectrum

obtained from the present SFEM and the 2D plane stress FEM at the free end of a graphite-epoxy

unidirectional composite cantilever beam with two symmetric delaminations at the mid-span
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(1) the simplified damage models can be most easily generated compared to other

types of corrosion and (2) it is the most common type of corrosion occurring in

metallic structures.

Pitting is defined as the localized corrosion of a metal surface, confined to a

point or a small area, that takes the form of cavities [7]. The combined action of

mechanical stresses and corrosion pit severely affect structural integrity. Pitting is

one of the most destructive forms of corrosion. Pits can act as a local stress raiser

and the sites for crack initiation. It is very difficult to detect the pits owing to its

very small size (of the order of microns) and its being covered by corrosion

products. Therefore precise structural health monitoring of pre-crack surface

corrosion is very important to understand and predict the effect of corrosion on

structural integrity and fatigue life.

Several nondestructive techniques are available to detect corrosion [25]. These

methods have limited capability and reliability, especially in revealing the con-

ditions beneath paint. The notable nondestructive evaluation (NDE) techniques for

corrosion detection include advanced ultrasonic [14], eddy current [37], and

thermo-graphic techniques [13]. Both ultrasonic and eddy current techniques are

limited in lateral spatial resolution to approximately 1 cm. Thermography systems

provide increased spatial resolutions of 10–100 lm; but the environmental noise

and difficulties in interpreting results currently restrict widespread use of this

technique [13]. Recently structural health monitoring using diagnostic waves is

being studied widely for corrosion detection. The high frequency content of the

waves helps with the detection of the presence of minute defects, which is

otherwise not possible using conventional techniques like modal analysis. Thus

damages can be detected at their onset and further propagation can be prevented.

In this section, a spectral finite element beam model based on First order shear

deformation theory (FSDT) is developed to model the corrosion pits. The model

will depend on the shape of the corrosion pits. Such shape is dependent on the

material of the structure and also on the environment to which it is exposed. In

aluminum, the pit is generally hemispherical in shape [10, 28] and the rate of

corrosion decreases with time when exposed to air. Corrosion pits are normally of

arbitrary shape which may require a higher number of elements for their model.

As said earlier, the shape of corrosion pit depends upon the material. For

example, in steel its shape is conical with circular at opening, with a ratio of the

diameter to the depth in the range between 8 : 1 to 10 : 1 for coal and iron ore

carrying cargo, whereas for oil tankers, this ratio is in the range between 4 : 1 to

6 : 1 [27]. In aluminum, the pit tends to be roughly circular at the opening and

roughly hemispherical in cross section [10, 28]. For modeling of pits resulting

from corrosion in an aluminum beam, we need to know the shape and size of the

Table 6.2 Computational efficiency of FSFEM compared to FEM

Type of model Total CPU time (s) Memory (MB) System size

FEM 365.6 3.364 2,898 9 28

FSFEM 9.2 1.342 42 9 42
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pit, which are function of time of exposure in years. Aluminum has a very high

affinity for oxygen resulting in a thin protective layer of aluminum oxide, which is

the reason of aluminum being usually very resistant to most atmospheric condition

and to a great varieties of chemical agents. In general, the rate of corrosion of

aluminum decreases with time baring few cases like in caustic soda, where the rate

is nearly linear. In aqueous solutions, at elevated temperature and pressure, cor-

rosion rate increases with time [10]. The growth rate of pit depth is high during

early years of exposure and gradually decreases to approach an asymptotical value.

The maximum pit depth for 10 years of exposure is about 100 lm after that it is

nearly constant as evident from Fig. 6.19. The pit depth rarely exceeds 200 lm

after exposure to 20 years [10].

Figure 6.19 shows the variation of pit depth with the number of years of

exposure [24]. From this plot, the relationship between the pit depth and time of

exposure is established by fitting the curve, which is found to be exponential for

aluminum, and can be written as

dpit ¼ 0:1177T3 � 3:2023T2 þ 30:491T ðlmÞ; ð6:72Þ

where, dpit is the pit depth ðlmÞ; and T is the exposure time (years). In [9], the

maximum pit depth of aluminum exposed to various waters is found as the

function of the cube root of exposure time, and is of the form:

dpit ¼ kT
1
3 ð6:73Þ

where k is a constant which depends on the composition of water and of the alloy.

Here, the corrosion pit is assumed as roughly hemispherical [10, 28] in shape and

is modeled as a series of FSDT stepped beams as shown in Fig. 6.20.

6.6.1 Wave Propagation Response Due to Corrosion Pits

It was mentioned earlier that corrosion pits are very small (of the order of few

microns). If a wave hits such region, it will encounter a very small impedance

Fig. 6.19 Plot of pit depth as

a function of time (in years)

[24]
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mismatch, which will introduce a reflection of magnitude which is many orders

smaller than that of the incident wave. The detection of small pit size requires a

very high frequency content signal. If this problem is modeled using conventional

FEM, it would lead to enormous system size. In this section, the problem is solved

using WSFEM, where the beam sections are modeled using FSDT beam element.

The beam used for numerical experiments has a length L ¼ 0:9m; width b ¼
0:02m; and depth h ¼ 0:002m: The material properties are as follows, Young’s

modulus E ¼ 70GPa; density q ¼ 2,700 kg=m3: For WSFEM formulation, the

Daubechies scaling function used has an order of N ¼ 22 and the sampling rate is

Dt ¼ 1 ls: The number of sampling point used is 1,024 which gives a time window

of Tw ¼ 1,024 ls:
First, a convergence study is performed to select the number of elements

required to model the corrosion pit for accurate simulation of response. The

hemispherical pit is modeled using 1, 3, 7 and 9 elements, respectively and the

discretization of the pit is shown in Fig. 6.21a–d respectively. In the simulation

studies, a tone burst signal modulated at a frequency 28.32 kHz is used. From

Fig. 6.22 it is evident that there is no significant differences between response

obtained from pit modeled using 7 and 9 elements. Hence to save on computa-

tional cost, the analysis is performed using 7 elements. In Fig. 6.22, only the

portion of the reflected wave is presented, as the changes occur only in the

reflected wave responses.

Figure 6.23 shows the tip transverse velocity in the beam due to modulated load

applied at the tip. The corrosion is at the middle of the beam and is modeled with

seven WSFEM. The responses are plotted for different sizes of the pit at different

Fig. 6.20 Modeling of

hemispherical corrosion pit

Fig. 6.21 Corrosion pit

modeled with a 1, b 3, c 7

and d 9 elements
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times. These sizes at different times are obtained from Eq. 6.72. It can be seen

from the figures that the reflected waves are visible only when magnified. This is

due to the very small dimensions of the corrosion pit as compared to the beam

dimensions.

Next we will investigate the effect of beam theories on the group speeds. All the

examples in this section uses WSFEM formulated using FSDT. It is well known

that the beam theory based on Euler–Bernoulli theory predicts higher group speeds

compared to FSDT [11]. Note that we can derive the Euler Bernoulli beam element

from the FSDT element by setting the shear rigidity to infinity and the rotational

inertia to zero. This aspect can be seen from Fig. 6.24 with the early arrival of

reflected waves predicted by the Euler–Bernoulli beam case.

Next, we evaluate how the location of the corrosion pits scatter the waves in a

beam. The corrosion pits are assumed at three different locations from the fixed

end of the beam, namely 0.35, 0.5 and 0.65 m, respectively. The beam length is

Fig. 6.22 Comparison of

reflected responses for

various element size

Fig. 6.23 Transverse tip

velocity in beam due to tip

modulated load
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assumed to be 0.9 m and has a fixed right end. The time of exposure is assumed

equal to 10 years. It is expected that as the corrosion pits moves away from the

free end, the reflected waves from the corrosion pits will also shift accordingly,

which is clearly seen in Fig. 6.25. Knowing the speed of the medium (from the

dispersion curves) and the time of arrival of waves from the time history plots, one

can find the flaw location.

This section has shown how a simplified corrosion model can be developed

using simplified assumptions. In the next section, we will address the simplified

model for degraded zones, which is normally prevalent in composites due to

excessive moisture absorption.

6.7 Modeling of Material Degradation

Material degradation occurs commonly in composite structures, especially when

exposed to humid environment. Due to the inherent property of the composites and

sometimes aided by the manufacturing defects, composite structures are suscep-

tible to being porous. Moisture sits in the pores and reduces the stiffness, and hence

the load carrying capacity of these structures. That is, moisture absorption can

cause an irreversible hygrothermal deterioration of the material. The change in

temperature and moisture absorption changes the mechanical properties. This

affects the structure in dimensional stability as well as material degradation due to

reduction in mechanical properties. Hence, it becomes necessary to continuously

monitor the structure for material degradation and wave based diagnostics can be

used for this purpose.

In this section, we develop simplified damage models for composites with

degraded zones. The material property reduction due to moisture absorption and

temperature can be directly obtained through experimentation and an empirical

Fig. 6.24 Effect of beam

theories on the response of a

corroded beam (corrosion pit

is at the middle of the beam

and time of exposure is equal

to 5 years)
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relation of material properties as a function of moisture and temperature can be

obtained. This function can be used in theoretical or spectral FEM model to

determine the effects of wave response on the material degradation or determine

the degraded zone location from the measured wave response. Alternatively, one

can average the material characteristics in the degraded region by determining the

ratio of material property of healthy structure to the experimentally obtained

property of the degraded region and this ratio, say a will say by how much the

moisture has reduced the stiffness of the structure. Such an approach will enable to

develop a kinematics based damaged model explained for single delamination in

Sect. 6.3. Here we will develop both these damage models for material degrada-

tion. The first method based on direct experimentally obtained curves is called the

Experimental Degraded (ED) Model while the second method is called the

Average Degraded (AD) Model.

6.7.1 Experimental Degraded Model (EDM)

Degradation in composite material causes differential swelling of fiber and the

matrix due to moisture absorption and as a result, it causes matrix cracks or/and

fiber/matrix debonding. The weakening of bonding between fiber and matrix and

softening of matrix material are also the reasons behind decrease in composite

strength. In order to utilize the full potential of composite materials for structural

applications, the moisture content of composite materials has to be defined well in

advance and probably in the design stage. Few researchers have done experiments

in standard laboratory conditions to establish the effect of moisture concentration

on the elastic modulus of composite materials [39]. The hygrothermal deformation

of a unidirectional composite is much higher in the transverse direction than in the

longitudinal direction. Such difference in deformation in two directions induces

residual stresses in composite laminates, because the multi-directionality of fiber

Fig. 6.25 Response of

corroded beam for corrosion

pit at various location
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orientation resists free deformations. Also the change in temperature and moisture

absorption changes the mechanical properties. Thus this affects the structure in

dimensional stability as well as material degradation due to reduction in

mechanical properties. The physical effect of moisture absorption is the reduction

in glass transition temperature Tg of the resin. At room temperature, the perfor-

mance of resin may not change with the reduction in Tg but at elevated temper-

ature, the properties are severely affected. The general observation is that as the

composite material degrades after moisture absorption, its tension modulus first

slightly increases with relative humidity (RH) up to 50% of RH and then decreases

with further increases in RH. Thus the stiffness of the structure varies with the

relative humidity.

The moisture concentration increases with time and reaches the saturation level

after some prescribed time. The maximum moisture content depends on the

environment. In humid air it is a function of relative humidity. It has been found

that maximum moisture content, Cm can be related to the relative humidity / by

the expression [33]

Cm ¼ a/b ð6:74Þ

where, a and b are constants which depend on material. The value of these con-

stants can be obtained by fitting the line through the data points obtained exper-

imentally. Table 6.3 gives the values of a and b obtained by various researchers. It

has been found that maximum moisture content is insensitive to the ambient

temperature but depends on the moisture content of the environment [33]. This is

evident from Eq. 6.74. This is a useful approximation and it has been stated also

that the maximum moisture concentration Cm varies also with temperature [36].

Figure 6.26 shows the variation of composite modulus Ex;Ey and Ez as a

function of moisture content for two different temperatures. These plots are

obtained from [33]. From the figure, the expression for modulus as function of

moisture concentration can be obtained through curve fitting and can be written in

the following forms, which are given in Eqs. 6.75–6.80, where modulus is in GPa

and moisture concentration C is in percent.

For temperature, T = 366 K;

Ex ¼ 16:344C6 � 66:161C5 þ 92:479C4 � 57:29C3 þ 13:769C2 � 81:049C

þ 134:39 ð6:75Þ

Table 6.3 Values of a and b obtained by various researchers for composite material AS/3501

Investigator a b

Springer [21] 0.019 1

DeIasi and Whiteside [4] 0.0186 1:6;/\60% RH

– – 1:9;/[ 60% RH

Whitney and Browning [41] 0.016 1.1
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Ey ¼ 4:5804C6 � 20:11C5 þ 32:943C4 � 24:297C3 þ 7:7994C2 � 1:8376C

þ 9:6732 ð6:76Þ

Ez ¼ 1:2694C6 � 6:2108C5 þ 11:629C4 � 10:281C3 þ 4:129C2 � 0:4398C

þ 6:0866 ð6:77Þ

For temperature, T = 394 K, we can write the three modulus as

Ex ¼ 16:344C6 � 66:161C5 þ 92:479C4 � 57:29C3 þ 13:769C2 � 81:049C

þ 134:39 ð6:78Þ

Ey ¼ �5:8703C4 þ 11:744C3 � 5:3871C2 � 2:3500C þ 7:7277 ð6:79Þ

Ez ¼ �0:7275C4 þ 1:8871C3 � 1:6856C2 � 0:3426C þ 5:5415 ð6:80Þ

The time required to attain at least 99.9% of its maximum possible moisture

content is given by the expression [33].

tm ¼ 0:67s2

D
ð6:81Þ

Fig. 6.26 Variation of modulus as a function of moisture content a Ex variation b Ey variation

c Ez variation
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where, tm is maximum time, s is thickness and D is diffusivity. The time required

to reach the maximum moisture content is insensitive to the environment, how-

ever, it depends on thickness s of the composite material and the temperature T, as

diffusivity Dx depends on temperature [33]. The diffusivity, D can be related to the

temperature T by the expression [21].

D ¼ Doe
�C
T½ � ð6:82Þ

where, Do and C are constants and T is the absolute temperature. Using Eq. 6.82,

Eq. 6.81 can be rewritten as follows:

tm ¼
0:67s2

Doe
�C
T½ �

ð6:83Þ

Figure 6.27 shows the graphical representation of Eq. 6.83.

Fig. 6.27 Time required to reach saturation level at various temperature and thickness in mm,

a at Temp = 250–300 K, b at Temp = 300–350 K, c at Temp = 350–400 K, d at Temp =

400–450 K
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6.7.1.1 Wave Propagation in Degraded Composites Using ED Model

A moisture absorbed AS/3501 composite cantilever beam is considered in this

numerical experiment solved using the WSFEM formulation. The beam dimen-

sions are as follows: length, L ¼ 0:75m; width, b ¼ 0:05m; and ply thickness,

t ¼ 0:0013m: The material properties assumed are as follows, the Young modulus

(E) is variable due to moisture absorption and is given in Eqs. 6.75–6.80. In

absence of data available for the variation of G with moisture absorption, it is

assumed to be constant and its value is taken as, G12 ¼ G13 ¼ 6:13GPa;G23 ¼
4:80GPa; m12 ¼ 0:42; and mass density ¼ 1;449 kg=m3: The Daubechies scaling

function used in these examples has an order of N ¼ 22 and the sampling rate is

Dt ¼ 1 ls: The number of sampling points used is equal to 1,024, which gives a

time window is Tw ¼ 1;024 ls: To calculate the moisture concentration Eq. 6.74

is used, where a ¼ 0:0018 and b ¼ 1 [24].

A sinusoidal pulse modulated at 37.6 kHz is used as input signal. Figure 6.28

shows the tip transverse velocity in the beam due to a modulated load applied at

the tip in the transverse direction.

The degraded region is at 0.25 m from the fixed end and is modeled with single

WSFEM. The responses are plotted for different values of RH from 0 to 80% in the

step of 20%. Figure 6.29 is the magnified view of Fig. 6.28.

On careful observation from Fig. 6.29, it is found that the magnitude of

response is increasing from 0% RH to 40% RH after which it is decreasing and at

80% RH, it is found that the phase of the response gets changed. To investigate

this further, the response is plotted as shown in Fig. 6.30 at smaller steps of

increment.

Again careful observation Fig. 6.30, it is found that the magnitude of response

is increasing from 0% RH to 50% RH after which it decreases and the magnitude

corresponding to 30% RH and 60% RH are nearly same, which means that

Fig. 6.28 Transverse tip

velocity in beam due to tip

modulated load
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stiffnesses at these two values of RH are nearly same. When RH is increased

beyond 70%, the phase get changed, which is in accordance with the variation in

tension modulus EX; which first increases up to 50% RH and then decreases. After

70% RH, it decreases rapidly.

We will next treat the same problem slightly differently by using a kinematics

based average model, which is explained in the next section.

6.7.2 Average Degraded Model

In the average degraded model (ADM), the characteristic of a degraded region is

that the material properties (Young’s modulus, density, etc.) gets reduced due to

Fig. 6.29 Magnified view of

transverse tip velocity shown

in Fig. 6.28

Fig. 6.30 Magnified view of

transverse tip velocity shown

in Fig. 6.29
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moisture absorption say by a: Hence, we represent the degraded laminate con-

stitutive property under plane stress or plane strain condition by

rxx
rzz
sxz

8

<

:

9

=

;

¼
a11Q11 a13Q13 0

a13Q13 a33Q33 0

0 0 a55Q55

2

4

3

5

exx
ezz
cxz

8

<

:

9

=

;

; ð6:84Þ

where z is the laminate thickness direction and x is the longitudinal direction (0� fiber
direction). aij are degradation factors, which are unity for healthy laminates.

We apply the same approach we adopted to model the delamination or vertical

cracks (see Sects. 6.3 and 6.4). The element nodal degrees of freedom are con-

densed after the assembly of two undamaged elements on both sides of the

damaged zone. It will then be possible to describe the damage configuration just by

prescribing three sets of parameters: (1) the degradation factors (aij) describing the

damaged laminate (Eq. 6.84); (2) the approximate span-wise location of one of

the interface between the undamaged and damaged zone; and (3) the length of the

damaged zone.

The location of the two nodes of spectral elements with an embedded degraded

zone in a beam is shown in Fig. 6.31a. In the absence of degradation, one spectral

element between node 1 and node 2 is sufficient for analysis. The presence of

degradation, when treated as a structural discontinuity increases the number of

elements from one to three as shown in Fig. 6.31b. Four more nodes are introduced

to model the degraded zone (element (3)) and the surrounding undamaged zones

(elements (1) and (2)). In a practical situation, it may so happen that the matrix

crack density in laminates may decrease with some gradation from the damaged

zone. In such a case, the elements (1) and (3) can be used with such graded

laminate properties, based on the same constitutive model as discussed in Eq. 6.84.

As elsewhere, all variables with ‘‘hats’’ denote that the variables are defined in

the frequency domain. The kinematic assumption of continuity of displacements

and rotations at the internal element nodes 3, 5 and 4, 6 leads to

û5 ¼ û05 x̂5 /̂5

n oT

¼ û3; û6 ¼ û06 x̂6 /̂6

n oT

¼ û4: ð6:85Þ

Fig. 6.31 a Composite beam

segment with degraded zone

of size L2: The whole

segment is represented by the

end nodes 1 and 2 of the

spectral element. b Element

local configuration showing

the internal element numbers

(1), (2) and (3) by circles and

the associated nodes 1–3,

2–4, and 5–6
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From equilibrium of the nodal forces and moments at the left interface (between

nodes 3 and 5) and at the right interfaces (between nodes 4 and 6), we get

respectively

f̂3 þ f̂5 ¼ 0; f̂4 þ f̂6 ¼ 0: ð6:86Þ

The element equilibrium equation for the jth internal element (j ¼ 1; 2; 3) with
nodes p and q can be written as

K̂
ðjÞ
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12

K̂
ðjÞ
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22

" #

ð6�6Þ
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: ð6:87Þ

Assembling Eq. 6.87 for the three internal elements (1), (2) and (3), we get
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:
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0
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:

9

>

>

=

>

>

;

: ð6:88Þ

Upon condensation of the degrees of freedom at the internal nodes 3 and 4 and

assuming no load is applied to the damaged zone, Eq. 6.88 becomes

K̂ð6�6Þ
û1
û2

� �

¼ f̂1
f̂2

� �

; ð6:89Þ

where the sub-matrices of the new dynamic stiffness matrix K̂ are defined as

K̂11 ¼ K̂
ð1Þ
11 � K̂

ð1Þ
12 K̂

ð1Þ
22 þ K̂

ð2Þ
11

� 	�1

X2; ð6:90Þ

K̂12 ¼ K̂
ð1Þ
12 K̂

ð1Þ
22 þ K̂

ð2Þ
11

� 	�1

K̂
ð2Þ
12 X

�1
1 K̂

ð3Þ
12 ; ð6:91Þ

K̂21 ¼ K̂
ð3Þ
21 X

�1
1 K̂

ð2Þ
21 K̂

ð1Þ
22 þ K̂

ð2Þ
11

� 	�1

K̂
ð1Þ
21 ð6:92Þ

K̂22 ¼ K̂
ð3Þ
22 � K̂

ð3Þ
21 X

�1
1 K̂

ð3Þ
12 ; ð6:93Þ

X1 ¼ K̂
ð2Þ
22 þ K̂

ð3Þ
11

� 	

� K̂
ð2Þ
21 K̂

ð1Þ
22 þ K̂

ð2Þ
11

� 	�1

K̂
ð2Þ
12 ; ð6:94Þ

X2 ¼ K̂
ð1Þ
21 þ K̂

ð2Þ
12 X

�1
1 K̂

ð2Þ
21 K̂

ð1Þ
22 þ K̂

ð2Þ
11

� 	�1

K̂
ð1Þ
21 : ð6:95Þ

Equation 6.89 is the equilibrium equation for the spectral element with embedded

degraded zone, where only the degrees of freedom at the end nodes 1, 2 need to be

used while forming the global system of a damaged structure.
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6.7.3 Wave Scattering in a Degraded Composite Beam

Using ADM

To simulate the effect of stiffness degradation on the diagnostic signal, a graphite-

epoxy cantilever beam of length 0.8 m, thickness 16 mm and width 10 mm is

considered. All the plies are assumed to be of equal thickness with stacking

sequence (040=9080=040). A 20 mm long degraded zone is introduced at 0.3 mm

from the fixed end of the beam. The finite element model of the beam consists of a

single damaged spectral element under plane stress conditions in the X–Z plane

(Fig. 6.31). It is assumed that all the 90� plies are degraded with the same factor,

a11 (Eq. 6.84) in the longitudinal mode.

In the transverse and shear modes, the plies are assumed to be undamaged. In a

practical situation, however, the transverse and shear moduli will also have deg-

radation but their effect on the damaged structural response under flexural wave

excitation (as in the present case) will be negligible compared to that due to

degradation in the longitudinal elastic modulus. A sinusoidal pulse modulated at

20 kHz (shown in Fig. 4.1) is applied in the transverse direction (parallel to the

z-axis) at the tip. 2,048 FFT sampling points are used in the analysis. Transverse

velocity histories at the tip of the beam due to the variation in degradation of cross-

ply are shown in Fig. 6.32. As seen in this figure, the first pulse appearing at

0.5–0.75 ms is the incident wave. The next smaller pulses seen at higher degra-

dation (smaller values of a11) are reflections from the two ends of the degraded

zone. Here we assume that the plies were degraded uniformly within the degraded

zone.

To study the effect of the length of the degraded zone, we consider the same

cantilever beam with one of the interfaces fixed at 0.4 m from the tip. However,

instead of narrow band load, we will use the broadband signal shown in Fig. 3.7.

The length of the degraded zone is varied by moving the other interface towards

the fixed end from 0.1 to 0.4 m. The last case represents one-half of the beam on

the fixed end side of the beam as degraded. The variation of the transverse velocity

histories at the tip of the beam with the variation of the size of the degraded zone is

Fig. 6.32 Transverse

velocity history due to

variation in the degradation

factor a11 using a narrow-

band diagnostic signal

(Fig. 4.1). Length of the

degraded zone is 20 mm
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shown in Fig. 6.33 for a11 ¼ 0:2: From the figure it can be seen that for a smaller

size degraded zone with higher degradation (smaller values of a), both reflections

from the two interfaces are easily detectable.

6.8 Modeling of Vertical Cracks in 2D Waveguides

Simplified modeling of flaws in 1D waveguides can achieved by imposing

kinematics among the nodes that make up the flaw. In 2D waveguides, impo-

sition of kinematics is not straightforward. Alternate ways be adopted for

modeling damages in 2D waveguides. One such approach is the use of flexibility

functions across the crack front for certain degrees of freedom of the nodes that

make up the flaw. Although such approach is limited for very few crack ori-

entation, they are found to be very useful in SHM studies due to their

simplicity.

In this section, we will formulate a spectral element based on Fourier transform

for a 2D waveguide with through width vertical crack for which flexibility func-

tions are available. This element is an extension of spectral plate element for-

mulated in Sect. 5.4.

Amodel of the spectral plate element with a transverse open and non-propagating

crack is shown in Fig. 6.34. The length of the element in the X direction is L and the

plate is infinite in the Y direction (although having a Ywindow length LY ). The crack

is located at a distance of L1 from the left edge of the plate and has a length 2c in the

Y direction.

Following the classical plate theory for symmetric ply-stacking, the displace-

ment field at frequency xn is given by

Fig. 6.33 Transverse

velocity histories due to

variation in the length of the

degraded zone with

broadband diagnostic signal

(Fig. 3.7). Degradation factor

a11 ¼ 0:2
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ŵðx; yÞ ¼
X

M

m¼1

~wðxÞe�jnmy

¼
X

M

m¼1

ðAmne
�jk1x þ Bmne

�jk2x þ Cmne
�jk1ðL1�xÞ þ Dmne

�jk2ðL1�xÞÞe�jnmy;

where k1 and k2 are the wavenumbers, which are the roots of the following dis-

persion relation:

D11k
4 þ ð2D12 þ 4D66Þn2mk2 þ ðD22n

4
m � I�x

2Þ ¼ 0;

with nm ¼ 2mp=LY : Further, expressions of the moment (Mxx) and shear force (Vx)

according to this theory are

Mxx ¼ D11o
2ŵðx; yÞ=ox2 þ D12o

2ŵðx; yÞ=oy2 ð6:96Þ

Vx ¼ �ðD11o
3ŵðx; yÞ=ox3 þ ðD12 þ 4D66Þo3ŵðx; yÞ=oxy2Þ: ð6:97Þ

We assume two different displacement fields ŵ1ðx; yÞ and ŵ2ðx; yÞ on the left

and right side of the crack, respectively, whose wavenumber domain representa-

tions are ~w1ðxÞ and ~w2ðxÞ: These expressions involve a total of eight constants,

which will be denoted in subsequent formulation by vector c. This vector can be

represented as a function of nodal displacements and rotations f~q1; ~q2; ~q3; ~q4g ¼
fu1; u2g; using the boundary conditions at the left and right edge and a hypo-

thetical boundary along the crack line as:

1. At the left edge of the element (x ¼ 0)

~w1ðxÞ ¼ ~q1; o~w1ðxÞ=ox ¼ ~q2

Fig. 6.34 The plate element

with transverse and non-

propagating crack
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2. At the crack location (x ¼ L1 for ŵ1 and x ¼ 0 for ŵ2)

~w1ðxÞ ¼ ~w2ðxÞ (continuity of displacement across the crack)

o~w1ðxÞ=ox� o~w2ðxÞ=ox ¼ ~f2 (discontinuity of slope across the crack)

Mxx1 ¼ Mxx2 (continuity of bending moment)

Vx1 ¼ Vx2 (continuity of shear force)

3. At the right edge of the element (x ¼ L� L1):

~w2ðxÞ ¼ ~q3 o~w2ðxÞ=ox ¼ ~q4

where Mxx1 and Vx1 are the moment and shear force obtained from ŵ1ðx; yÞ and

similarly for Mxx2 and Vx2: The ~f2 is the wavenumber transform of the slop dis-

continuity function f̂2ðyÞ along the crack edge. The way of obtaining f̂2ðyÞ is given
in the next section. These boundary conditions can be written as

M1 0

M2 M3

0 M4

2

4

3

5 cf g ¼
u1
f

0

u2

8

>

>

<

>

>

:

9

>

>

=

>

>

;

; f ¼ f0;~f2g

where c ¼ fAmn;Bmn;Cmn;Dmng and M1;M4 2 C2�4 and M2;M3 2 C4�4:
Inverting the matrix M (and calling it N), the constants c can be expressed as

c ¼ N

u1
f

0

u2

8

>

>

<

>

>

:

9

>

>

=

>

>

;

¼ Nð:; ½1; 2; 7; 8�Þ
u1
u2

� �

þ Nð:; ½3; 4�Þf ð6:98Þ

Using Eqs. 6.96 and 6.97, the shear forces and bending moments at the left and

right edge of the plate can be written as

Vx1ð0Þ
Mxx1ð0Þ
Vx2ðLÞ
Mxx2ðLÞ

8

>

>

<

>

>

:

9

>

>

=

>

>

;

¼

~V1

~M1

~V2

~M2

8

>

>

<

>

>

:

9

>

>

=

>

>

;

¼
P1 0

0 P2

� �

c; P1;P2 2 C2�4 ð6:99Þ

Combining Eqs. 6.98 and 6.99,

~V1

~M1

~V2

~M2

8

>

>

<

>

>

:

9

>

>

=

>

>

;

¼ ~K
u1
u2

� �

þ b
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where ~K is the frequency-wavenumber domain element stiffness matrix for the

cracked plate and ~b is the body force vector due to the presence of the crack. They

are given by

~K ¼ P1 0

0 P2

� �

Nð:; ½1; 2; 7; 8�Þ; ~b ¼
P1 0

0 P2

� �

Nð:; ½3; 4�Þ

6.8.1 Flexibility Along the Crack

If hðyÞ denotes the bending flexibility at both sides of the crack, then the slope

discontinuity function can be written as

f̂2ðyÞ ¼ hðyÞMxxðL1; yÞ: ð6:100Þ

The dimensionless form of hðyÞ can be obtained as (see [17])

hð�yÞ ¼ ð6H=LyÞabbð�yÞFð�yÞ; �y ¼ y=Ly

where H is the total thickness of the plate, abbð�yÞ is function representing

dimensionless bending compliance coefficient and Fð�yÞ is a correction function.

The function abbð�yÞ is given by the following relation:

abbð�yÞ ¼ a0bbf ð�yÞ

with

a0bb ¼ ð1=HÞ

Z

h0

0

nð1:99� 2:47nþ 12:97n2 � 23:117n3 þ 24:80n4Þ2 dh;

n ¼ h=H

where h(y) is a function representing the shape of the crack and h0 is the central

crack depth. Then

f ð�yÞ ¼ exp ½�ð�y� �y0Þ
2
e2=2�c2�

where e is the base of the natural logarithm and �c is the normalized half-crack

length, c=Ly: The correction factor is given as

Fð�yÞ ¼
2c=H þ 3ðmþ 3Þð1� mÞa0bb½1� f ð�yÞ�

2c=H þ 3ðmþ 3Þð1� mÞa0bb

Figure 6.35 shows the variation hðyÞ for different values of the crack length c and

central crack depth h0: To obtain ~f2; it is necessary to take Fourier transform of
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f̂2ðyÞ: However, in Eq. 6.100, the expression of MxxðL1; yÞ; which is the moment at

the crack location, is not known beforehand. Thus, to perform the transform, some

approximation is necessary. Here, we assume that the moment is not greatly

perturbed by the presence of the crack andMxx of the cracked plate can be replaced

by the Mxx of the undamaged plate, Mxx0f ðyÞ: Further, if the applied load is

concentrated, i.e., its Y dependency is dðy� y0Þ; then so is f ðyÞ: Thus, applying the

Fourier transform and using the shifting property of the dirac delta function,

~f2 ¼ Mxx0hðy0Þ

which is a constant. Using this, a first approximation of the displacement and stress

field for the cracked plate can be obtained. This new result can be used again to

replace Mxx0 and this iteration can be continued until the convergence is achieved.

In the present work, no iteration is performed as the objective is to show the

qualitative change induced in the displacement field due to the presence of a crack.

6.8.2 Scattering Due to a Transverse Crack

The effect of a non-propagating transverse crack on the velocity field is studied in

this section. A GFRP plate is taken for this purpose, which is 1.0 m long (L, in

Fig. 6.34). This large propagating length is taken to distinguish clearly the position

of the crack (L1), where the crack length is taken as 0.1 m. The Ywindow length, LY ;
is fixed at 10.0 m. In this example symmetric ply-sequence (½010�) is considered,
where each ply is 1.0 mm thick. The plate is fixed at one end and is impacted by the

same pulse loading (Fig. 3.7) at the other end. The response of the plate (transverse

velocity) for various locations of the crack is shown in Fig. 6.36 along with the

response of a healthy plate at the bottom. As the figure suggests the presence of crack

Fig. 6.35 Variation of non-

dimensional flexibility at the

crack location

6.8 Modeling of Vertical Cracks in 2D Waveguides 267

http://dx.doi.org/10.1007/978-0-85729-284-1_3#Fig7


does not alter the peak amplitude and the group velocity of the bending mode

significantly, and the reflection from the fixed end arrives at 500 ls in all the cases.

However, due to the presence of the crack, there is an extra reflection from the crack

front which arrives before the boundary reflection (at around 250, 200 and 150 ls;

Fig. 6.36 Scattering due to

transverse crack: broadband

pulse

Fig. 6.37 Scattering due to transverse crack: modulated pulse, healthy plate response is also

shown below the scattered response
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for L1 ¼ 0:25; 0:5 and 0.75 m, respectively). This pattern of wave scattering from a

stationary transverse crack is similar to that found in wave scattering due to vertical

cracks in beams and this was reported in Sect. 6.4.

Next, a modulated pulse is applied at the free end and the transverse velocity is

measured at the same point. Figure 6.37 shows the time histories for both cracked

and healthy plate. The extra reflections can be clearly seen in the sub-figures, which

change their positions with variation in L1: Instead of applying mechanical force, the

plate can also be subjected to piezoelectric actuation and the measured response will

also capture the scattered wave from the crack. This method of actuation has the

advantage over mechanical loading in that the center frequency of the modulated

pulse can be controlled quite accurately. To demonstrate this, a piezo-patch is placed

at the tip of the plate and a pulse voltage of 50 kHz center frequency is applied to this

material, which as a result actuates mechanical loading (in terms of bending

moment) to the structure. The transverse velocity at the tip is measured and plotted in

Fig. 6.38, where the crack is assumed to be at 0.35 m from the fixed end. The thick

solid line denotes response of the plate without a crack, which is devoid of the extra

waveform. However, for a plate with a damage, we clearly see an extra waveform

occurring at 300 ls; which is due to the presence of damage.

6.9 Conclusions

This chapter presented various simplified spectral element damage models for

different failure modes in metals and composite in 1D and 2D waveguides. The

modeling approach can be easily incorporated in both Fourier and Wavelet

spectral FEM environment. Some of these damage models will form the basis for

damage detection methodologies, which are outlined in the Part-III of this book.

Fig. 6.38 Scattering due to

transverse crack: modulated

voltage pulse, L1 ¼ 0:35m
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Chapter 7

Perturbation Methods for Damaged

Structures

7.1 Perturbation Methods for Notched Structures

In this chapter, analysis methods for notch type and line type defects are presented,

which are based on perturbation techniques. The line defect could be a horizontal

crack (delamination) or vertical crack (fiber breaks). Modeling of some of these

defects were addressed in the last chapter and the methods presented here represent

another approach to the simplified modeling of these defects.

The effects of cracks on the dynamic behavior of beams and shafts have been

studied by many authors. Excellent overviews of the state-of-the-art can be found

for example in [23, 3]. Many of the existing formulations are based on the

description of damage as an equivalent stiffness at the location of the defect. The

dynamic behavior of single-sided cracked beams can for example be found in

[5 and 12–14, 19], while the work of [1, 6–7] analyzed the effect of double-sided

cracks of equal depth. A different approach of modeling cracked beams consists in

using approximated numerical solutions as illustrated in the previous chapter. For

example in [2], the variation of the fundamental frequency of a simply supported

beam with a mid-span crack is evaluated using a two-term Rayleigh-Ritz solution.

In the approximation, an exponentially decaying crack function was used to

simulate damage, and the decay rate of the function was estimated from experi-

mental results. The Galerkin approximation is used alternatively in [22] in order to

achieve fast convergence rates, while in [20], a Finite Element model is used to

predict the behavior of a beam with an edge crack. Finally, [18] and subsequently

[17] presented a perturbation method to describe the dynamic behavior and in

particular the curvature modes of cracked beams. In these works, the perturbation

analysis is based on the assumption of a small crack whose depth is defined by a

perturbation parameter. The modal behavior of the cracked beam is evaluated

through perturbation of the modal parameters of the undamaged beam, so that

approximated analytical expressions for the damaged modes can be obtained. The

present chapter extends the formulation presented in [17, 18] to plates with
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localized defects. Both point defects, or notches, as well as line defects are con-

sidered to evaluate their effects on natural frequencies, mode shapes and curva-

tures. Relatively little work can be found in the literature on the analytical

modeling of damaged plates. Among the work considered as reference for this

study, the contributions by Ostachowicz, Krawczuk and co-workers are here

mentioned as relevant to the present investigations [3, 11, 15]. In addition, the

chapter illustrates the application of perturbation techniques in conjunction

with FSFEM to investigate the wave propagation characteristics of simple Euler–

Bernoulli beams, where damage couples axial and bending behavior so that mode

conversion can be captured.

The analytical formulations presented below can be used in support of

experimental tests, to analyze data and to supplement the experiments with

mechanics-based analysis tools that quantify damage. In particular, the application

of scanning laser vibrometry for the detection of dynamic deflection shapes allows

unprecedented amounts of information, which can be successively used for the

evaluation of curvature shapes. The results presented in this chapter and in [17, 18]

in fact indicate how curvatures are extremely sensitive to damage, and can be

successfully utilized as part of a damage detection technique.

7.2 Modal Analysis of Damaged Plates

7.2.1 Governing Equations

The free dynamic behavior of isotropic damaged plates can be described by

expressions formulated from the general equation of motion for plates of variable

thickness, as found in [16]:

r2 Dr2w
� �

� ð1� mÞ o
2D

oy2
o
2w

ox2
� 2

o
2D

oyox

o
2w

oyox
þ o

2D

ox2
o
2w

oy2

� �

þ m
o
2w

ot2
¼ 0 ð7:1Þ

where w ¼ wðx; yÞ is the out-of-plane displacement of the plate, h ¼ hðx; yÞ is the
plate thickness, D ¼ Dðx; yÞ ¼ Eh3=12ð1� m2Þ is the plate rigidity, and m ¼
mðx; yÞ ¼ qhðx; yÞ is the mass per unit area of the plate. Also E; q and m are the

Young’s modulus, the density and the Poisson’s ration of the plate material.

We consider defects described as localized reductions in the plate thickness.

Notch-type damage, and line defects along the x and y directions are specifically

analyzed according to the configurations presented schematically in Figs. 7.1 and

7.2, respectively. The line loads can be considered as simplified descriptions of a

linear crack or of plate delaminations oriented along the reference axis. The

extension of the present formulation to line defects of general orientation does not

present any theoretical difficulties. However its implementation and related
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analytical derivations are quite involved, and are not reported in this chapter as

they do not add significant contributions to the discussion.

Damage is described by expressing the plate thickness at the defect location as:

hd ¼ h0 � hD ð7:2Þ

where h0 is the thickness of the undamaged plate and hD is the thickness of the

plate at the damage location. Accordingly, the plate rigidity at the defect site can

be expressed as:

Dd ¼
Eh3d

12ð1� m2Þ

¼ D0 1� hD

h0

� �3
ð7:3Þ

where D0 ¼ Eh30=12ð1� m2Þ is the rigidity of the undamaged plate. For a small

damage, i.e. for hD � h0, Eq. 7.3 can be approximated as:

Fig. 7.1 Schematic of plate with notch damage

Fig. 7.2 Schematic of plates with considered line defects
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Dd ’ D0 1� 3
hD

h0

� �
¼ D0ð1� eÞ ð7:4Þ

where e ¼ 3hD=h0: Similarly, the mass per unit area of the plate at the defect site

can be expressed as:

md ¼ m0 1� hD

h0

� �
¼ m0 1� 1

3
e

� �
ð7:5Þ

where m0 ¼ qh0 is the mass per unit area of the undamaged plate. The plate

rigidity Dðx; yÞ can in general be described as:

Dðx; yÞ ¼ D0½1� eðHðx� x1Þ � Hðx� x2ÞÞðHðy� y1Þ � Hðy� y2ÞÞ� ð7:6Þ

where x1; x2 and y1; y2 define the dimensions of the defect in the x; y directions, and
where H is the Heaviside step function. Equation 7.6 can be conveniently

manipulated to describe both notch-type defects, as well as line loads of the kind

shown in Fig. 7.2. Equation 7.6 can in fact be rewritten as:

Dðx; yÞ ¼ D0 1� eAD

ðHðx� x1Þ � Hðx� x2ÞÞ
Dlx

ðHðy� y1Þ � Hðy� y2ÞÞ
Dly

� �

ð7:7Þ

where bx ¼ x2 � x1; by ¼ y2 � y1, and AD ¼ bx � by: For a notch defect at xD; yD
(see Fig. 7.1), it is assumed that

x1 � x2 � xD; y1 � y2 � yD

and Eq. 7.6 becomes:

Dðx; yÞ ¼ D0½1� eADdðx� xDÞdðy� yDÞ� ð7:8Þ

where

dðxÞ ¼ dHðxÞ
dx

is the Dirac delta function. Similar expressions can be defined to characterize a line

defect. For example, a line defect at location y ¼ yD and parallel to the x direction

(Fig. 7.2a) can be described as:

Dðx; yÞ ¼ D0 1� ebydðy� yDÞ
Z x2

x1

dðx� nÞdn
� �

ð7:9Þ

while a defect at x ¼ xD along the y direction (Fig. 7.2b) can be expressed as:

Dðx; yÞ ¼ D0 1� ebxdðx� xDÞ
Z y2

y1

dðy� gÞdg
� �

ð7:10Þ
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where x1; x2 and y1; y2 define the length of the defect, while n; g are dummy

integration variables. It is worth observing how in Eqs. 7.9 and 7.10, the heaviside

function is replaced by the integral of the delta function over the extension of the

defect. This substitution is adopted in order to take advantage of properties of

the delta function which are very convenient for the the analytical derivations

presented below.

A general description of line and notch defects of the kind considered here can

be obtained by expressing the plate bending rigidity as:

Dðx; yÞ ¼ D0½1� ecDðx; yÞ� ð7:11Þ

where cDðx; yÞ denotes the function describing the considered damage configura-

tion, which can be particularized to the expressions in Eqs. 7.8–7.10. Similarly, the

mass per unit area of the damaged plate can be described as:

mðx; yÞ ¼ m0 1� hd

h0

� �
¼ m0 1� 1

3
ecDðx; yÞ

� �

ð7:12Þ

The expressions for the plate rigidity and mass given in Eqs. 7.11 and 7.12 can be

substituted in Eq. 7.1 to obtain a solution predicting the dynamic behavior of

plates with the considered types of damage.

7.2.2 Perturbation Solution

A solution for equation Eq. 7.1 can be obtained through modal superposition by

imposing a solution of the kind:

wðx; yÞ ¼
X

i;j

/i;jðx; yÞejxi;jt ð7:13Þ

where /i;j; xi;j are respectively the i; jth mode shape and natural frequency

(eigensolutions) of the plate, while j is the imaginary unit. Considering for sim-

plicity the contributions of a single mode i; j and substituting Eq. 7.13 in Eq. 7.1

gives:

r2 Dr2/
� �

� ð1� mÞ o
2D

oy2
o
2/

ox2
� 2

o
2D

oyox

o
2/

oyox
þ o

2D

ox2
o
2/

oy2

� �

� mk/ ¼ 0 ð7:14Þ

where k ¼ x2, and the subscripts i; j are omitted for simplicity. In our analysis, e is

assumed to be a small parameter corresponding to a small damage depth hD:
Within this assumption, the eigensolutions for the damaged plate can be expressed

as perturbations from the solution for the intact plate, so that the eigenfunctions

and eigenvalues of the damaged plate can respectively be expressed as [16]:
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/ðx; yÞ ¼ /ð0Þðx; yÞ � e/ð1Þðx; yÞ þ Oðe2Þ ð7:15Þ

and

k ¼ kð0Þ � ekð1Þ þ Oðe2Þ ð7:16Þ

where /ð0Þðx; yÞ; kð0Þ are the eigensolutions for the undamaged plate, while

/ð1Þðx; yÞ; kð1Þ are the first order perturbations. Substituting the perturbed eigen-

solutions into Eq. 7.14, and collecting the coefficients of same power of e gives a

set of equations which can be solved in terms of the perturbations coefficients:

e0:

r4/ð0Þ � m0

D0

kð0Þ/ð0Þ ¼ 0 ð7:17Þ

e1:

r4/ð1Þ þr2 cD /ð1Þ
;xx þ /ð1Þ

;yy

� 	h i

¼

ð1� mÞ /ð0Þ
;xxcD;yy

þ /ð0Þ
;yycD;xx

� 2/ð0Þ
;xycD;xy

h i

þ m0

D0

ðkð0Þ/ð1Þ þ kð1Þ/ð0Þ þ 1

3
kð0Þ/ð0ÞcDÞ

ð7:18Þ

where cD ¼ cDðx; yÞ, and where ð�Þ f denotes partial derivatives with respect to the

variable f: Equation 7.17 represents the equation of motion for an undamaged

plate, and its solution provides the undamaged modes /ð0Þðx; yÞ and eigenvalues

kð0Þ, which can then be substituted in Eq. 7.18 to obtain a solution in terms of the

perturbation modal parameters /ð1Þðx; yÞ; kð1Þ:

7.2.3 Fourier Series Solution of e1 Equations

The i; jth eigenfunction and eigenvalue for a plate supported on all edges are

respectively given by [16]:

/
ð0Þ
i;j ðx; yÞ ¼ sin

ipx

Lx
sin

jpy

Ly
ð7:19Þ

and

k
ð0Þ
i;j ¼ D0

m0

ip

Lx

� �2

þ jp

Ly

� �2
" #2

ð7:20Þ
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where Lx; Ly denote the plate dimensions. An approximate solution for Eq. 7.18

can be found by imposing a solution of the kind:

/
ð1Þ
i;j ðx; yÞ ¼

X

p

X

q

gp;qsin
ppx

Lx
sin

qpy

Ly
ð7:21Þ

which corresponds to the Fourier series expansion of the perturbed mode.

Substituting this expansion in Eq. 7.18 gives:

X

p

X

q
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 !2

�m0k0
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� �
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ð7:22Þ

where /ð0Þ ¼ /
ð0Þ
i;j ðx; yÞ; kð0Þ ¼ k

ð0Þ
i;j are respectively defined in Eqs. 7.19 and 7.20.

The complexity of Eq. 7.22 can be substantially reduced by exploiting the

orthogonality properties of harmonic functions. Multiplying Eq. 7.22 by

sin rpx
Lx
sin spy

Ly
and integrating over the plate surface gives:

rp

Lx
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 !2
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 !2
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where

j1 ¼
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0

Z Ly

0
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� �2
" #
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and
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Z Ly

0
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þ
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Also, in Eq. 7.22, dk;l is the Kronecker symbol defined as:

dk;l ¼
1 k ¼ l

0 k 6¼ l




The summation signs in Eq. 7.22 are eliminated in virtue of the well-known

orthogonality property of harmonic functions, which reads:

Z Lx

0

Z Ly

0

sin
ppx

Lx
sin

qpy

Ly
sin

rpx

Lx
sin

spy

Ly
dxdy ¼ LxLy

4
dr;pds;q

and corresponding versions for cosine functions. Given the considered modes for

the undamaged plate, Eq. 7.23 can be solved in terms of the unknowns gr;s; k
ð1Þ:

Letting r ¼ i and s ¼ j, yields an equation which can be solved in terms of ki,j
(1):

k
ð1Þ
i;j ¼ 4D0

m0LxLy
½j1 � ð1� mÞj2� ð7:24Þ

It is worth observing how the integrations required for the evaluation of the

constants j1; j2 are significantly simplified by taking advantage of the following

properties of the delta function [9]:

f ðxÞdðx� x0Þ ¼ f ðx0ÞdðxÞ ð7:25Þ

and

Z
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oxn
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o
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oxn�1

dx ð7:26Þ

where f ðxÞ is a generic function. A few simple manipulations yield the following

expressions:

j1 ¼
4D0DAD

LxLy

ip

Lx

� �2

þ jp

Ly

� �2
" #

� 1

3

m0

D0

kð0Þ
 !

sin
jpyD

Ly

� �2

sin
ipxD

Lx

� �2

;

j1 ¼
4D0by

LxLy

ip

Lx

� �2

þ jp

Ly

� �2
" #

� 1

3

m0

D0

kð0Þ
 !

sin
jpyD

Ly

� �2Z x2

x1

sin
ipn

Lx

� �2

dn;

and

j1 ¼
4D0bx

LxLy

ip

Lx

� �2

þ jp

Ly

� �2
" #

� 1

3

m0

D0

kð0Þ
 !

sin
ipxD

Lx

� �2Z y2

y1

sin
jpg

Ly

� �2

dg:

which respectively define the value of j1 for a notch damage and for line defects

along the x and y directions. Similar expressions, here omitted for the sake of

brevity, are obtained for the parameter j2:
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The amplitude of the Fourier series coefficients gr;s can instead by obtained by

letting r 6¼ i and s 6¼ j in Eq. 7.22. Summation of the various terms of the Fourier

series expansion gives an approximate expression for the first order perturbation

eigenvalues and eigenvectors, according to Eqs. 7.15 and 7.16.

The results obtained from the formulation presented above are here used to

assess the influence of various damage levels, at different locations on the plate

surface. Natural frequencies (or eigenvalues), modal deflections, as well as modal

curvatures are studied as damage indicators to be used in the development of a

modal-based damage detection theory. The modal curvatures can be easily com-

puted from the obtained perturbation solution, and they are given by:
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ð7:27Þ

7.2.4 Strain Energy Ratio for Damage Localization

The curvature modes evaluated in the previous section can be used directly as

damage indicators, and their analytical expressions can be used to evaluate the

extent of damage. Alternatively, the curvatures can be used to evaluate the strain

energy of the damaged plate. The strain energy for a rectangular plate vibrating

according to mode m; n can be expressed as [16]:

Um;n ¼
1

2
D0

Z Lx

0

Z Ly

0

/2
mn;xx

þ /2
mn;yy

þ 2m/mn;xx/mn;yy � 2ð1� mÞ/2
mn;xy

dxdy

ð7:28Þ

The evaluation of the strain energy for undamaged and damaged plate can be used

as an effective strategy for the identification of damage. Furthermore, the location

of the defect can be also evaluated through the estimation of the strain energy over

limited regions of the plate corresponding to its subdivision into a grid. The strain

energy associated to the i; j area of the plate can be expressed as:

Um;nði; jÞ ¼
1

2
D0

Z xiþ1

xi

Z yjþ1

yj

/2
mn;xx

þ /2
mn;yy

þ 2m/mn;xx/mn;yy � 2ð1� mÞ/2
mn;xy

dxdy

ð7:29Þ
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We define the modal Strain Energy Ratio (SER) at location i; j as:

rm;nði; jÞ ¼
Um;nði; jÞ
U

ð0Þ
m;nði; jÞ

ð7:30Þ

where U;Uð0Þ respectively denote the strain energies of the damage and undam-

aged plate at the considered location. The strain energy for the damage plate can

be obtained by using the curvatures obtained from the first order perturbation

solution. Imposing Eqs. 7.27 in Eq. 7.32 and neglecting higher powers of e allows

expressing the strain energy for the damaged plate as:

Um;nði; jÞ ¼ Uð0Þ
m;nði; jÞ � eDUm;nði; jÞ ð7:31Þ

where:
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The SER can be therefore expressed as:

rm;nði; jÞ ¼ 1� e
DUm;nði; jÞ
U

ð0Þ
m;nði; jÞ

ð7:32Þ

The modal SER provides indications regarding the integrity of the area i; j as any
variation from unity indicates a difference between the curvature modes over the

particular area. A similar concept has been proposed in the literature in [8, 10].

The analytical framework of the perturbation analysis of the plate provides a

theoretical description of the concept. The presented analytical study also offers

the opportunity of quantifying the extent of damage through the value of the SER,

which is directly related to the level of damage e:
The definition of strain energy ratio in Eq. 7.32 considers only one mode of the

structure. However it is well known that damage mostly affects regions of higher

strain energy. It is thus convenient to sum information obtained from the analysis

of several modes m; n and therefore to consider a cumulative strain energy ratio,

which may be defined as

rði; jÞ ¼
X

m;n

rm;nði; jÞ ¼ 1� e
X

m;n

DUm;nði; jÞ
U

ð0Þ
m;nði; jÞ

ð7:33Þ

This cumulative index provides a unique information which combines the results

from several modes. Modes not affected by damage because the particular location

will not contribute, whereas the index for modes altered by the defect will be

combined to provide a robust indication of damage.
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7.2.5 Effect of Notch Damage on the Plate Modal Properties

The perturbation analysis presented in the previous section is applied to evaluate

natural frequencies, mode shapes and curvature modes of damage plates. Initial

results consider the effect of notch damage at various locations, while the inves-

tigation of the effects of line defects is presented in the following section. The

study is performed on a rectangular plate with Lx ¼ 1:5m and Ly ¼ 1m, supported

on all edges as assumed in the analytical derivations. The plate has a thickness

h0 ¼ 5mm and it is made of aluminum (E ¼ 7:1� 1010 Pa; q ¼ 2700 kg/m3;
m ¼ 0:3). The extent of damage is varied and it is defined by the parameter e

according to the definition given in the previous section.

The effect of a notch damage on the plate natural frequencies is first investi-

gated. Various damage locations as well as damage extents are considered for the

analysis. The results of the investigations are presented in Table 7.1. Damage in

general tends to reduce the natural frequencies, as a result of the associated

stiffness reduction. It is interesting to observe how frequencies remain unchanged

when damage is located at the intersection of the nodal lines of the corresponding

mode shape as demonstrated by the frequency of mode (2,2) for damage at xD ¼
Lx=2; yD ¼ Ly=2: Also frequencies corresponding to higher order modes tend to be

more affected by the presence of damage, as demonstrated for example by the

comparison of the frequency changes in modes (1,1) and (1,3). Modal deflections

and curvatures for plates with notch damage are evaluated through the procedure

presented above. The perturbation analysis is limited to the first order based on

previous results for beams, which have shown how the second order term gives

Table 7.1 Natural frequencies (rad/s) of plates with notch damage

Modeði; jÞ hD=h0 ¼ 0 hD=h0 ¼ 1% hD=h0 ¼ 2% hD=h0 ¼ 3% hD=h0 ¼ 4%

xD ¼ Lx=2 yD ¼ Ly=2

1,1 110.6 110.6 110.4 110.2 109.9

1,2 340.3 340.2 339.6 338.8 337.5

2,1 212.7 212.5 212.0 211.1 209.9

2,2 442.5 442.5 442.5 442.5 442.5

1,3 723.2 722.5 720.1 716.2 710.7

xD ¼ Lx=3 yD ¼ Ly=3

1,1 110.6 110.5 110.4 110.0 109.6

1,2 340.3 340.1 339.3 338.0 336.1

2,1 212.7 212.6 212.3 211.7 210.9

2,2 442.5 442.2 441.4 440.2 438.4

1,3 723.2 723.0 722.3 721.2 719.5

xD ¼ Lx=5 yD ¼ Ly=5

1,1 110.6 110.6 110.4 110.1 109.6

1,2 340.3 340.1 339.4 338.3 336.7

2,1 212.7 212.6 212.1 211.4 210.4

2,2 442.5 442.2 441.6 440.5 439.0

1,3 723.2 722.8 721.3 718.9 715.5
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minor contributions [18]. The Fourier series expansions are performed by con-

sidering the superposition of 300 terms. This number has been selected after the

qualitative analysis of mode shapes and curvatures predicted with increasing

number of expansion terms. A sample of these investigations is shown in Fig. 7.3,

which presents the curvature /ij;xx for mode (1,2) estimated with increasing

number of terms in the expansion. In the plot, the presence of damage is dem-

onstrated by a peak at the corresponding location. It is easy to observe how 300

terms are able to fully capture the peak and that considering higher numbers of

terms does not provide additional details on damage. Series expansion with 300

terms are therefore used in our study as a good compromise between accuracy and

computational efficiency. Examples of modal deflections and curvatures are shown

in Figs. 7.4, 7.5, 7.6, 7.7 and 7.8 for several combinations of damage location and

damage extent. The results for modes (1,1) and (1,3) are presented in Figs. 7.4 and

7.5, which clearly demonstrate how for the considered level of damage, the

deflection mode shapes are not affected by the presence of the notch, while the

curvature modes highlight its presence through a peak at the corresponding

locations. The amplitude of the peak is proportional to the extent of damage as

shown in Fig. 7.6., which depicts the curvature mode /22;xy for increasing damage
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Fig. 7.3 Curvature /12;xx estimation using increasing orders of Fourier Series expansion.

a r = s = 100, b r = s = 200, c r = s = 300, d r = s = 400
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ratios hD=h0: The effect of damage on the curvature modes also depends on its

location with respect to the nodal lines of the corresponding mode shapes.

Figure 7.7 shows for example how a notch damage with hD=h0 ¼ 2% becomes

more evident when it is located close, or at the points of maximum curvature.

Finally, Fig. 7.8 compares the effects of a defect of assigned extent on various

modes, and demonstrates how the notch tends to affect more significantly higher

order modes than lower order modes. This observation confirms the remarks made

regarding the natural frequencies of the damaged plates listed in Table 7.1.

7.2.6 Notch Damage Localization Through the Strain Energy

Ratio

The SER defined in the previous section is here used for the estimation of damage

location and extent. The SER is computed by discretizing the plate surface into a

60� 60 grid, over which the strain energy and its variation with respect to the
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Fig. 7.4 Deflection and curvatures for mode ð1; 1Þ with hD=h0 ¼ 2% and damage located at

xD ¼ Lx=3; yD ¼ Ly=3
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undamaged configuration are computed. The integration required for the SER

evaluation are evaluated analytically, due the convenient formulation for the

undamaged and damaged curvature modes obtained through the perturbation

analysis. Results for notch defects are presented in Figs. 7.9 and 7.10, where the

SER distributions are represented as contour plots. The abscissa and ordinates

respectively represent the plate length Lx and width Ly, while the magnitude of the

SER is indicated by a gray color scale varying between a minimum of 1.05 (black)

to a maximum of 2 (white). The presence of the defect in the presented maps is

highlighted by a peak at the corresponding location, which stands out very evi-

dently on the white background imposed on the figure. The extent of the peak and

mostly its magnitude are proportional to the damage extent and specifically to the

parameter e or to the ratio hD=h0 as predicted by Eqs. 7.32 and 7.33. The corre-

lation between damage extent and magnitude of the SER is shown in Fig. 7.9,

which presents modal SER results for notch defects of different extent and loca-

tion. The application of the superposition of modal SER distributions to obtain a

single damage index is instead illustrated in Fig. 7.10, which shows modal SER
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Fig. 7.5 Mode 1,3: Deflection and curvatures for hD=h0 ¼ 2% and damage located at

xD ¼ Lx=5; yD ¼ Ly=5
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values for an assigned damage configuration and the result of the combinations of

the modal contributions according to Eq. 7.33. As discussed above, various modes

have in fact different sensitivity to damage at a specific location. In here for

example, it is clear how the considered damage has very little effect on mode (3,1),

as demonstrated by the corresponding modal SER map shown in Fig. 7.10d.

The combination of the various modal contributions however is able to capture the

presence of the defect by combining the information provided by each mode.

7.2.7 Effect of Line Damage on the Plate Modal Properties

The presented analytical procedure is also applied to the analysis of line defects of

the kind depicted in Fig. 7.2. Results for various defect lengths, extensions and

orientation are presented in Figs. 7.11 to 7.13. Figure 7.11 for example shows the

influence of damage on the curvature mode /11;yy : Different defect lengths and
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Fig. 7.6 Influence of increasing damage levels on curvature mode /22;xy for notch at xD ¼
Lx=5; yD ¼ Ly=5. a hD/h0 = 1%, b hD/h0 = 2%, c hD/h0 = 4%
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orientations are considered to demonstrate how the considered curvature mode

highlights the presence of damage through an evident discontinuity at the damage

location. The length and the orientation of the discontinuity correspond to those of

the considered defect. Figure 7.12 presents results for the curvature mode /32;xx of

a damage plate. The plot in Fig. 7.12a is obtained for the defect located along the

nodal line of the curvature mode and therefore no discontinuity can be observed.

The same damage at a different location however becomes clearly evident as

shown in the case presented in Fig. 7.12b. Moreover, Figs. 7.12b, c compare

damage discontinuities corresponding to damage of increasing lengths to dem-

onstrate the increased sensitivity of the curvature modes. In Fig. 7.13 finally, the

influence of damage location and extent is demonstrated for mode /12;yy : Strain

Energy Ratios are computed also for line defects. Examples of the results are

shown in Figs. 7.14 and 7.15. The maps presented in Fig. 7.14 clearly demonstrate

how the SER representation is able to provide information regarding damage

extent, length and location. Finally, Fig. 7.15 presents the result of the summation

procedure for various modal SER, to obtain a cumulative ratio to be used as a

damage index in damage identification routines.
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Fig. 7.7 Influence on damage location on curvature mode /21;yy for hD=h0 ¼ 2%: a xD = Lx/2,

yD = Ly/2, b xD = Lx/4, yD = Ly/2, c xD = Lx/8, yD = Ly/2
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7.3 Analysis of Wave Propagation in Notched Beams

Through Spectral FE Solution

The perturbation method can be also applied in conjunction with the FSFEM to

provide a solution of the perturbed equations in the presence of structures of

increasing complexity. The approach is illustrated in this section for the case of

beams described according to a elementary beam theory, whereby strain varies

linearly across the thickness. This leads to a set of two equations governing

bending and axial motion of the beam. In the absence of damage, the two equa-

tions are completely uncoupled as predicted by elementary beam theory, whereas

damage causes coupling and mode conversion. This is a noteworthy aspect of this

approach, which shows how a simple beam formulation can be employed to

predict and analyze mode conversions caused by damage. The solution technique

is validated by comparing its predictions with those of a model developed in the

commercial code ABAQUS, and with solutions from the modal superposition

approach. The SFEM was introduced as a general framework in Chap. 5, which

combines the advantages of conventional FEs, with the computational efficiency of

analytical techniques. The modal superposition technique can easily handle only
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Fig. 7.8 Influence on mode order on curvature mode /ij;yy for hD=h0 ¼ 2%
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simple geometries with reasonable computational costs, which limits its applica-

bility. For this reason it is only used for validation purposes on simple geometries

and cannot be considered as a general tool for the simulation of wave propagation

in damaged structures. In contrast, the combination of FSFEM and perturbation

analysis lends itself to the analysis of complex waveguides affected by small

defects.

7.4 Governing Equations

The dynamic behavior of the notched beam shown in Fig. 7.16 is described by a

set of governing equations derived through Hamilton principle. The defect is

modeled as a reduction in thickness of depth hd, extending over a length Dl, placed

at the distance xd: According to Fig. 7.16, x 2 ½0; L� denotes the horizontal coor-

dinate, whereas the vertical coordinate z varies in the following interval:
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Fig. 7.9 Examples of modal SER for various damage locations and extents. a hD/h0 = 2%, xD =
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Fig. 7.10 Modal and cumulative SER for xD ¼ Lx=3; yD ¼ Ly=3 and hD=h0 ¼ 4%: a r1,1, b r2,1,
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z 2 � h

2
;
h

2
ð1� 2ecdðxÞÞ

� �

ð7:34Þ

where e ¼ hd
h
, and where cdðxÞ is a damage function defined as:

cdðxÞ ¼ H x� ðxd � DlÞð Þ � H x� xdð Þ ð7:35Þ

with H denoting the Heaviside function. The governing equations for the notched

beam and the appropriate set of boundary conditions are derived using Hamilton

principle. The required kinetic and strain energies, and the work of external forces

are formulated using the following kinematic assumptions:

uðx; z; tÞ ¼ uðx; tÞ � z ow
ox

wðx; z; tÞ ¼ wðx; tÞ




ð7:36Þ

where uðx; tÞ and wðx; tÞ are the axial and transverse displacements in the reference

plane z ¼ 0, respectively. The linear strain–displacement relations are:
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Fig. 7.11 Curvature mode /11;yy for hD=h0 ¼ 4% and line defects of various lengths and

orientations. a x-line defect, yD = Ly/2, x2-x1 = 0.15 m, b x-line defect, yD = Ly/2, x2-x1
= 0.3 m, c y-line defect, xD = Lx/2, y2-y1 = 0.05 m, d y-line defect, xD = Lx/2, y2-y1 = 0.1 m
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exxðx; z; tÞ ¼ u;xðx; tÞ � zw;xxðx; tÞ
ezzðx; z; tÞ ¼ 0; cxzðx; z; tÞ ¼ 0




ð7:37Þ

where the subscript, x denotes a partial derivative with respect to x: The consti-

tutive relation is assumed to be of the well known form:

rxxðx; z; tÞ ¼ Eexxðx; z; tÞ ð7:38Þ

where rxx is the normal stress in the x direction and E is the Young’s modulus.

Accordingly, the axial force resultant and bending moment resultant are expressed

as:

Nxxðx; tÞ ¼ b

Z

h
2
ð1�2ecdðxÞÞ

�h
2

rxxðx; z; tÞdz

¼ Ehbu;x þ �u;x þ w;xx
h

2

� �

EbhcdðxÞe

ð7:39Þ
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Fig. 7.12 Curvature mode /32;xx for hD=h0 ¼ 4% and line defects of various lengths, locations

and orientations. a x-line defect, yD = Ly/2, x2-x1 = 0.15 m, b x-line defect, yD = 3Ly/4, x2-x1
= 0.3 m, c y-line defect, xD = Lx/2, y2-y1 = 0.05 m, d y-line defect, xD = Lx/2, y2-y1 = 0.1 m
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Hamilton’s principle,

Z

t2

t1

dðU � T þ VÞdt ¼ 0 ð7:41Þ

requires the derivation of the first variation of the beam’s strain and kinetic

energies and of the work of the external forces, which in this case are given by:
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Fig. 7.13 Influence of extent and location of damage on curvature mode /12;yy : a x-line defect,

yD = Ly/4, x2-x1 = 0.3 m, hD/h0 = 2%, b x-line defect, yD = Ly/4, x2-x1 = 0.3 m, hD/h0 = 4%,

c x-line defect, yD = Ly/6, x2-x1 = 0.3 m, hD/h0 = 4%
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Fig. 7.14 Examples of modal SER for various damage locations and extents. a hD/h0 = 2%, yD

= Ly/4, x2-x1 = 0.15 m, b hD/h0 = 4%, yD = Ly/4, x2-x1 = 0.3 m, c hD/h0 = 4%, y2-y1 =

0.05 m, xD = Lx/5, d hD/h0 = 4%, y2-y1 = 0.1 m, xD = Lx/5
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Fig. 7.15 Modal and cumulative SER for line defect with x2 � x1 ¼ 0:15m; yD ¼ Ly=4 and

hD=h0 ¼ 2%: a r1,1, b r2,1, c r2,2, d r3,1, e r
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dU ¼ b

Z L

0

Z h
2
ð1�2ecdðxÞÞ

�h
2

rxxðx; z; tÞdexxðx; z; tÞdzdx

¼ b

Z L

0

Z h
2
ð1�2ecdðxÞÞ

�h
2

rxx ðduÞ;x � zðdwÞ;xx
h i

dzdx

¼ b

Z L

0

Nxxðx; tÞðÞ;x �Mxxðx; tÞðdwÞ;xx
h i

dx

¼ bNxxðx; tÞdujx¼L
x¼0�b

Z L

0

Nxx;xðx; tÞdudx

� b Mxxðx; tÞðdwÞ;x �Mxx;xðx; tÞdw
h i�

�

�

x¼L

x¼0
�b

Z L

0

Mxx;xxðx; tÞdx

ð7:44Þ

and

dV ¼�
Z L

0

nðx; tÞduþ qðx; tÞdwþmðx; tÞðdwÞ;x
h i

dx

�
X

N

j¼1

Z L

0

NjðtÞduþQjðtÞþMjðtÞðdwÞ;x
h i

dðx� xjÞdx

¼�
Z L

0

nðx; tÞþ
X

N

j¼1

NjðtÞdðx� xjÞ
" #

dudx

�
Z L

0

qðx; tÞ�m;xðx; tÞþ
X

N

j¼1

QjðtÞdðx� xjÞ�
X

N

j¼1

MjðtÞðdðx� xjÞÞ;x

" #

dwdx�

� mðx; tÞþ
X

N

j¼1

MjðtÞdðx� xjÞ
" #

dw

�

�

�

�

�

x¼L

x¼0

ð7:45Þ

where, for simplicity we assume that the loads are applied along the reference

plane z ¼ 0: Also in Eq. 7.45 nðx; tÞ and qðx; tÞ respectively denote axial and

transverse distributed external loads, mðx; tÞ denotes a distributed bending moment

distribution, while NjðtÞ;QjðtÞ andMjðtÞ are external concentrated longitudinal and

Fig. 7.16 Beam geometry
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vertical loads, and bending moment applied at N locations x ¼ xj: Finally d is the

Dirac delta function.

Application of Hamilton’s principle yields the following set of differential

equations:

Nxx;xðx; tÞ � qh½1� ecdðxÞ�€u� q h2

2
ecdðxÞ€w;x ¼ f1ðx; tÞ

Mxx;xxðx; tÞ þ q €u h2

2
ecdðxÞ þ €w;x

h3

12
½1� ecdðxÞ�

n o

;x
�qh½1� ecdðxÞ�€w ¼ f2ðx; tÞ

8

<

:

ð7:46Þ

where f1ðx; tÞ and f2ðx; tÞ are respectively defined as:

f1ðx; tÞ ¼ �nðx; tÞ �
X

N

j¼1

NjðtÞdðx� xjÞ

f2ðx; tÞ ¼ �qðx; tÞ þ m;xðx; tÞ �
X

N

j¼1

QjðtÞdðx� xjÞ þ
X

N

j¼1

MjðtÞfdðx� xjÞg;x

ð7:47Þ

The associated boundary conditions, at x ¼ 0 and x ¼ L are:

Nxxðx; tÞ ¼ 0 or uðx; tÞ given
bMxx;xðx; tÞ þ qI0€w;xðx; tÞ � mðx; tÞ �

P

N

j¼1

MjðtÞdðx� xjÞ ¼ 0 or wðx; tÞ given

Mxxðx; tÞ ¼ 0 or w;xðx; tÞgiven

8

>

>

<

>

>

:

ð7:48Þ

Equations 7.46 can be conveniently expressed in the frequency domain through

the Fourier Transform (FT) of the applied generalized loads fiðx; tÞ (with i ¼ 1; 2),
which can be expressed as:

fiðx; tÞ ¼
X

k

f̂ikðx;xkÞejxk t ð7:49Þ

where j ¼
ffiffiffiffiffiffiffi

�1
p

, and f̂ikðx;xkÞ denotes the harmonic component of the generalized

load at frequency xk [4]. Accordingly, the beam’s displacements can be written as:

uðx; tÞ ¼
X

k

ûkðx;xkÞejxkt ð7:50Þ

wðx; tÞ ¼
X

k

ŵkðx;xkÞejxk t ð7:51Þ

298 7 Perturbation Methods for Damaged Structures



where ûkðx;xkÞ; ŵkðx;xkÞ are the displacements corresponding to the kth har-

monic component of the load. For simplicity, in the remainder of the chapter, the

subscript k is dropped so that the following notation is adopted xk ¼ x;
ûkðx;xkÞ ¼ ûðx;xÞ; ŵkðx;xÞ ¼ ŵðx;xÞ:

Next, the axial and transverse displacements of the beam in the reference plane

are considered as perturbations (over the small parameter e) of the axial and

vertical displacement of the undamaged beam:

ûðx;xÞ
ŵðx;xÞ


 �

¼ ûð0Þðx;xÞ
ŵð0Þðx;xÞ


 �

� e
ûð1Þðx;xÞ
ŵð1Þðx;xÞ


 �

� Oðe2Þ ð7:52Þ

Replacing Eqs. 7.39–7.40 and Eq. 7.52 into the differential equation (Eq. 7.46)

and collecting the coefficients of e0 and e1 yields the following set of differential

equations:

e0 :
mx2 0

0 mx2

� �

ûð0Þðx;xÞ
ŵð0Þðx;xÞ

( )

þ
EA 0

0 �qI0x
2

� �

û
ð0Þ
;xx ðx;xÞ

ŵ
ð0Þ
;xx ðx;xÞ

( )

þ
0 0

0 �EI0

� �

û
ð0Þ
;4xðx;xÞ

ŵ
ð0Þ
;4xðx;xÞ

8

<

:

9

=

;

¼ f̂1ðx;xÞ
f̂2ðx;xÞ

( ) ð7:53Þ

e1 :
mx2 0

0 mx2

� �

ûð1Þðx;xÞ
ŵð1Þðx;xÞ

( )

þ
EA 0

0 �qI0x
2

� �

û
ð1Þ
;xx ðx;xÞ

ŵ
ð1Þ
;xx ðx;xÞ

( )

þ
0 0

0 �EI0

� �

û
ð1Þ
;4xðx;xÞ

ŵ
ð1Þ
;4xðx;xÞ

8

<

:

9

=

;

¼
ĝ1ðx;xÞ
ĝ2ðx;xÞ


 �

ð7:54Þ

where I ¼ bh3=12;A ¼ bh; q is the density per unit area, m is the beam mass, and

where:

ĝ1ðx;xÞ
ĝ2ðx;xÞ


 �

¼
�mx2cdðx;xÞ 0

� mh
2
x2cd;xðx;xÞ �mx2cdðx;xÞ

" #

ûð0Þðx;xÞ
ŵð0Þðx;xÞ

( )

þ
�EAcd;xðx;xÞ mh

2
x2cdðx;xÞ

�EA h
2
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2
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" #

û
ð0Þ
;x ðx;xÞ

ŵ
ð0Þ
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û
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ŵ
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û
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ŵ
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<

:
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0 3EI0cd;xðx;xÞ
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ŵ
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ð7:55Þ
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Equations 7.53 and 7.54 can be solved for an assigned set of loads in terms of the

unknown displacements ûð0Þðx;xÞ ¼ ûð0Þðx;xÞ ŵð0Þðx;xÞ
� �T

and their first

order perturbation ûð1Þðx;xÞ ¼ ûð1Þðx;xÞ ŵð1Þðx;xÞ
� �T

:

7.4.1 Spectral Finite Element Discretization

The equation for the e0 term corresponds to the governing equation for the

undamaged beam, the first order perturbation equation has the same form and

features an applied generalized load that is a function of the solution of the e0

equation. A common strategy for the solution of the two equations (Eqs. 7.53 and

7.54) derived from the expansion of the beam’s displacements in terms of the

perturbation parameter can be adopted based on their formally identical form.

Each of the equations can in fact be written in the following matrix form:

mx2 0

0 mx2

� �

ûðx;xÞ
ŵðx;xÞ


 �

þ
EA 0

0 �qIx2

� �

û;xxðx;xÞ
ŵ;xxðx;xÞ


 �

þ
0 0

0 �EI

� �

û;4xðx;xÞ
ŵ;4xðx;xÞ


 �

¼
q1ðx;xÞ
q2ðx;xÞ


 �
ð7:56Þ

or

Mûðx;xÞ þ E1û;xxðx;xÞ þ E2û;4xðx;xÞ ¼ qðx;xÞ ð7:57Þ

The weak form solution of Eq. 7.57 can be sought through multiplication by a

suitable test function v(x, x)T:

Z Lj

0

vTðx;xÞMûðx;xÞdx�
Z Lj

0

vT;xðx;xÞE1û;xðx;xÞdx

þ
Z Lj

0

vT;xxðx;xÞE2û;xxðx;xÞdx ¼
Z Lj

0

vTðx;xÞqðx;xÞdx ð7:58Þ

where Lj is the length of an element j that connects two nodes (Fig. 7.17). The

behavior of each node is described by three degrees of freedom, so that the ele-

ment’s vector of degrees of freedom is defined as dj ¼ fû1j; ŵ1j; ŵ1j;x; û2j;

ŵ2j; ŵ2j;xgT : The displacement ûðx;xÞ within element j is obtained as an inter-

polation of the nodal degrees of freedom dj:

ûðx;xÞ ¼ Njðx;xÞdjðxÞ ð7:59Þ

Fig. 7.17 Spectral finite

element with nodal

displacements and loads
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where Njðx;xÞ is the matrix of the dynamic shape functions, which is obtained

from the solution of the homogeneous governing equation

Njðx;xÞ ¼ HðxÞGjðx;xÞT�1
j ðxÞ ð7:60Þ

where HðxÞ is an amplitude ratio matrix:

HðxÞ ¼ 1 0 0 1 0 0

0 1 1 0 1 1

� �

ð7:61Þ

Gj(x, x) is defined as:

Gjðx;xÞ ¼

e�ikx 0 0 0 0 0

0 e�bx 0 0 0 0

0 0 e�bðLj�xÞ 0 0 0

0 0 0 e�ikðLj�xÞ 0 0

0 0 0 0 e�ibx 0

0 0 0 0 0 e�ibðLj�xÞ

2

6

6

6

6

6

6

4

3

7

7

7

7

7

7

5

ð7:62Þ

whereas TjðxÞ is obtained by imposing the displacements at the nodes:

TjðxÞ ¼

1 0 0 e�ikLj 0 0

0 1 e�bLj 0 1 e�ibLj

0 �b �be�bLj 0 �ib ibe�ibLj

e�ikLj 0 0 1 0 0

0 e�bLj 1 0 e�ibLj 1

0 �be�bLj b 0 �ibe�ibLj ib

2

6

6

6

6

6

6

4

3

7

7

7

7

7

7

5

ð7:63Þ

with k2 ¼ x2=c2 ¼ x2m=EA and b4 ¼ x2m=EI0:
The dynamic shape functions provide the exact displacement variation along

the beam if the external loads are concentrated at the nodal locations [4]. In the

case considered here, it can be shown that the generalized load in the first order

perturbation equations reduces to a concentrated nodal load if a node is placed at

the damage location. Accordingly, the solution of homogeneous beam equations

and proper description of nodal loads corresponding to the presence of damage

based on the formulation presented above can be used to obtain exact dynamic

shape functions and accurate representations of the beam’s displacements in the

frequency range corresponding to the applied load. This approach can also be

applied when loads are generally distributed along the element length. In this case,

the dynamic shape functions do not reproduce exactly the displacement field

within the element, and some approximation is introduced. The application of

nodes at damage and load locations do not cause a dramatic increase in the

computational time, and the presented modeling approach still represents an

efficient tool for the analysis of wave propagation in the considered class of

damaged structures.
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The dynamic interpolation functions can be also used for the test function v:
Substitution in the weak form of the equation yields the following algebraic

equation:

KjðxÞdjðxÞ ¼ f jðxÞ ð7:64Þ

where KðxÞj is the element stiffness matrix at frequency x, defined as:

KjðxÞ ¼
Z Lj

0

NT
j ðx;xÞMjNjðx;xÞ � NT

j;xðx;xÞE1jNj;xðx;xÞ
n

þNT
j;xxðx;xÞE1jNj;xxðx;xÞ

o

dx

ð7:65Þ

and where f is the vector of applied nodal loads:

f jðxÞ ¼
Z Lj

0

NT
j ðx;xÞqðx;xÞdx ð7:66Þ

7.5 Wave Propagation in Notched Beams:

Numerical Examples

In this section, the developed technique is applied to evaluate longitudinal and

transverse wave propagation in damaged beams. The solution based on FSFEM is

first validated through comparisons with the predictions of a model developed in

ABAQUS. The case of a simply supported beam solved through the modal

superposition approach is then used as a baseline for comparison. Upon assessment

of the accuracy of the procedure, simulations in the time and frequency domain are

performed for various sets of boundary conditions, excitation configurations, and

damage extent and location to show the potential of the technique as a general

simulation tool, and to highlight interesting phenomena related to the interaction of

propagating waves with damage.

7.5.1 Technique Validation: FSFEM Versus FE Predictions

A detailed finite element model of the damaged beam is developed using the

commercial software ABAQUS. The considered beam is assumed in a clamped-

free configuration, has length L ¼ 1m; thickness h ¼ 10� 10�3 m and width

b ¼ 50� 10�3 m. The beam is made of aluminum (Young’s modulus E ¼ 70 GPa,

density q ¼ 2750 kg/m 3), and features a notch of length Dl ¼ 1� 10�3 m and

depth hd ¼ h=2 at xd ¼ L=2: The beam is modeled using 10,000 four-node bilinear

plane stress quadrilateral elements, and its response is computed through an
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explicit dynamic analysis. The same beam is modeled using two spectral finite

elements as shown in Fig. 7.18a. The considered excitation is a four-cycles

sinusoidal burst at 75 kHz modulated by a Hanning window (Fig. 7.18b), applied

at the free end on the beam in the longitudinal direction according to the con-

figuration shown in Fig. 7.18a.

Figures 7.19a, b compare longitudinal and transverse displacements at the free

end of the beamas obtained usingFSFEMandABAQUS.The longitudinal responses

in Fig. 7.19a show an excellent agreement, both in terms of amplitude of the incident

wave and of the reflected wave produced by the damage, and in terms of time of

arrival of the reflected waves. Fig. 7.19b presents the comparison between corre-

sponding transverse displacements. Both FSFEM and ABAQUS models predict the

generation of a transverse displacement component upon interaction of the longi-

tudinal wave with the defect, which indicates that mode conversion has taken place.

The time lag between the models can be explained by the fact that a simple Euler–

Bernoulli formulation has been employed for FSFEM. It is well-known that Euler–

Bernoulli theory overestimates the wave speeds in comparison with more refined

beam theories such as Timoshenko formulation [4]. The ABAQUS model does not

rely on beam theory, and can be considered as a more accurate description of the

dynamic behavior due to the highly refined mesh employed for the analysis. The

discrepancies in terms of wave velocities is estimated from the dispersion relations

predicted by the two models. The dispersion relation in FSFEM follows the Euler–

Bernoulli relation k ¼ x2EI
qA

� 	1=4
, while that of the ABAQUS model needs to be
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Fig. 7.18 a schematic of the

clamped-free beam with a

longitudinal tip load,

modeled using two spectral

elements; b modulated

sinusoidal pulse load in time

and frequency domain
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evaluated bymeans of a numerical experiment. Specifically, the beam is excited by a

broadband pulse, and its response in the time domain is recorded at all the nodal

points available along the beam span. This allows the computation of two-dimen-

sional FT in space and time, which provides wavenumber and frequency information

over the considered frequency range. This data is then used to estimate the group

velocity variation in terms of frequency, and compare it with the SFEM one. The

result of this analysis is presented in Fig. 7.20: the mismatch in group velocities

observed at the excitation frequency of 75 kHz corresponds to the time delay

observed in the time plots of Fig. 7.19b.

7.5.2 FSFEM and Modal Superposition Results

A second validation is carried out through comparisons with the modal superpo-

sition solution of the perturbation equations Eqs. 7.54 and 7.55. The modes of the
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Fig. 7.19 Comparison between FEM and SFEM results: a longitudinal and b transverse

displacement at the free end of notched beam with a defect at xd ¼ L=2
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considered structure are used to decouple the equations of motion and to obtain

time-domain ODEs in terms of the modal coordinates. The convolution integral is

then employed for the time-domain solution given the assigned excitation time

history and the corresponding modal loads. This approach, very well known and

established, does not provide the generality of the SFEM and can only be con-

veniently applied in the case of simple geometries. The considered configuration is

that of the beam in Fig. 7.21, which is excited longitudinally at mid span by a four-

cycle modulated sinusoidal burst at 500 kHz: The corresponding longitudinal and

transverse mid-span displacements in Fig. 7.22 show the agreement between the

solutions and confirm that the interaction with the damage partially converts the

longitudinal wave into a transverse one.

The second validation example considers a notch placed at xd ¼ 3L=8 and a

transverse load at mid-span. Figures 7.23 and 7.24 compare snapshots of the beam

deflected configuration (longitudinal and bending component) at various instants

of time. The plots show how longitudinal displacements are produced by the

interaction of the bending wave with the defect, and confirm the good agreement

between FSFEM and mode superposition solutions.

7.5.3 Time Domain Results

The first example in the time domain considers a simply-supported beam with a

notch at xd ¼ 3L=4 and a vertical load at xf ¼ L=2: The beam has the same

Fig. 7.21 Schematic of the simply-supported beam with a longitudinal load at the middle, used

to compare superposition of modes and SFEM results
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Fig. 7.22 Longitudinal (a) and transverse (b) displacement at the mid length of notched beams

with a defect at xd ¼ 3L=4

7.5 Wave Propagation in Notched Beams: Numerical Examples 305



geometry and material properties as described in the previous section. The beam is

modeled using four spectral elements as shown in Fig. 7.21. The beam response

computed through the FSFEM model is presented in Fig. 7.25 both in time and

space as a color map plot, while Fig. 7.26 shows snapshots of the displacements’

variation along the beam at three instants of time. In both figures, the axial dis-

placement is plotted in the subplot (a) and the transverse displacement is displayed

in subplot (b). The applied transverse load generates a transverse wave which

propagates from the middle of the beam in both directions. When the wave reaches

the notch, it is partially reflected, and partially gets converted into a longitudinal

wave originating at the notch location. Figures 7.27 and 7.28 show the time var-

iation of longitudinal and transverse velocities at the middle of the beam for two
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Fig. 7.24 Displacements as function of longitudinal coordinate at the same moments: a SFEM

transverse displacement, b SM transverse displacement
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Fig. 7.23 Displacements as function of longitudinal coordinate at the same moments: a SFEM

longitudinal displacement, b SM longitudinal displacement
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Fig. 7.25 Displacements as function of time and horizontal coordinate a longitudinal displace-

ment; b transverse displacement. The length of the notch is Dl ¼ 0:001m
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Fig. 7.26 Displacements as function of horizontal coordinate at the same moments a longitudinal

displacement; b transverse displacement
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Fig. 7.27 Longitudinal

velocity at the mid length for

undamaged beam and

notched beams with a defect

at xd ¼ 5L=8 and xd ¼ 6L=8
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different defect positions (xd ¼ 5L=8 and xd ¼ 3L=4), and compare them directly

with the velocity of the undamaged beam. As expected, the arrival time of the

wave that is reflected from a defect closer to the applied load is smaller, and the

amplitude of the wave is higher due to the dissipation added to the model. Details

of the reflected transverse waves for different damage locations are shown in

Fig. 7.28b. The influence of the notch length on the axial and transverse velocities

is shown in Figs. 7.29 and 7.30, which illustrate how the arrival time of both

reflected waves does not change with the damage axial length, and how the

amplitude of the waves are instead increasing proportionally with the notch length.

A second problem considers a clamped-free beam with a notch at xd ¼ 3L=4 and a
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Fig. 7.28 a transverse velocity at the mid length of an undamaged beam and notched beams with

a defect at xd ¼ 5L=8 and xd ¼ 3L=4; b details of reflections caused by damage
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(b)

Fig. 7.29 a longitudinal velocity at the mid length of notched beams with a defect length,

Dl ¼ 0:001; 0:005; 0:01m; b details of reflections caused by damage
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horizontal load at xf ¼ L: The beam is modeled using two spectral elements with a

total of nine d.o.fs. (Fig. 7.18a). The considered applied load is again a modulated

sine burst at 500 kHz: Figure 7.31 presents 3D surfaces of the displacements (as

functions of time and longitudinal coordinate) whereas Fig. 7.32 presents snap-

shots of displacements variations along the beam length at three instants of time. In

both cases the axial displacement is plotted in the subplot (a) and the transversal

displacement is plotted in subplot (b). A longitudinal load causes a longitudinal

wave to propagate from the tip of the beam. When the wave reaches the notch (in

this case at x ¼ 3L=4), it is partially reflected and partially converted into a

transversal wave originating at the notch location.
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(b)

Fig. 7.30 a transverse velocity at the middle point of the beam for three values of damage

length, Dl ¼ 0:001; 0:005; 0:01m; b details of reflections caused by damage

Fig. 7.31 Displacements as function of time and longitudinal coordinate a longitudinal

displacement; b transverse displacement. The length of the notch is Dl ¼ 0:001m
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7.5.4 Frequency Domain Results

The FSFEM can be conveniently used to obtain results in the frequency domain,

upon transformation of the applied load and direct solution for the nodal ampli-

tudes at each frequency. Frequency sweeps of unit amplitude loads are considered

to obtain Frequency Response Function (FRF) predictions. Examples of this kind

of analyses are presented in this section.

The frequency response of a clamped-free beam with unit harmonic tip load is

evaluated in the presence of a notch at xd ¼ 3L=4, of length Dl ¼ 1� 10�2 m and

depth hd ¼ h=10: Figure 7.33 shows FRFs corresponding to a longitudinal load of

frequency varying in the 5–10 kHz range. Both longitudinal and transverse response

components resulting from a longitudinal load are presented. Specifically, Fig. 7.33a
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Fig. 7.32 Displacements as function of longitudinal coordinate at the same moments a longi-

tudinal displacement; b transverse displacement
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Fig. 7.33 Displacements at the tip of a cantilever beam in the frequency domain. Case I:

horizontal load. a Longitudinal displacement; b transverse displacement
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compares the responses for damaged and undamaged beams and shows how the

small localized notch produces small changes in the frequency domain, and par-

ticularly how the location of the resonant peaks is shifted of a negligible amount.

This confirms the notion that the considered type of damage does not significantly

modify the natural frequencies of the structure, even in a high frequency range as

considered here. The changes in natural frequencies due to notch damage in beams

and plates are quantified respectively in [17, 21], where it is essentially shown how

perturbations OðeÞ in the mode shapes, correspond to Oðe2Þ change in the natural

frequencies. The transverse response in Fig. 7.33b again demonstrates the inter-

modal coupling between longitudinal and transverse motion. The peaks in the plot

correspond both to the bending frequencies of the beam and to the longitudinal ones,

the latter being excited by the considered axial excitation. The results for a transverse

tip load shown in Fig. 7.34 lead to similar conclusions and confirm the observations

made in commenting the previous figure.
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Chapter 8

Bridging Scales Analysis of Wave

Propagation in Heterogeneous Structures

with Imperfections

8.1 Overview

The goal of NDE of SHM techniques is to detect the presence of localized

imperfections in the structure. These include, among others, porous regions, voids,

sharp discontinuities in material properties of the medium, stiff or soft inclusions,

cracks and plastic hinges. Localized damages like cracks or stiff inclusions are of

particular interest since they represent points of potential structural weakness.

Wave-based inspection methods rely on the common knowledge that waves are

reflected by changes in the impedance of the medium. In some cases, the mag-

nitude of the reflective wave can be related to the intensity of the defect. The

comparison between reflective and incident waves provides information about

location and size of the defect. Inspections are often supported by numerical

simulations which can serve two purposes. First, the simulated response of dam-

aged components can be used to test damage detection algorithms under known

damage configurations and in the absence of experimental noise. Second, simu-

lations can be employed in support of the interpretation of experimental data, to

identify time of arrivals, modes of wave propagation and complex reflection

patterns within the domain under consideration.

The main problem that arises during the simulation of wave propagation phe-

nomena is the high computational cost required by the numerical analysis, espe-

cially when a very detailed mesh is required to capture the perturbations induced in

the wavefield by the presence of a localized defect [7]. The size of the mesh is in

fact dictated by the minimum number of elements required to properly model the

defect. In a finite element (FE) scenario, the most intuitive way to reduce

the computational cost would be to refine the mesh only inside specific regions of

the domain where the presence of a discontinuity is simulated. The resulting non-

homogeneous mesh, however, will most likely cause spurious numerical phe-

nomena [5, 7], in the form of waves reflected by the boundaries between the

meshes. This aspect was also discussed in Chap. 4. These waves have no physical

S. Gopalakrishnan et al., Computational Techniques for Structural Health Monitoring,

Springer Series in Reliability Engineering, DOI: 10.1007/978-0-85729-284-1_8,
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counterpart and potentially interfere with true reflections caused by actual

imperfections eventually undermining the validity of the simulations (Fig. 8.1).

The occurrence of spurious terms can be partially eliminated through proper

transitions of mesh size across the computation domain, which however may

produce very large models whose solution requires a very high computational cost.

Such cost may be also increase by the requirement that time step and mesh size

need to be related and satisfy conditions which ensure the accuracy of the solution.

This requires the mesh to be very refined for problems involving high frequency

waves, or may impose small time steps for cases where the geometry requires very

small elements to proper capture important geometrical features.

One way to address the problem of spurious waves consists in the application

of the Bridging Scales Method (BSM) [2, 7, 8], which allows a coarse

description of the global behavior of the structure while simultaneously obtaining

local information regarding a small region of the domain. Interaction forces at

the interfaces between the scales are added in order to bridge the two scales and

therefore minimize spurious effects [7]. This method was originally designed for

molecular dynamics (MD) applications to address the problem of coupling an

atomistic analysis with a continuum representation at the macroscopic level [8],

and for problems that are traditionally resistant to theoretical solutions, like

fracture and plasticity. However, applications have been presented for the case of

two continuum representations projected onto two meshes with different levels of

detail [2, 4].

This chapter illustrates the application of the BSM to wave propagation prob-

lems in 1D and 2D structures. In addition, the BSM can be applied to the problem

of waves in periodic structures in conjunction with an homogenization technique

[6]. While a detailed simulation of the actual periodic assembly takes care of the

problem inside the fine-scale region, the coarse scale solution is simply sought by

solving the homogenized equations of motion for the whole structure with a coarse

mesh. One of the examples in this chapter is to explore this kind of application and

the limits of the compatibility between the two models.

Fig. 8.1 Schematic for the

generation of spurious

reflective waves at the scale

interface
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Documented downsides of the BSM consist in the need to carry out a convo-

lution operation at each integration step, and in the two-scale time marching

scheme that needs to be implemented to carry out solutions at both coarse and fine

scale. The need for a convolution operation in the time domain is significantly

simplified through the formulation of the method in the frequency domain, which

transforms the convolution into a simple product, thus significantly simplifying the

implementation of the technique. In addition, the frequency domain formulation

does not need to satisfy the mesh size requirements associated with the time

marching scheme, which has the potential to reduce the number of elements

needed for proper prediction of the considered phenomena. In the time domain

formulation, the need for a two-scale integration scheme can be partially mitigated

through a procedure that monitors the total energy in the fine scale region, and

therefore identifies when relevant motion is occurring at the fine scales. This

reduces the computational time by limiting the fine scale solution to interval of

times during which the wave is actually transiting in the fine-scale region. Both of

these techniques are presented in this chapter, which first introduces the general

concept behind BSM, and subsequently presents its time domain and frequency

domain formulations. Examples on 1D and 2D waveguides illustrate the capa-

bilities of the considered formulations.

8.2 Theoretical Background

8.2.1 Coarse and Fine Scale Discretization and Bridging

Matrices

Let us consider an elastic domain discretized by both a coarse-scale FE and a fine-

scale FE mesh. The underlying assumption is that the resolution of the fine mesh is

high enough to capture the localized phenomena under investigation and that of

the coarse mesh is such that the computation over the whole domain is possible at

a reasonable cost.

For a given discretization of a linear elastic domain, the present multiscale

method is based on the decomposition of the displacement field u into coarse and

fine scales:

u ¼ �uþ u0 ð8:1Þ

where �u represents the displacement of the coarse-scale region and u0 is a fine-

scale displacement whose projection onto the coarse-scale space is zero. In this

chapter, the coarse and fine scales respectively include nc and nf degrees of

freedom as illustrated in Fig. 8.2.

The coarse-scale displacement can be represented in matrix form as:

�u ¼ Nd ð8:2Þ

8.1 Overview 315



where d is the vector of nodal degrees of freedom and N is an operator of size

nf � nc that interpolates the coarse-scale solution on the nodal points of the fine-

scale using a proper set of shape functions. In other words, �ui represents the

coarse-scale interpolation of the nodal values dj at the fine-scale nodal location xi
through the shape function matrix NjðxiÞ:

�ui ¼
X

nc

j¼1

NjðxiÞInDdj ð8:3Þ

where InD is the identity matrix of size nD, with nD denoting the number of degrees

of freedom per node. The fine-scale u0 defines the part of the total displacement

field that cannot be represented by the coarse-scale and that can be derived from

the fine solution q as:

u0 ¼ Qq ð8:4Þ

where Q is a square operator of size nf � nf whose purpose is to subtract the

information shared between the scales. A detailed derivation of the N and Q
matrices can be found in [2].

8.2.2 Multiscale Lagrangian

The dynamic governing equations of the system are obtained using Lagrange’s

equations, and the expression of the potential and kinetic energies of the fine-scale

discretization:

V ¼
1

2
uTKu;

T ¼
1

2
_uTM _u

ð8:5Þ

where M and K are the lumped mass and stiffness matrices of the fine-scale

discretization and can be derived with standard discretization procedures.

Fig. 8.2 Scale decomposition of the computational domain
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The Lagrangian of the system, defined as L ¼ T � V , is used in the general form

of Lagrange’s equations that for a conservative system subjected to the generalized

force vector F can be written as:

d

dt

oL

o _u

� �

�
oL

ou
¼ F ð8:6Þ

Substituting Eq. 8.1 into Eq. 8.5 and imposing Eq. 8.6 gives:

M€qþ KðNd þQqÞ ¼ F

Mc€qþ Kcd þN
TKQq ¼ Fc

ð8:7Þ

where Mc;Kc and Fc are the consistent mass matrix, stiffness matrix and vector of

external forces projected on the coarse grid:

Mc ¼ N
TMN

Kc ¼ N
TKN

Fc ¼ N
TF

ð8:8Þ

Equation 8.7 show how the two governing equations are coupled by the presence

of the interpolation and projection operators N and Q.

8.2.3 Reduction of the Degrees of Freedom

It would be in general interest to explicitly solve for the fine-scale solution only in

a small region of the domain, while maintaining a coarse-scale representation in

the remaining part of the structure.

The redundant fine-scale degrees of freedom are eliminated by partitioning the

fine-scale domain Xf into two supplementary regions as illustrated in Fig. 8.3.

Specifically, Xa
f where the fine-scale solution is computed and coexists with the

coarse solution, while Xb
f is the sub domain where only the coarse-scale solution is

calculated. Accordingly, the fine-scale degrees of freedom q are partitioned as

follows:

q ¼ qa qb½ �T ð8:9Þ

where qa are the naf fine-scale degrees of freedom in region Xa
f that are to be

computed explicitly, and qb, of size nbf , the fine-scale degrees of freedom in region

Xb
f that must be rejected. In this chapter it is assumed that the number of degrees of

freedom in the region of interest is much smaller than the degrees of freedom to be

condensed out, i.e. naf � nbf , and with naf þ nbf ¼ nf . The matrices M and K can all

be partitioned between the two regions as was done for q:
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M ¼ Maa 0

0 Mbb

� �

ð8:10Þ

K ¼ Kaa Kab

Kba Kbb

� �

ð8:11Þ

so that the fine-scale equations of motion can be written as:

Maa€qa þ Kaaqa þ KabQbqb ¼ Fa � KabNbd ð8:12Þ

Mbb€qb þ Kbbqb þ KbaQaqa ¼ Fb � KbaNad ð8:13Þ

Note that the matrix Kab is of size naf � nbf and is nonzero only on the boundary

between the two regions, where the two sets of degrees of freedom are directly

coupled.

8.2.4 Time Domain Formulation

The fully explicit equations of motion for the fine-scale are expressed as [2]:

Maa€qa þ Kaaqa ¼ Fa � KabNbd
X

mþM
2

m0¼m�M
2
þ1

Z

t

0

hm�m0ðt � sÞu00;m0ðsÞds ð8:14Þ

Equation 8.14 involves the evaluation at each time step of a convolution integral

of the quantity h known as the time kernel history function. Details about the

derivation of kernel functions for various assemblies are discussed thoroughly in

[2, 3]. For reference, in the case of a two-dimensional domain with a scale

interface placed along a vertical straight line, the kernel history of a node located

on the interface at a vertical location m is calculated as:

Fig. 8.3 Reduction of the redundant fine-scale degrees of freedom
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hmðtÞ ¼ F
�1
q�!mL

�1
F

�1
p�!nĜðp; q; sÞ

h i

n¼1
F

�1
p�!nĜðp; q; sÞ

h i�1

n¼0

� �

ð8:15Þ

where n ¼ 0 and n ¼ 1 represent the horizontal locations in the mesh of points

sitting respectively on the interface and immediately to its right. Also, the operator

F
�1
p�!n defines the inverse Discrete Fourier Transform in space, with p denoting

the discrete variable in the Fourier domain, while n defines the spatial location of

the considered boundary cell. In addition, the operator L�1 denotes the inverse

Laplace Transform. The quantity Ĝðp; q; sÞ in Eq. 8.16 is defined as:

Ĝðp; q; sÞ ¼ s2Iþm�1
A K̂eðp; qÞ

� ��1
ð8:16Þ

where s is the Laplace variable and mA; K̂
eðp; qÞ are respectively the reduced mass

matrix and reduce stiffness matrix, expressed in the Fourier domain, of a fine-scale

finite element located immediately outside the fine-scale window and sharing one

side with the interface line. As pointed out in [2, 8], one of the challenges in the

evaluation of Eq. 8.15 consists in the calculation of the inverse Laplace transform,

which in most cases needs to be carried out numerically. For the applications

presented in what follows, the method of Weeks [9] is implemented by means of

the algorithm suggested by Weideman [10].

8.2.5 Frequency Domain Formulation

The complexity associated with the evaluation of the convolution term in Eq. 8.14

can be avoided through the expression of the method in the frequency domain.

This alternative approach has also the advantage of limiting requirements on the

mesh, whose refinement does not need to be dictated by conditions imposed by

the time step size. Some of the drawbacks to be considered however include the

computational effort required at each frequency step, along with the restrictions to

linear problems. The ability to formulate the BSM in two domains however offers

the opportunity to select the approach to be considered on the basis of the specific

problem to be analyzed.

For a frequency domain formulation of the BSM, the fine-scale and the coarse-

scale governing equations are transformed in the Fourier domain so that differ-

ential and integral operators are transformed into algebraic operators. The coarse

and fine scale solutions are then found at each frequency step as the solution of a

non symmetric complex linear system. The final solution in the time domain is

then recovered by means of the inverse Fast Fourier Transform (IFFT).

Equation 8.13 can be used to eliminate the degrees of freedom qb by solving for

them explicitly and then substituting the result into Eq. 8.12. This can be easily

accomplished by means of the Fourier transform:
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F½f ðtÞ� � FðxÞ ¼
Z

1

0

e�jxtf ðtÞ dt ð8:17Þ

This allows to rewrite all the differential operators in the equations of motion given

by Eqs. 8.12 and 8.13 in terms of algebraic operators and thus leads to a simple

expression for the condensed fine-scale degrees of freedom:

qbðxÞ ¼ �x2Mbb þ Kbb

� ��1
Fb � KbaNadðxÞ � KbaQaqaðxÞð Þ ð8:18Þ

In general, an equation of motion for qa is found by using the inverse Fourier

transform on Eq. 8.18 and substituting the result back into Eq. 8.12 [1, 8]. This

approach involves a time history kernel matrix that captures the effects of the

removed degrees of freedom and for very simple cases can be derived analytically.

However, the evaluation in time of this term is time consuming and for many

configurations of practical interest no close form solution exists. An alternative is

to conduct the entire analysis in the frequency domain and to post-process the

solution to recover the displacements as functions of time. Substituting Eq. 8.18

into Eqs. 8.12 and 8.13 gives the following coupled system of equations in terms

of the coarse-scale degrees of freedom d and fine-scale degrees of freedom qa:

�x2Maa þ Kaa þ KeqðxÞ
� �

qaðxÞ þ KqdðxÞdðxÞ ¼ FeqðxÞ ð8:19Þ

�x2Mc þ Kc

� �

dðxÞ þN
TKQaqaðxÞ ¼ FcðxÞ ð8:20Þ

where the following matrices are introduced to simplify the notation:

KeqðxÞ ¼ �KabQb �x2Mbb þ Kbb

� ��1
KbaQa ð8:21Þ

KqdðxÞ ¼ KabNb � KabQb �x2Mbb þ Kbb

� ��1
KbaNa ð8:22Þ

FeqðxÞ ¼ FaðxÞ � �x2Mbb þ Kbb

� ��1
FbðxÞ ð8:23Þ

Note that the matrices Kab and Kba are characterized by non-zero elements only

on the rows corresponding to the nodes belonging to the boundary between regions

Xa
f and Xb

f . This significantly speeds up the computation of Keq;Kqd and Feq since

only the terms of �x2Mbb þ Kbb½ �
�1

adjacent to the interface are actually inverted

and contribute to Eq. 8.19. Equations 8.19 and 8.20 can also be effectively written

in matrix form as:

�x2Mc þ Kc N
TKQa

Kqd �x2Maa þ Kaa þ KeqðxÞ

� �

d

qa

� �

¼
Feq

Fc

� �

ð8:24Þ

The linear system of Eq. 8.24 is solved at each frequency step for the coarse-

scale solution in the entire domain and for the fine-scale only in the region Xa
f of
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interest. Note that this formulation is completely general in the sense that, for a

given discretization, it can be applied to any structural element of any spatial

dimension without requiring ad-hoc expressions for the dynamic coupling

conditions.

8.3 Results for Time-Domain Bridging

8.3.1 Application to a One-Dimensional Rod

The first example considers the propagation of axial waves through the one-

dimensional (1D) system of Fig. 8.4. The system is a rod whose inertial and

stiffness properties are represented by concentrated parameters k and m of an

equivalent spring-mass model. For simplicity, free–free boundary conditions are

imposed at the ends of the structure. Two meshes are considered: the coarse-scale

mesh is defined over the entire length of the rod, while the fine-scale mesh is

limited over the central portion of the rod for x 2 ½�Lf ; Lf �. The two meshes are

selected such that

Nf

Nc

¼ 10 ð8:25Þ

Fig. 8.4 Schematic for one-dimensional case

Fig. 8.5 Initial condition expressed in the two scales
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where Nc and Nf are the number of coarse-scale elements and fine-scale elements

in the whole structure domain, respectively. An initial disturbance is applied in the

form of a Gaussian distribution of axial displacement centered at x ¼ 0 (see

Fig. 8.5):

uðx; t ¼ 0Þ ¼ u0e
�

x�Lf

r

� 	2

ð8:26Þ

where u0 is the amplitude of the imposed displacement and r is the standard

deviation of the Gaussian distribution. According to classical wave propagation

theory, the disturbance is expected to travel towards the ends of the structure, be

reflected at the free ends and travel back towards the source without altering its

shape. In this case, the time kernel history function h can be obtained analytically

[8] as:

Ĝðn; sÞ ¼
1

s2 þ 2k
m
ð1� cos nÞ

ð8:27Þ

where Eq. 8.27 corresponds to Eq. 8.16 for a one-dimensional domain. The time

history kernel function for the system is then found as:

hðtÞ ¼ L
�1

~G1ðsÞ
~G0ðsÞ

� �

¼
2

t
J2ð2xntÞ ð8:28Þ

where J2 is the second-order Bessel function and

xn ¼

ffiffiffiffi

k

m

r

ð8:29Þ
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The kernel history for this system features a transient phase during which it

oscillates about the 0 value and its amplitude decays with time. After about 5� 10

time units, the kernel is almost completely damped out [8] (see Fig. 8.6).

The simulation time corresponds to the wave traveling half the length of the bar

twice. A second order accurate Newmark scheme is selected as the time inte-

gration scheme. The considered rod is 1m long and is made of aluminum

ðE ¼ 7:1� 1010 N=m2; q ¼ 2700 kg=m3Þ. The initial disturbance is selected such

that r ¼ 0:1 and Lf ¼ 0:375m. Figure 8.7a, b show the calculated wavefield

versus time and space. The coarse-scale representation of Fig. 8.7a shows the

applied disturbance moving towards the external regions of the domain being

reflected in a non-dispersive manner, within the accuracy limits of the numerical

model. When the wave travels across the interface, no spurious reflections due to

Fig. 8.7 Axial wave

propagation in a rod.

a Coarse-scale simulation.

b Fine-scale simulation
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the interface between the two meshes are observed. Figure 8.7b, on the other hand,

shows the same wave projected onto the fine-scale mesh in the region of the

domain where the fine scale is defined. As expected, no reflected waves are

observed at the interface: both the outgoing and the incoming waves travel

unperturbed through the interfaces without changes in direction or amplitude. One

way to quantify the accuracy of the technique consists in comparing the results

with those obtained applying a non-uniform mesh over the entire elastic domain.

In such a scenario, the only compatibility between the scales that is enforced is the

continuity of displacements between two neighboring elements belonging to dif-

ferent scales at the shared node. The results of both methods must then be com-

pared with a reference solution, for instance the one obtained through a full refined

discretization of the whole structure. The total mechanical energy of the fine-scale

region ETf is selected as a metric for the comparison and is calculated based on the

following expression:

ETf ¼
1

2
_qa
TMaa

A
_qa þ

1

2
qTaK

aa
f qa þ fI Tqa ð8:30Þ

where fI are the interface forces. In Fig. 8.8, the total mechanical energy nor-

malized by its value at t ¼ 0ðEnÞ is plotted against the first half of the fine-scale

interval for the mesh layouts. It can be observed that, without a proper bridging of

the scales, some spurious energy is left inside the system when the wave propa-

gates through the interface. This residual energy is associated with the spurious

reflective waves that are generated at the interface when the proper impedance

force is not accounted for in the model. On the contrary, the energy curve for the

BSM model closely matches the reference one obtained with a detailed FE

analysis.
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8.3.2 Homogenized Bi-material Rod with Imperfections

The structure depicted in Fig. 8.9 consists of a periodic sequence of unit cells with

two materials. A first order approximation of the dynamic behavior of the rod can

be obtained by considering equivalent properties defined according to the rule of

mixtures:

qHA ¼ ðm1 þ m2Þ

EHA ¼ k1k2

k1 þ k2

ð8:31Þ

where

k1 ¼
E1A

a
; k2 ¼

E2A

ð1� aÞ

m1 ¼ q1Aa; m2 ¼ q2Að1� aÞ

ð8:32Þ

The definition of the FE meshes used for this problem is shown schematically in

Fig. 8.10. A detailed fine-scale mesh is applied to the central region of the rod and

accounts for the alternation of material phases over one cell of the structure. The

discontinuity is modeled by reducing theYoung’smodulus associated with one layer

in the bi-material pattern ðEdef ¼ 0:025EÞ, to model a soft inclusion. As shown in the

schematic of Fig. 8.10a, the position of the fine-scale window is chosen such that the

defect falls within the region where a detailed description of themedium is available.

For this example, the discontinuity is introduced at x ¼ 0:22. Alongside the detailed

Fig. 8.9 One-dimensional

periodic domain

(a)

(b)

Fig. 8.10 Definition of

coarse and fine meshes for a

bi-material rod. a Fine-scale

region. b Coarse-scale

discretization
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problem, an equivalent rod featuring the derived homogeneous properties EH and qH
is discretized with a lower number of bar elements.

Figure 8.11a, b show the propagating wave plotted versus time and space as

calculated from the BSM analysis. The presence of the material discontinuity is

highlighted by the generation of a reflected wave due to the change in impedance

caused by the inclusion. It can be noticed how the imperfection is responsible for a

time shift in the incident propagating wave, but does not affect the speed at which

the wave propagates past the discontinuity. The same reflection pattern is featured

by the returning wave when it hits the imperfection. The absence of spurious

reflections at the interfaces between the meshes allows a straightforward inter-

pretation of the wavefield.

Fig. 8.11 Wave propagation

in a homogenized rod with

localized defect. a Coarse-

scale simulation. b Fine-scale

simulation
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Two considerations can be made out of the inspection of Fig. 8.11a, b to

underline the effectiveness of the BSM. First, the plots provide two representations

of the same propagating wave with different levels of accuracy. The coarse-scale

simulation provides a global description of wave motion in the rod while detecting

the presence of a defect, but fails to offer a high-resolution representation of the

reflection in the neighborhood of the discontinuity. On the contrary, the fine-scale

simulation provides an accurate local representation from which details of the

reflection generation mechanism can be inferred. Secondly, and most importantly,

the size of the damaged area is in most cases (including the example of Fig. 8.11a,

b smaller than the size of a single finite element in the coarse scale. Therefore the

coarse scale does not model the defect and considers instead the homogeneous

properties in Eq. 8.31 applied throughout the rod length.

Fig. 8.12 Wave propagation

in a homogenized rod with

wide damaged region.

a Coarse-scale simulation.

b Fine-scale simulation
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A slight variation on the previous example is shown in Fig. 8.12a, b. In this case,

the region of the rod with reduced stiffness extends over a larger portion of the

domain. This configuration results in a more complex wavefield. Like in the pre-

vious example, the low-impedance region reflects the incoming wave. In addition,

the refracted wave propagates in the damaged region at a lower speed due to the

lower stiffness of the material. When the wave leaves the damaged area, a second

change in the material impedance occurs, the wave regains its original speed, and

another reflection is observed at the damage boundary. A chain of internal reflec-

tions can also be observed, which produces a standing wave confined to the dis-

continuity region. While these additional phenomena are standard features due to

the increased complexity of the domain, they allow additional considerations about

the method. Unlike the previous example, the succession of consecutive reflections

inside the damaged area is here accurately shown only in the fine scale represen-

tation, while it is barely visible in the coarse scale. This is due to the fact that the

internal reflections span over a small region which is discretized with an insufficient

number of coarse elements. A more complicated reflection pattern accentuates the

difference in performance between the scales. This example tests the capabilities of

the BSM, since it involves many more crossings of the scale interfaces. The

inspection of Fig. 8.12b, however, shows that the interface forces are still very

effective and no spurious reflections are generated.

It is interesting to note that the fine scale matrices are assembled using the

actual material properties of the elements, while the coarse scale considers

equivalent or homogenized properties. This results in a certain degree of incom-

patibility between the two models that is as negligible as the technique used for the

homogenization is refined. The mutual transfer of information from one scale to

the other generates a contamination of the results that grows with the mismatch

between the actual and the homogenized properties of the structure. The imped-

ance mismatch between the materials dominates the validity of the homogeniza-

tion process and therefore the compatibility between the homogenized model and

the original structure. Figure 8.13 shows the results of simulations for bi-material

layouts with increasing mismatch between the properties of the two phases. The

total mechanical energy of the fine-scale region is again chosen as the metric for

the accuracy of the method and compared with the same quantity calculated with a

detailed fine-mesh simulation performed over the elastic domain. The results of

this comparison are shown in Fig. 8.13. The energy curves feature considerable

agreement during the early stages of the simulation, when the fine-scale integration

is carried out from a given initial disturbance applied directly to the fine scale. The

reconstruction of the wave returning inside the fine-scale window relies instead on

values imported from the coarse scale simulation. These values are affected by

errors due to the approximation associated with the rule of mixtures approxima-

tion, therefore the shortcomings of the homogeneous model used for the coarse

scale ultimately affect the refined analysis. As expected, the disagreement between

the curves grows with the impedance mismatch.

Let us consider different distributions of the initial applied disturbance

uðx; t ¼ 0Þ. The changes are made by controlling the parameter r in the expression
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for u that represents the standard deviation of the Gaussian curve. Low values of r

correspond to short wavelength disturbances, as opposed to high values of r which

generate spatially smoother signals. The calculated time histories of the fine-scale

energy ETf are shown in Fig. 8.14 for increasing r. In the case of high r, the

agreement is good over the whole interval of simulation: the changes occurring

because of the internal reflections due to the defects are properly captured and the

residual energy level left in the fine scale window at the end of the simulation

coincides with the reference value. In contrast, a low r causes a poor agreement

when it comes to the returning wave: for r ¼ 0:025, the residual energy is

underestimated by almost 80% (Fig. 8.14a. The results of Fig. 8.14 and the

comparison with the previous set of results suggest the presence of an incom-

patibility enhanced by the shape of the excitation. The homogenized model pro-

vides in fact a good approximation for the behavior of the bi-material rod only in

the low frequency regime. Sharp excitations generate waves whose frequency
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Fig. 8.13 Variation of total mechanical energy for different levels of impedance mismatch:

comparison between BSM (solid line) and reference solution (dashed line). a E2 ¼
0:9E1 � q2 ¼ 0:9q1. b E2 ¼ 0:8E1 � q2 ¼ 0:8q1. c E2 ¼ 0:7E1 � q2 ¼ 0:7q1. d E2 ¼ 0:6E1

�q2 ¼ 0:6q1
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content is less compatible with the range of applicability of the rule of mixtures.

Ultimately sharp excitations induce a shortcoming in the performance of the

coarse scale. This is consistent with the trend of Fig. 8.14, but still does not explain

why it is the fine scale result to be ultimately so deeply affected by the short-

coming. A possible explanation can be argued by looking at Fig. 8.15 where the

calculated wave is shown respectively for the r ¼ 0:025 and r ¼ 0:15 cases.

Figure 8.15a, c show that, when it comes to the incident wave, the fine scale

provides an accurate representation of the wavefield for both excitations. However,

Fig. 8.15b, d reveal a much better performance of the coarse scale simulation in

the r ¼ 0:15 scenario, in accordance with the argument made above. For

r ¼ 0:025, the coarse scale energy deteriorates from the early stages of the inte-

gration (Fig. 8.15b), featuring a wavy behavior typical of the dispersive nature of

the bi-material rod. Finally, the coarse scale solution eventually contributes to the

fine scale simulation of the returning wave. For r ¼ 0:15 the fine solution, being

based on the good result of the coarse solution, is extremely accurate (Fig. 8.15c),
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Fig. 8.14 Total mechanical energy for the fine-scale region—BSM method versus full

simulation. a r ¼ 0:025. b r ¼ 0:075. c r ¼ 0:1. d r ¼ 0:15
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while for r ¼ 0:025 the incompatibility of the coexisting representations is

responsible for the blurry fine scale wave of Fig. 8.15a. All of these effects can

also be associated with the interpolation procedure required to project the coarse-

scale displacements onto the fine-scale mesh at the coarse-fine scale interface,

which is carried out through the shape function matrix N introduced above.

8.3.3 Energy-Based Time Integration Scheme

The main motivation for numerical techniques such as the BSM is a reduction in

computational cost. The partition of the domain is beneficial since the fine-scale

equation of motion involves smaller matrices, which is expected to have dramatic

consequences on memory allocation. On the other side, the method has a few

downsides that reduce its applicability to a limited number of scenarios. Notably,

the interface force generation process involves at each time step a convolution

Fig. 8.15 Fine-scale and coarse-scale solutions for different applied excitations. a Fine-scale

solution �r ¼ 0:025. b Coarse-scale solution �r ¼ 0:025. c Fine-scale solution �r ¼ 0:15.
d Coarse-scale solution �r ¼ 0:15
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integral calculated from the initial instant of the simulation. By its own definition,

this operation requires an amount of time that increases at each time step. For long

simulations, the process can become time consuming and can cause the simulation

time to exceed the time needed to conduct a fully detailed simulation involving a

fine scale applied over the entire domain. This limitation becomes critical when

the fine-scale window and the entire domain are comparable in size. As soon as the

global dimension of the domain increases with respect to that of the fine-scale

window, the method begins to pay off. These considerations are summarized in

Table 8.1, where the results for the first rod problem presented above are shown

for different meshes. For this comparison, an increasing size of the global problem

is achieved by varying the number of elements in the detailed fine discretization

Nf . The numbers shown in Table 8.1 are relative to a simulation run in Matlabr

on a PC Dellr Dimension 8250 with a 2:78GHz CPU, and 1:0GB RAM. The

speed of the method can be enhanced by letting the simulation run on the sole

coarse-scale mesh unless the presence of a wave propagating within the fine-scale

window is detected. This can be achieved automatically by monitoring the energy

level inside the fine-scale window and use it as a threshold to trigger the update of

the fine-scale solution. The coarse-scale total mechanical energy calculated inside

the fine-scale region is an ideal trigger, since it is updated at each time step even

when the wave is outside the fine-scale region. A threshold value E� is selected

such that, when Ecfine [E�, the algorithm interprets it as a wave traveling inside

the fine-scale and the coupled integration is conducted. When the wave moves

across the scale interface, the value of Ecfine drops below the threshold and only the

coarse-scale integration is carried out. When the returning wave traveling back

towards the source gets inside the region, the coupled integration is re-established.

The procedure is detailed in Fig. 8.16. The performance of the integration with the

energy threshold is shown in Table 8.2 for the same set of simulations of

Table 8.1. By comparison of the two sets of results, it is clear how the threshold on

the energy manages to reduce the CPU time in all the considered cases.

8.3.4 Propagation of In-plane Waves in a 2D Elastic Domain

An additional example considers the propagation of plane waves in a free–free

square 2D elastic domain. The plate is 0.5 m long, 0.5 m wide and 0.035 m thick

and made of aluminum (Young’s modulus E ¼ 7:1� 1010 N/m2, density q ¼

2:7� 103 Kg/m3 and Poisson’s ratio m ¼ 0:3).

Table 8.1 CPU Time performance of the BSM on fine meshes of different size

Nf Full simulation CPU time (s) Bridging scales CPU time (s) CPU time saved (%)

400 28.86 25.69 11.0

450 36.61 27.81 24.0

500 45.20 29.97 33.7
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The system is initially perturbed by imposing a two-dimensional Gaussian

distribution of the displacement along the y coordinate (Fig. 8.17b) defined as:

uyðx; yÞ ¼ Ke
� d

rð Þ
2

�uc
1�uc

d	 Lc
0 d[ Lc

(

ð8:33Þ

where d is a radial distance from the origin of the reference frame and uc is a

characteristic parameter of the Gaussian curve, respectively defined as:

Table 8.2 Effect of an energy threshold on the CPU Time

Nf Full simulation CPU time (s) Energy threshold CPU time (s) CPU time saved (%)

400 28.86 14.30 50.5

450 36.61 14.95 52.2

500 45.20 17.58 61.1

Fig. 8.16 Flow-chart of the energy threshold procedure
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d ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x2 þ y2
p

uc ¼ e�
Lc
rð Þ

2 ð8:34Þ

K and r are two additional parameters defining the amplitude and the standard

deviation of the Gaussian curve, respectively. A reference solution for this

Fig. 8.17 Schematic of a

rectangular plate with applied

Gaussian in-plane initial

disturbance. a Geometry.

b Initial disturbance

Fig. 8.18 Snapshot of

incident travelling wave
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example is obtained through a detailed FE analysis conducted by applying a fine

mesh over the entire plate domain. Rectangular 4-node bilinear finite elements are

used to discretize the plate. Figure 8.18 shows a snapshot of the wavefield after

3� 10�5 s of simulation. By inspection, it is possible to recognize some charac-

teristic features of in-plane wave motion. A pressure wave is clearly visible

traveling along the direction of the disturbance. A shear wave, smaller in ampli-

tude and lagging the pressure wave, can also be observed traveling mostly along

the x direction.

Let us now introduce two meshes: a 20� 20 coarse mesh applied over the

entire square domain and a fine mesh confined to a smaller rectangular window of
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Fig. 8.19 Behavior of hðtÞ
for different m. a hð1; 1Þ.
b hð2; 2Þ
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size 0:5� 0:1m centered about x ¼ 0; y ¼ 0:15 m involving elements whose size

is such that they would form a 80� 80 mesh if applied to the entire domain. The

procedure for the calculation of the time history kernel function is detailed in [2].

Since the nodes in the mesh have two degrees of freedom, at each instant in time,

hðtÞ is a 2� 2 matrix.

It is interesting to observe that this matrix is not symmetric, i.e. h12 6¼ h21. It has

been shown [2] that, since the effects of m decays quickly with m itself, it is

sufficient to retain contributions from 3� 5 values of m. For reference, Fig. 8.19a,

b respectively show the behavior of h11 and h22 over the fine-scale simulation time

domain for some values of m.

Figure 8.20a represents a coarse-scale description of the wave propagation over

the entire rectangular domain, while Fig. 8.20b is the fine-scale description of the

Fig. 8.20 Snapshot of

incident travelling wave-

Undamaged plate. a Coarse-

scale simulation. b Fine-scale

simulation

336 8 Bridging Scales Analysis of Wave Propagation



wavefield within the small rectangular window where the fine mesh is available.

Two considerations can be made: first, the fine-scale analysis provides a more

detailed representation of the phenomenon, therefore a detailed inspection of a

region of the plate is available without solving the full fine-scale problem. Second,

the BSM takes care of the interface between the meshes and no spurious reflections

are observed.

A discontinuity is introduced as a region of material characterized by higher

density and stiffness to simulate a stiff inclusion. The stiff region is modeled as a

10� 1 fine-scale element strip located symmetrically with respect to the vertical axis

at �y ¼ 0:15m. The results of the simulation are shown in Fig. 8.21a, b. As in the

previous examples, the two scales provide two complementary yet compatible pieces

of information about the wave motion. Figure 8.21a provides a low-resolution

Fig. 8.21 Snapshot of

incident travelling wave-

Damaged Plate. a Coarse-

scale simulation. b Fine-scale

simulation
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picture of the complete wavefield including both the pressure and shear mode and

allows visualization of the wave interaction with the plate boundaries.

Figure 8.21b clearly shows that the presence of the stiff inclusion is properly

detected and provides a crisp picture of the reflection generation mechanism. The

absence of spurious waves due to the scale interface, documented in Fig. 8.20a, b

and the compatibility between the result in Fig. 8.21a with the one in Fig. 8.21b

suggest that the analysis is accurate. The fine-scale simulation provides a precise

representation of the wavefield and shows the extent of the defect. The accuracy of

the BSM is again quantified by monitoring the total mechanical energy over the

fine-scale region. The energy is normalized by its value at t ¼ 0 and is plotted

versus time in Fig. 8.22a, b for the damaged and undamaged cases, respectively.
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Fig. 8.22 Energy-based

accuracy test or bridging

scales simulation.

a Undamaged plate.

b Damaged plate
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The plots show considerable agreement with the reference solution over a

simulation interval corresponding to the time required by the pressure wave to

reach the upper edge of the plate, be reflected and travel through the fine-scale

region. Comparison of Fig. 8.22b with Fig. 8.22a also shows the presence of a

defect: the returning wave is in fact associated with a slightly lower level of

mechanical energy as a consequence of the localized reflection caused by the stiff

inclusion.

8.4 Results for Frequency-Domain Bridging

8.4.1 Time Domain Spectral Element Discretization

Although independent of the approximation technique, the considered multiscale

approach is applied in conjunction with a time domain spectral element (SE)

discretization of the wavefield due to the significant advantages offered in mod-

eling elastic waves in complex structures.

Within a SE framework, high-order Lagrange’s polynomials are used as inter-

polation/shape functions of the field variables. The nþ 1 Lagrange polynomials of

degree n are defined in terms of the control points ni 2 ½�1; 1�; i ¼ 1; . . .; nþ 1:

wðnÞni ¼
ðn� n1Þ 
 
 
 ðn� ni�1Þðn� niþ1Þ 
 
 
 ðn� npþ1Þ

ðni � n1Þ 
 
 
 ðni � ni�1Þðni � niþ1Þ 
 
 
 ðni � npþ1Þ
ð8:35Þ

The nþ 1 control points ni used in Eq. 8.35 are chosen to be the Gauss–Lobatto–

Legendre (GLL) points, which are the roots of the following equation:

ð1� n2ÞL0
nðnÞ ¼ 0 ð8:36Þ

where L
0
nðnÞ denotes the first derivative of the Legendre polynomial of degree n.

Note that the GLL points always include þ1 and �1 therefore in a SE mesh some

nodes always lie exactly on the boundaries of the elements. The shape functions

for 2D elements are conveniently generated by the cartesian product of 1D shape

functions in the x and y direction.

This method is characterized by the high accuracy of spectral method while

maintaining the flexibility of FE methods when dealing with complex geometries.

Similarly to classical finite elements, the governing partial differential equations of

a waveguide are discretized and transformed to a set ordinary differential equation

in time. Let u denote the global vector of unknown degrees of freedom, the

discretized system of governing differential equation results:

M€uðtÞ þ KuðtÞ ¼ f ðtÞ ð8:37Þ

where M and K are the mass and stiffness matrices of the system and f the vector

of externally applied nodal loads.
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8.4.2 Rod

The propagation of axial waves in a one dimensional (1D) homogeneous rod is

first studied as a test problem.

The system under consideration (Fig. 8.23) consists of a uniform aluminum rod

ðE ¼ 71:0GPa;q ¼ 2700 kg/m3Þ clamped at the left end and excited by a con-

centrated force at the opposite boundary. To avoid the onset of numerical noise

during simulations, dissipation is added to the system by a complex Young’s

modulus: ~E ¼ Eð1þ 0:01iÞ. The same figure also shows that the waveguide is

simultaneously discretized using two meshes: a coarse-scale mesh is defined over

the entire domain, and a fine-scale mesh is limited over a selected portion of the

structure: X
ðaÞ
f ¼ ½0:3L 0:5L� with L ¼ 1:0m denoting the length of the rod. The

underlying assumption of the BSM is that the coarse-scale region must be accurate

enough to capture the global wave motion. The SE approach adopted in this

chapter, allows to discretize the coarse-scale mesh with only 6 nodes per shortest

wavelength, while a refinement ratio nf =nc ¼ 5 is chosen for the fine-scale region.

Wave propagation results are obtained for a four cycles sine burst at 200 kHz.

Figure 8.24a shows the computed wavefield in the coarse-scale region for a

simulation time that allows the wave to travel the length of the rod twice. As

expected, when the main wave intersects the boundaries between the two meshes,

the wavefield remains free from spurious reflections from the interface.

Figure 8.24b illustrates that also the displacement field solved in the fine-scale

region is free from reflections at the boundaries: both the incoming and outgoing

waves are free to propagate undisturbed through the two regions.

Figure 8.25 show a snapshot of the wave traveling across the two regions and

illustrate the perfect matching between the coarse and fine scale solutions. This can

be better observed in Fig. 8.25b that shows how the fine-scale displacement

overlaps the coarse-scale solution, with a better spatial resolution and no spurious

reflections.

8.4.3 Damaged Timoshenko Beam

The present multiscale approach is also applied to model the wave propagation

characteristics of an aluminum Timoshenko beam with imperfections. Figure 8.26

F(t)
Coarse scale mesh: Ω

c

Fine scale mesh: Ω(a)

f

n
f 
/n

c
 = 5

0.3 m 0.5 m

Fig. 8.23 One dimensional

uniform rod and

corresponding multi scale

mesh
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illustrates the considered structure in which damage is modeled as a reduction of

the effective stiffness of a section located at xd ¼ 0:35m from the clamped end.

The fine-scale mesh is chosen to provide a fine discretization in the damaged

region X
ðaÞ
f ¼ ½0:3L 0:5L�. The coarse-scale mesh, that discretizes the entire beam,

includes 40 elements, while the fine-scale mesh correspond to a refinement ratio

nf =nc ¼ 5. With the present approach, the presence of a discontinuity is modeled

only at the fine-scale level, since in many cases the size of the damaged area in the

fine scale region is smaller than that of the size of a single finite element of the

coarse-scale. On the contrary, the coarse-scale model simply considers homoge-

neous properties applied throughout the entire domain.
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Numerical results are presented for the beam being excited by a four-cycle sine

burst at 100 kHz. Figures 8.27 and 8.28 show how incident and reflected waves

are able to propagate throughout the entire structure without spurious reflections at
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Fig. 8.25 a Snapshot of the

response when the incident

wave is traveling through the

refined zone, and b a detail of

the fine-scale solution. Coarse

scale solution: solid line (—),

fine-scale solution: star

markers ð-- � --Þ
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Fig. 8.26 Sketch of the considered Timoshenko beam with damage
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the interface between the two meshes. Specifically, Figs. 8.27a and 8.28a illustrate

the coarse-scale wavefield corresponding to the beam vertical displacement and

sectional rotation respectively. These results show how the coarse-scale mesh is

able to describe the global behavior of the structure, including the interaction with

damage, but fails in giving a detailed representation of the reflections induced by

the discontinuity. Figures 8.27b and 8.28b show how the displacement field

resolved at the fine-scale level is free from spurious reflections, and give a more

detailed description of the interaction between the incident wave and the damaged

section. Snapshots of the displacement field at the fine and coarse scales are

illustrated in Fig. 8.29. These results illustrate the perfect overlapping between the
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two scales for both the transverse displacement and sectional rotation degrees of

freedom.

8.4.4 Two Dimensional Waveguides

As a final example, let us consider the problem of in-plane wave propagation in a

thin rectangular membrane. The structure consist of an aluminum ðE ¼ 71:0GPa;

q ¼ 2700 kg/m3; m ¼ 0:33Þ two dimensional (2D) waveguide of out-of-plane

thickness t ¼ 1:0mm. The structure is clamped at the left edge and excited by a
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uniform line load on its right boundary as illustrated in Fig. 8.30. A uniform coarse

mesh of 40� 2 spectral elements characterized by polynomial shape functions of

order 4 in both directions is considered. The fine-scale region, discretized with
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−0.5

−0.4

−0.3

−0.2

−0.1

0

0.1

0.2

0.3

0.4

0.5

x [m]

u
(x

,t
)

t = 0.263 ms

(a)

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
−0.5

−0.4

−0.3

−0.2

−0.1

0

0.1

0.2

0.3

0.4

0.5

x [m]

Φ
(x

,t
)

t = 0.263 ms

(b)

Fig. 8.29 Snapshots of the

transmitted and reflected

waves across the two meshes:

a vertical beam displacement,

and b sectional rotation
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Fig. 8.30 Schematic of the structure discretized with a coarse and fine multi scale mesh
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24� 8 elements, is located between x1 ¼ 0:5m and x2 ¼ 0:8m and covers for the

entire width of the membrane: Xf ¼ ½0:5 0:8� � ½0:0 0:01�m. Numerical simulation

are conducted to demonstrate the flexibility of the proposed approach in dealing

with 2D structures in which a discontinuity is modeled only at the fine-scale level.

Results for the undamaged structure are also presented as a reference case. Within

the fine-scale region, a soft inclusion is modeled by reducing the Young’s modulus

of a vertical strip of 8� 1 elements at xd ¼ 0:65m such that Ed ¼ 0:025E.
Figure 8.31 illustrate a snapshot of the undamaged and damaged structures when

the input wave is traveling through the refined region. Figure 8.31a, representing

the undamaged case, shows that the coarse-scale solution is capable to capture the

global wave propagation phenomenon without spurious reflections arising at

the interface between the two meshes. At the same time the fine-scale solution

provides a more detailed representation of the wave motion within the refined

region. On the other hand, Fig. 8.31b shows that the coarse-scale model detects the

presence of a discontinuity in the structure, which only occurs at the fine-scale

level. Figure 8.32 show snapshots of the horizontal displacement of the plate

vertical midline ðy ¼ 5:0mmÞ. In the undamaged case, presented in Fig. 8.32a, b,

the coarse and fine scale results are almost coincident, with the fine-scale solution

improving the accuracy of the coarse-scale discretization. In the damaged case,

Fig. 8.32c, d show that the coarse-scale is updated with the informations provided

Fig. 8.31 Snapshot of the 2D wavefield for the undamaged plate (a) and the damaged plate (b)
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by the refined region in which the damage is actually modeled. Specifically, in

Fig. 8.32d, only the refined solution is effectively able to capture the local behavior

of the structure, especially in the presence of a damage smaller than a single coarse-

scale element.

8.5 Conclusions

This chapter describes a multiscale method which allows proper coupling of two

meshes of two levels of refinement. The coarse scale mesh covers the entire

computational domain to capture its overall behavior, while a fine mesh is defined

at a local level where details such as damage need to be resolved with fine spatial

resolution. The approach, develops proper coupling relations through which the

two discretizations share information without the generation of spurious terms

associated with the numerical process. The formulation of the coupled two-scale

problem is carried out in the time and frequency domain. The time domain
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Fig. 8.32 Snapshots of the horizontal displacement at y ¼ 5:0mm of the undamaged structure

(a), (b) and the damaged structure (c), (d). Coarse scale solution: solid line (—), fine-scale

solution: star markers ð-- � --Þ
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formulation conveniently exploits time integration schemes, which need to adopt

time step sizes which are compatible with the spatial discretization of the domains,

in addition to their geometrical features. A convolution operator also needs to be

evaluated at each time step for proper coupling of the two scales. The frequency

domain approach leads to a considerably simpler implementation of the coupling

relations, and does not need to satisfy mesh requirements outside of those imposed

by the geometry of the domain, but is affected by the need to evaluate the system

matrices at every time step. Results for both formulations are presented to illustrate

the capabilities of the general approach and its time and frequency domain

implementations.
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Chapter 9

Modeling of Actuators and Sensors

for SHM

9.1 Introduction

The chapter is divided in three main parts. The first deals with the description of

modeling techniques for the efficient simulation of guided wave generation in plate

structures, while the second part discusses the application of such techniques for

the analysis of two-dimensional periodic arrays and the prediction of their direc-

tional characteristics. A final part presents the models for sensing through patches

of different shapes.

The generation of guided waves is a common approach for the interrogation of

the state of health of structural components [12, 22]. The development of proper

interpretation procedures to analyze the response of the monitored structures, and

the optimization of the excitation strategies benefit much from the availability of

efficient simulation tools, which are capable of accurate prediction of the propa-

gation of waves generated through various sources, and their interaction with

damage or structural defects. Generally, the application of finite elements for the

analysis of wave propagation problems leads to large models which tend to be too

computationally costly to be used for parametric or optimization studies. For this

reason, the development of semi-analytical approaches for wave propagation

analysis is an area of research of growing activity. Examples of such techniques

include the spectral finite element method described [8] in Chap. 5 of this book,

the Semi Analytical Finite Element (SAFE) approach presented in [1] among

others, or boundary element-based techniques of the kind illustrated in [4]. Of

particular importance is the estimation of guided waves generated by surface

mounted or embedded piezoelectric patches or wafer transducers [11, 12, 13], for

which accurate models are essential for the selection of geometry, dimensions, and

excitation bandwidth suitable for the excitation of specific modes and the detection

of various damage types. A common methodology is based on the solution of the

wave equation in the spatial Fourier domain [23]. This technique has been applied

to the analysis of waves generated by several actuator configurations in isotropic
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structures in [12, 13], where it is shown how the size of the actuator is a very

important parameter for tuning the excitation to a specific frequency and wave

mode. These results, which are limited to one-dimensional (1D) wave propagation,

are extended to the 2D analysis of crested waves propagation in plates in [20],

where an analytical model allows the investigation of the effects of the in-plane

shape of the piezo-patch. The formulation of [20] relies on the solution of the 3D

equations of elasticity with the stress field generated by the surface bonded piezo

as a boundary condition.

Efficient modeling of wave generation is particularly important for the design of

novel actuation strategies, and for the optimization of existing ones. The effective

interrogation of the health of a structural component often requires sensors and

actuators with the ability to perform directional scanning. This enhances the sen-

sitivity of the inspection and simplifies the determination of the location of damage

[16, 17, 25]. Wave steering through phased arrays is a well-established technique,

used extensively in ultrasonic imaging for medical as well as NDE applications

[3, 10, 15, 24–26]. Recent research has investigated the application of piezoelectric

phased arrays for guided waves-based structural health monitoring [25]. Promising

results demonstrate the potential benefits of beam steering. However, an underlying

limitation is associated with the need to excite the array elements individually,

which implies hardware and software complexity. Recently, periodic actuator arrays

have been proposed for the generation of strong, frequency-dependent directional

beaming, which allows beam steering to occur through a simple sweep of the

excitation frequency. The concept enables in-situ monitoring of critical components

through strongly focused actuation (and/or sensing) and directional scanning

capability, which may be achieved with very limited hardware requirements. This

different approach to beam steering exploits interference phenomena generated by

the spatial periodicity of the array and the simultaneous activation of its components.

Such interference phenomena produce waves with frequency dependent directional

characteristics, which allow directional scanning to be performed simply through a

frequency sweep. The need for beam-forming algorithms and associated hardware is

thus avoided. In addition, spatially periodic piezoelectric actuators can be exploited

for tuning the excitation to a specific wave mode [3, 26], thus combining mode

tuning and beam steering capabilities in a single device.

The chapter first presents modeling techniques for the simulation of guided wave

generation. Such techniques are then applied to the estimation of the performance of

two-dimensional periodic arrays. The concept of beam steering, and frequency-

based directionality is described in detail as a background. The application of the

concept for directional sensing is also illustrated in the final section of the chapter.

9.2 Modeling of Lamb Wave Generation

This section describes basic analytical tools for the evaluation of the guided wave

field generated in a thin plate by surface-bonded actuators of arbitrary shape.
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The formulation follows the approach presented in [20], which is based on the

solution of the three-dimensional (3D) equations of elasticity in the spatial Fourier

domain. Actuation is modeled as an assigned surface stress distribution which is

defined by the shape of the actuator.

9.2.1 Governing Equations

Consider an infinite isotropic plate of thickness 2b and bonded to its top surface

(x3 ¼ b) Fig. 9.1. For convenience, the origin of the reference frame is located on

the mid-plane of the plate, which is contained in the x1; x2 plane, while the x3 axis
is normal to the plate surface. The dynamic equilibrium of the 3D domain cor-

responding to the plate, in the absence of external body forces, has the well known

form:

ðkþ lÞrr � uþ lr2u ¼ q€u ð9:1Þ

where u ¼ u1 u2 u3f gT denotes the displacement vector, l; k are the Lamé

coefficients, and q is the density of the plate material.

Equation 9.1 can be decomposed into Helmholtz components by introducing

the scalar potential U and the vector potential H; for which the following holds:

u ¼ rUþr�H;

r �H ¼ 0
ð9:2Þ

By using Eq. 9.2, Eq. 9.1 reduces to the following two decoupled expressions:

r2U ¼
€U

c2p
ð9:3Þ

r2H ¼
€H

c2s
ð9:4Þ

where c2p ¼ ðkþ 2lÞ=q; and c2s ¼ l=q are the speeds of the P-wave and S-wave,

respectively.

Fig. 9.1 Infinite isotropic

plate with arbitrary shape

piezoelectric transducer

bonded on the top surface
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The three-dimensional Fourier Transform (3D FT) of the generic function

f ðx1; x2; x3; tÞ is defined as:

�f ðn1; n2; x3;xÞ ¼
Z

1

�1

Z

1

�1

Z

1

�1

f ðx1; x2; x3; tÞe�jðxtþn1x1þn2x2Þdtdx1dx2 ð9:5Þ

Transforming both sides of Eq. 9.4 gives:

o
2 �U

ox3
� ðn21 þ n22Þ�U ¼ x

c2p

�U ð9:6Þ

o
2 �H

ox3
� ðn21 þ n22Þ�H ¼ x

c2s

�H ð9:7Þ

whose solutions are of the form

�/ ¼ c1 sinðax3Þ þ c2 cosðax3Þ
�H ¼ c3 sinðbx3Þ þ c4 cosðbx3Þ

ð9:8Þ

where n1 and n2 are the wave numbers in x1 and x2 directions and

a2 ¼ x2

c2p
� ðn21 þ n22Þ; ð9:9Þ

b2 ¼ x2

c2s
� ðn21 þ n22Þ ð9:10Þ

The integration constants c1; c3; are associated with wave modes which are

symmetric through the thickness, whereas c2; c4; correspond to antisymmetric

modes. The derivations are here presented for symmetric modes only, with the

understanding that the antisymmetric contributions are obtained in a similar

manner.

The actuator applies a surface stress distribution on the portion of the upper face

of the plate it covers. Accordingly, the stress field at the plate surface (x3 ¼ b) can

be expressed as follows:

r33ðx1; x2; b; tÞ ¼ 0

r32ðx1; x2; b; tÞ ¼ F2ðx1; x2ÞV0ðtÞ
r31ðx1; x2; b; tÞ ¼ F1ðx1; x2ÞV0ðtÞ

ð9:11Þ

where V0ðtÞ denotes the applied voltage, and Fi and ði ¼ 1; 2Þ are the stress

distribution functions, whose numerically-based computation is the object of the

next section. Typically, the applied surface stress state relies on common
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assumptions made for thin layer modeling, whereby the normal stress in the active

layer is neglected (r33ðx1; x2; bÞ ¼ 0), along with the dynamic behavior of the

actuator [6]. This approximation is acceptable when the product of the thickness

times the Young’s modulus of the piezoelectric material is significantly smaller

than that of the supporting structure, and when the bonding layer is thin and can be

considered as rigid.

Application of the stresses as boundary conditions allows the evaluation of the

integration constants in Eq. 9.8. Assuming an harmonic applied voltage V0ðtÞ ¼
V0ðxÞejxt leads to the estimation of the 3D FT of the three components of the plate

displacement. The corresponding spatial displacement distribution is subsequently

obtained through an inverse 3D FT. These derivations, whose detailed description

can be found in [20], lead to expressions for the three components of the plate

displacement. For example, the out-of-plane component u3 for symmetric modes is

given by:

u3ðx1; x2;xÞ ¼
1

4p2l
V0ðxÞ

Z

1

�1

Z

1

�1

iejðn1x1þn2x2Þ

Dsðn;xÞ

2ab sinðabÞ cosðbbÞ þ ðn2 � b2Þ cosðabÞ sinðbbÞ
� �

ðn1�F1ðn1; n2Þ þ n2�F2ðn1; n2ÞÞdn1dn2

ð9:12Þ

where

n2 ¼ n21 þ n22

and

DsðnÞ ¼ ðn2 � b2Þ2 cosðabÞ sinðbbÞ þ 4n2ab sinðabÞ cosðbbÞ:

Expressions for the other components u1; u2 can be found in [20]. The dis-

placement expressions all contain integrals which are singular for values of the

wavenumber n which are real roots of functions DsðnÞ or sinðbbÞ and correspond to
Rayleigh-Lamb symmetric and horizontally polarized shear modes (SH waves), as

obtained from the solution of the dispersion relation of the plate for the assigned

value of frequency x:

9.2.2 Harmonic Far Field Response

For given Fiðx1; x2Þ; the plate displacements can be computed from Eq. 9.12. The

evaluation of the integrals for generic piezoelectric shapes requires the numerical

integration over the 2D wavenumber domain, which needs to be performed in a

computationally efficient way. This is achieved through the procedure illustrated in

what follows. Letting:
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Fsðn;xÞ ¼ j
2ab sinðabÞ cosðbbÞ þ ðn2 � b2Þ cosðabÞ sinðbbÞ
� �

Dsðn;xÞ
ð9:13Þ

Equation 9.12 can be rewritten as:

u3ðx1; x2;xÞ ¼
VoðxÞ
4p2l

Z

1

�1

Z

1

�1

ejðn1x1þn2x2ÞFsðn;xÞðn1�F1ðn1; n2Þ

þ n2�F2ðn1; n2ÞÞdn1dn2 ð9:14Þ

The function Fsðn;xÞ tends to infinity when Dsðn;xÞ ¼ 0; i.e. when ðn;xÞ cor-

respond to a point on the Rayleigh Lamb dispersion curve and in this case, for a

symmetric wave mode. This singularity can be handled through the application of

the residue theorem as in [20]. This requires knowledge of the Laurent develop-

ment of ejðn1x1þn2x2ÞFsðn;xÞðn1�F1ðn1; n2ÞVoðxÞ þ n2�F2ðn1; n2ÞVoðxÞÞ; which is not

generally available for a generic functions Fi [5, 9].

The evaluation of the integral relies on the expression of Eq. 9.14 in cylindrical

coordinates, which is given by:

u3 ¼
V0ðxÞ
4p2l

Z

1

0

n2Fsðn;xÞ
Z

2p

0

�Frðn;uÞejnr cosðu�hÞdudn ð9:15Þ

The integration over the angular coordinate u is approximated through the sta-

tionary phase theorem, which stipulates that, for large r:

Z

w2

w1

f ðwÞejrhðwÞdw �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

p

2rh00ðw0Þ

r

f ðwoÞejðrhðwoÞþsinðh00ðwoÞÞp4Þ þ O
1

r

� �

ð9:16Þ

where h0ðw0Þ ¼ 0; f ðÞ is a generic function, and w1;w2 are arbitrary end-points of

the interval of integration, which contains w0:
Assuming r ! þ1 the following asymptotic expression is obtained:

u3ðr; hÞ ¼ �jV0ðxÞ
4p2l

ffiffiffiffiffi

p

2r

r

Z

1

0

n2
ffiffiffi

n
p e�j sinðnÞp

4Fsðn;xÞ�Frðn; hÞejnrdn ð9:17Þ

The evaluation of the integral in Eq. 9.17 can be efficiently performed through

the application of the 1D Fast Fourier Transform (FFT) algorithm for assigned

values of h: In order to avoid numerical noise induced by the discretization of

the Fs function, material damping is introduced by considering a complex

Young’s Modulus, which effectively regularizes the singularities in the Dsðn;xÞ
term.
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9.2.3 Actuator Directivity

The proposed methodology allows the convenient estimation of the directivity.

Specifically, as the Fsðn;xÞ function is singular (or closely singular when damped

systems are considered) when ðn;xÞ lie on one of the dispersion branches, most of

the generated input is represented in wavenumber space by the function

Fsðn;xÞ�Frðn; hÞ: At a given frequency x; the angular variation of the function

defines the directivity of the actuator. Such directivity d is evaluated as the locus of

the maximum amplitude of the peaks over all n:

dsðx; hÞ ¼ maxnð Fsðn;xÞ�Frðn; hÞj jÞ ð9:18Þ

This definition provides the directivity of a given wave mode s: The directivity of

symmetric and anti-symmetric modes is compared by normalizing the function

dðx; hÞ by the maximum for the A0 mode at a given frequency. The normalized

directivity for the S0 mode is for example given by:

DS0ðx; hÞ ¼
dS0ðx; hÞ

maxh½dA0
ðx; hÞ� ð9:19Þ

9.2.4 Example: Circular Actuator

The procedure is illustrated for the case of a circular actuator. The simple

geometry allows the application of the analytical procedure based on an assumed

distribution of the interface stresses. Such assumptions will be validated later in

the chapter, where a procedure for the numerical estimation of the stress distri-

bution based on a local FE analysis is presented, and where the limitations of the

current assumptions will be specifically illustrated in light of the prediction of the

tuning conditions for the actuator.

A circular bonded piezo is modeled as an externally applied surface tangential

traction distribution, which yields the following surface stress components:

r31ðr; h; tÞ ¼ sðtÞdðr � aÞ cos h
r32ðr; h; tÞ ¼ sðtÞdðr � aÞ cos h
r33ðr; h; tÞ ¼ 0

ð9:20Þ

where r; h are polar coordinates with origin at the center of the piezo Fig. 9.2,

and sðtÞ defines the time history of the surface shear stress. It is convenient to

consider a harmonic input sðtÞ ¼ s0ðxÞejxt; and formulate the solution in the

wavenumber domain, so that the applied surface stress at frequency x can be

expressed as:
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r̂31ðn1; n2;xÞ ¼ �ias0ðxÞJ1ðanÞ
n1

n
;

r̂32ðn1; n2;xÞ ¼ �ias0ðxÞJ1ðanÞ
n2

n

r̂33ðn1; n2;xÞ ¼ 0

ð9:21Þ

In Eq. 9.21, n2 ¼ n21 þ n22; while J1ð�Þ is the Bessel Function of the first kind and

order 1: Following the approach presented in [20], a change in coordinates is

convenient due to the particular symmetry of the problem. Polar coordinates n; c in
the wavenumber domain (n1 ¼ n cos c; n2 ¼ n sin c) are used to express the radial

and out-of-plane displacement components, with the tangential displacement being

equal to zero due to the axi-symmetric configuration of the actuator. Application of

the residue theorem from complex analysis, and imposing wave propagation

conditions, leads to the following expression for the radial displacement

ur ¼ ½u21 þ u22�
1=2

:

urðr; h;x; hÞ ¼ �pj
s0a

l

X

nS

J1ðanSÞ
NSðnSÞ

D
0

SðnSÞ
H

ð2Þ
1 ðnSrÞ

"

þ
X

nA

J1ðanAÞ
NAðnAÞ

D
0

AðnAÞ
H

ð2Þ
1 ðnArÞ

#

ð9:22Þ

where

NS ¼ nbðn2 þ b2Þ cos ah cos bh

DS ¼ ðn2 � b2Þ2 cos ah sin bhþ 4n2ab sin ah cos bh

Fig. 9.2 Dimensions and

reference system used for the

circular actuator analysis

356 9 Modeling of Actuators and Sensors for SHM



and

NA ¼ nbðn2 þ b2Þ sin ah sin bh
DA ¼ ðn2 � b2Þ2 sin ah cos bhþ 4n2ab cos ah sin bh

Also in Eq. 9.22,H
ð2Þ
1 is the complex Hankel function of the second type and order 1.

The out-of-plane component is obtained through a similar procedure and can be

expressed as:

u3ðr; h;x; hÞ ¼ �pj
s0a

l

X

nS

J1ðanSÞn2S
N�
SðnSÞ

D
0
SðnSÞ

H
ð2Þ
0 ðnSrÞ

"

þ
X

nA

J1ðanAÞn2A
N�
AðnAÞ

D
0
AðnAÞ

H
ð2Þ
0 ðnArÞ

# ð9:23Þ

where

N�
S ¼ 2ab sin ah cos bhþ ðn2 � b2Þ sin ah cos bh

N�
A ¼ 2ab cos ah sin bhþ ðn2 � b2Þ cos ah sin bh

and H
ð2Þ
0 is the complex Hankel function of the second type and order 0.

Figure 9.3 shows the in-plane and out-of-plane displacement components of the

plate response generated by an actuator of thickness hP ¼ 2:1 mm and diameter

2a ¼ 20 mm, mounted on an aluminum plate of thickness 2h ¼ 1:5 mm. The input

describing applied to the actuator is a Hanning-modulated sine burst at 200 kHz. The

plots clearly show the omni-directional nature of the waves generated by the

actuator.

Fig. 9.3 Displacements as function in-plane spatial coordinates showing both S0 and A0 Lamb

modes: a Radial (in-plane) displacement; b transverse displacement
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9.2.5 Experimental Validation

The formulation presented above is validated through a wave propagation experi-

ment performed on a square aluminium plate (Young’s modulus E = 71 GPa,

Poisson’s ration m = 0.33, density q = 2700 kg/m3). The plate has a thickness of

2h = 161 mm thickness, and measures L = 45.7 cm per side. The excitation is

provided by a circular piezoelectric disc (StemInc, Model SMD20T21F1000) of

diameter 2a = 20 mm and thickness hp = 2.1 mm. The actuator is bonded to the

center of the plate and is actuated by a voltage signal controlled by a signal gen-

erator through a voltage amplifier. The considered excitation signal is a sine burst of

selected frequency, modulated by a Hanning window. The excitation frequency

considered for the tests is in the considered range where only the first symmetric

and antisymmetric mode (S0 and A0) are excited.

The plate response is measured by a scanning Laser Vibrometer (Polytec PSV

400M) over a fine grid to record full wavefield data on the considered plate. The

recorded response measured at a selected number of points is compared to the one
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Fig. 9.4 Comparison of analytical predictions (thin line) and measured response (solid line) at

48 kHz and various distances r from center of actuator
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predicted analytically in Figs. 9.4 and 9.5, where results are reported for excitation

frequencies of 48 kHz and 55 kHz. Similar levels of agreement can be found at

other frequencies, whose corresponding plots are here omitted for the sake of

brevity. The figures show a good match between experimental data and analytical

predictions, and suggest the accuracy of the formulation. The analytical predictions

can therefore be employed to investigate the response of the plate due to an array of

sources, as illustrated later in this chapter.

9.2.6 Finite Element Evaluation of the Interface Stresses

Previously, equation were derived using the assumptions introduced in [6] to obtain

an analytical description of the stress induced by a thin layer of piezoelectric

material. The corresponding analytical expression lends itself to the analytical

solution of the problem as described in the previous section, but is affected by some

limitations. These commonly used assumptions consider the piezoelectric composite
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Fig. 9.5 Comparison of analytical predictions (thin line) and measured response (solid line) at

50 kHz and various distances r from center of actuator
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as a Love-Kirkchoff layered system characterized by linear variations of displace-

ments through the layers’ thickness. Furthermore, the induced interface shear stress

computation assumes that no reacting forces are applied to the piezo-composite

element. In addition, electro-mechanical coupling effects are largely simplified by

considering a constant electrostatic field within the piezoelectric layer. This standard

assumption allows removing the electrical degrees of freedom from the fully coupled

electro-mechanical formulation. A review of such simplifying assumptions and their

implications is found in [2], where it is shown how important inaccuracies are

introduced especially when electromechanical coupling becomes relevant [7].

The limiting assumptions discussed above can be avoided by performing the

analysis of the fully coupled electro-mechanical behavior of the layered structure.

The resulting equations and associated boundary conditions can in fact be dis-

cretized through a three-dimensional (3D) FE formulation, whose generality can

be exploited to investigate complex geometries and bonding conditions between

the layers. The fully coupled model is used specifically to estimate the interface

stresses through the numerical estimation of the functions Fiðx1; x2; tÞ:
The considered computational domain, depicted schematically in Fig. 9.6

consists of a mechanical structure on an open domain X and of a piezoelectric

domain Xp: The constitutive equations for the piezoelectric domain are expressed

as: piezoelectric material:

r ¼ c½ �Ee� e½ �rE
D ¼ e½ �eþ e½ �eE

ð9:24Þ

where r ¼ rx ry rz sxz syz sxyf gT and e ¼ ex ey ez cxz cyz cxy
� �T

respectively are the mechanical stress and strain vectors, D ¼ D1 D2 D3f gT is

the electric charge vector, and E ¼ E1 E2 E3f gT is the electric field vector.

Also, c½ �E; e½ �r; and e½ �e denote the mechanical stiffness matrix at constant electric

field, the piezoelectric stress coupling matrix evaluated at constant stress, and the

permittivity matrix at constant strain. The behavior of the system is governed by the

3D electro-mechanical equations which are expressed in the form:

q€u�rr ¼ f ; 8xX [ Xp

rD ¼ 0 8x 2 Xp

ð9:25Þ

Fig. 9.6 Multilayered

piezocomposite system
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The considered mechanical and electrical boundary conditions are:

r � n ¼ Z1ðu; tÞ; 8x 2 S1

r � n ¼ 0; 8x 2 S=ðS1 [ SbÞ

u½ � ¼ r � n½ � ¼ 0; 8x 2 Sb

ð9:26Þ

and

V ¼ 0; 8x 2 Sb

V ¼ V0ðtÞ; 8x 2 St

D � n ¼ 0; 8x 2 Sl

ð9:27Þ

In Eq. 9.27, Z1ðÞ denotes an infinite impedance operator. Also in Eq. 9.26½�

represents the interface jump operator (i.e u½ � ¼ uðþÞ � uð�Þ where uðþÞ and uð�Þ

denotes the generic function u on each side of the considered interface). This set of

equilibrium equations is complemented by the dual counterpart of the imposed

non-homogenous electrical Dirichlet boundary condition on St:

qo ¼ �

Z

St

DndS ð9:28Þ

The FE discretization of Eq. 9.25 is based on the formulation of its weak form,

augmented by the Lagrange multipliersTsb and q0 respectively associated with the

non-homogeneous Dirichlet boundary conditions in Eqs. 9.27 and 9.28.

Application of a suitable discretization scheme with associated shape functions,

leads to the discretized equations of motion in matrix form for the elastic domain

Ms
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5 ð9:29Þ

and for the piezoelectric layer
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ð9:30Þ
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where, for simplicity, the same notation is used for the continuous functions and

their discretized representation. In Eq. 9.29, usi denotes the internal structural

degrees of freedom, while usc defines the interface degrees of freedom. Similarly,

the degrees of freedom of the piezo patch are split as upi for the inner part and upc
for the boundary ones. Partition of the voltage term is introduced by using V for

unknown voltage degrees of freedom and V0 for the applied potential.

An interesting aspect of the approach consists in the fact that the homoge-

neous Dirichlet boundary conditions have not been directly removed from the

model in order to improve numerical convergence of the interface stresses TSb ;
which correspond to the Lagrange multipliers. This vector effectively defines the

applied stress functions Fi in Eq. 9.12. Also, the formulation does not rely on

assumptions on the stress and displacement variations through the thickness of

the piezo, and allows the estimation of electro-mechanical coupling effects, as

well as the introduction of additional layers for example corresponding to a

bonding agent. Finally, according to [2], this fully coupled model permits the

consideration of the ‘‘induced electrical potential‘‘ and does not introduce con-

straints on each surface’s charge fields q0 dual to the applied voltages V0; even if

it does not explicitly appear in Eq. 9.30, but only through its integral form

Q0 ¼
P

q0:
The piezocomposite system in Fig. 9.6 is modeled by considering a represen-

tative element which is sufficiently large to compute the local piezoelectric cou-

pling effect in conditions where the obtained solution is insensitive to the applied

boundary impedance Z1: The solution leads to expressions for the functions

Fiðx1; x2Þði ¼ 1; 2Þ in Eq. 9.12. The corresponding 2D FT is evaluated in a

cylindrical coordinate system, which is convenient for the subsequent estimation

of the corresponding far-field plate response. The computed expressions of
�Fiðn;uÞ are given by:

�Fiðn;uÞ ¼
Z

þ1

�1

Z

p

0

Fiðr cosðhÞ; r sinðhÞÞe�jn:r: cosðh�uÞrdrdh ð9:31Þ

The integral in Eq. 9.31 is evaluated numerically on a mesh surface in the plane

ðn;uÞ: Its computation is efficient because the Fi functions are defined on a small

bounded domain and are null outside, which significantly limits the range of

integration along the radial coordinate r:

9.2.7 Example: Circular Patch

The numerical procedure described above is applied to compute the plate response

generated by a circular actuator. This allows a comparison of the results obtained

with the numerical technique, with those based on the analytical description of the

interface stresses.
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The response computed through the developed process are directly compared

with the ones of the analytical approach of [20]. For the purpose of this comparison,

we consider an infinite isotropic aluminum plate of 2 mm of thickness, excited by a

0:9 cm radius actuator made of PZT-2 material (see Table 9.1). A first set of results

is obtained through the implementation of the analytical approach of [20], where

the applied stresses are assumed concentrated at the edge of the actuator as

described by a Dirac function. A second computation is performed through the

present approach with the applied stress field still modeled as a Dirac function.

Finally, a last case employs the interface stresses evaluated through the FE pro-

cedure described above, with no assumptions made regarding their distribution.

Figure 9.7 compares the amplitude of the plate radial displacement (ðu21 þ u22Þ
1=2

) at

a distance r ¼ 5 cm from the center of the disc resulting from the three computa-

tions. The results confirm the validity of the developed solution scheme when the

delta function is considered to describe the interface stress distribution. For both

modes, there is however an observable shift of the response curves associated with

the detailed modeling of the interface stress. This shift can have important practical

consequences for the evaluation of the accurate frequencies for optimal tuning of

Lamb wave excitation and for proper actuator sizing.

Fig. 9.7 Variation of amplitude of the plate in-plane displacement versus excitation frequency at

5 cm from the source. Comparison of analytical (circle), semi-analytical with Dirac applied stress

(dashed line) and semi-analytical results with FE-evaluated interface stresses (solid line) for the

S0 (a) and A0 mode (b)

Table 9.1 PZT 5H piezoelectric material characteristics

cE11 ¼ 1:271011 Pa cE22 ¼ 1:271011 Pa cE33 ¼ 1:171011 Pa

cE12 ¼ 8:021010 Pa cE13 ¼ 8:461010 Pa cE23 ¼ 8:461010 Pa

cE44 ¼ 2:301010 Pa cE55 ¼ 2:301010 Pa cE66 ¼ 2:341010 Pa

e31 ¼ 6:62 C/m�2 e33 ¼ �23:24 C/m�2 e32 ¼ 6:62 C/m�2

e24 ¼ �17:03 C/m�2 e15 ¼ �17:03 C/m�2 q ¼ 7500 kg m �3

eS11 ¼ 1704e0 C V�1 m�1 eS22 ¼ 1704e0 C V�1 m�1 eS33 ¼ 143:361eo C V�1 m�1
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9.2.8 Rectangular Isotropic Piezo Patch

A second example considers a rectangular PZT-2 patch of 0:5 mm of thickness

Fig. 9.8. FE model of a square portion of the plate measuring 56 mm per side is

developed to compute the stress distribution functions Fi: The applied electrical

and mechanical boundary conditions are equivalent to those used for the cir-

cular piezo presented in the previous section. The wavenumber domain distri-

bution of the shear stresses presented in Fig. 9.9a clearly shows the non-

isotropic behavior of the patch, which is characterized by a set of peaks in the

the n2 direction, and by a secondary set of peaks along n1: This suggests that

the patch radiates preferentially along the direction perpendicular to its length.

Figure 9.9b shows the plate out-of-plane response at the frequency corre-

sponding to the circles in Fig. 9.9a, which is equal to 480 kHz for a 1 mm thick

aluminum plate. The out-of-plane response clearly shows the strong directivity

of the actuator, and illustrates how the response is dominated by the A0 mode.

This is due to the fact that the strain distribution peaks intercepted by the

dispersion circles at the corresponding frequency are higher for the A0 mode,

and also that the polarization for A0 is predominantly out-of-plane, while S0 is

mostly in-plane. The directivity of the two modes at the considered frequency is

depicted in Fig. 9.9c.

9.3 Beamforming Through One-Dimensional Phased Arrays:

A Quick Overview

The analytical and numerical procedures for the evaluation of wave generation

are applied for the design and optimization of actuation configurations for SHM.

Specifically, directional actuation is of great interest for the effective detection

and localization of structural defects. This section provides a quick overview of

array configurations which provide directional control of the generated waves.

The basic concepts introduced here are then applied in the next section, which

illustrates the performance of two-dimensional arrays capable of frequency-based

beam steering.

Fig. 9.8 Geometry of

rectangular piezo patch and

of the portion of the plate

considered for detailed FE

modeling
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Fig. 9.9 Rectangular isotropic patch: wavenumber representation of the stress distribution

function and symmetric S0 (dashed)/antisymmetric A0 (plain) wave number (a), plate harmonic

vertical response u3 at 480 kHz (b), and (c) corresponding directivity diagrams for the S0 (dashed

line) and the A0 mode (solid)

Fig. 9.10 Considered

configuration of phased

arrays
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Consider a linear array mounted on the free surface of an elastic half-space. The

array contains 2N þ 1 elements, which all act as point sources. The considered

configuration is depicted schematically in Fig. 9.10. The analysis is based on the

following assumptions: (1) each component acts as a point source, (2) the elastic

half-space is homogeneous, isotropic, and in plane strain conditions the medium

sustains the propagation of two modes: a longitudinal (P) wave of phase speed cP
and a shear (S) wave mode of speed cS; and each i-th component generates a signal

in the time domain denoted as giðtÞ:

9.3.1 Response Due to a Single Component

The response at point P due to the excitation of the array component i ¼ 0 (see

Fig. 9.11) can be expressed as:

w0ðr; h; tÞ ¼
1

r
g0ðt � s0Þ; ð9:32Þ

where the term 1
r
introduces a spherical spreading loss factor related to the distance

of the response point from the source. Also, s0 denotes the propagation time from

the source at Oð0; 0Þ to Pðr; hÞ: Under the assumption that a single mode, say the

P-mode, is propagating non-dispersively at speed cP; the propagation time can be

expressed as:

s0 ¼
r

cP
; ð9:33Þ

The response at P due to the generic source i generic can be written as:

wiðr; h; tÞ �
1

r
giðt � siÞ; ð9:34Þ

Fig. 9.11 Coordinate system

and generic response point
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where si is the corresponding propagation time. Within the far-field assumption, si
can be expressed in terms of s0 through a set of simple geometric considerations,

which are based on the schematic configuration shown in Fig. 9.12. The far-field

assumptions assumes that the waves generated by the actuators i ¼ 0 and generic i

have essentially parallel wavefronts, and that the propagation distance only differs

by a quantity which is related to the spacing between the two actuators, which is

equal to id; with d denoting the spatial period of the array. Hence the relation

between si and s0 can be approximated as:

si ¼
r þ id sin h

cP
¼ s0 þ

id sin h

cP
: ð9:35Þ

9.3.2 Array Response

Based on the derivations and simplifying assumptions described in the previous

section, the response of the entire array can be easily expressed as the superpo-

sition of the contributions from the various sources. This gives:

wðr; h; tÞ ¼
X

þN

i¼�N

wiðr; h; tÞ

¼
X

þN

i¼�N

1

r
gi t � s0 �

id sin h

cP

� �

¼ 1

r

X

þN

i¼�N

gi t � r

cP
� id sin h

cP

� �

ð9:36Þ

An additional parameter can be introduced to allow the possibility for each

array component to be actuated with a specified, controllable delay. Such delay,

denoted as sci ; must therefore be added to the physical delay associated with the

difference in propagation distance. Accordingly, the array response becomes:

Fig. 9.12 Far-field

approximation of difference

in paths of propagation of

waves emanating from

sources i ¼ 0 and generic i
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wðr; h; tÞ ¼ 1

r

X

þN

i¼�N

gi t � r

cP
� id sin h

cP
þ sci

� �

; ð9:37Þ

9.3.3 Beam Steering Strategies

The array response expressed in Eq. 9.37 can be used as a basis to describe

typical strategies for directing the array response at desired, controllable angles.

Specifically, two strategies will be here explored, one based on the specific

selection of the controlled delay sci ; and the next by exploiting the physical,

inherent delay due to the difference in propagation paths. The first strategy is

well known and applied in a number of fields such as Sonar, Radar, antenna

technology, medical imaging, as well as in NDE and SHM. The second is less

known, and less flexible in terms of angle controllability and resolution, but has

the great advantage of avoiding the need for complex electronics and related

components on each array element.

For beam steering, it is typically assumed that all the components generate the

same signal gðtÞ; so that the array response becomes:

wðr; h; tÞ ¼ 1

r

X

þN

i¼�N

g t � r

cP
� id sin h

cP
þ sci

� �

; ð9:38Þ

In addition, it is convenient to carry out the analysis in the frequency domain:

wðr; h;xÞ ¼
Z

1

�1

wðr; h; tÞe�jxtdt

¼ 1

r

X

þN

i¼�N

Z

1

�1

gðt � DtiÞe�jxtdt ð9:39Þ

where:

Dti ¼
r

cP
þ id sin h

cP
� sci ;

Application of the Fourier Transfom gives:

wðr; h;xÞ ¼ GðxÞ
r

X

þN

i¼�N

e�jxDti ; ð9:40Þ
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where

GðxÞ ¼
Z

1

�1

gðtÞe�ixtdt

is the Fourier transform of the input signal. Explicit expression of the time delay

Dti leads to the following simplifications:

wðr; h;xÞ ¼ GðxÞ
r

X

þN

i¼�N

e
�jx r

cPe
�jxid sin h

cP ejxsci ;

¼ e
�jx r

cP

r
GðxÞ

X

þN

i¼�N

e�jx id sin h
c

�sci½ �: ð9:41Þ

The analysis of Eq. 9.41 allows the convenient description of the beam steering

strategies to be investigated. It is worth noting that the formulation so far holds for

any type of input gðtÞ; for which no specific assumption has been made.

9.3.3.1 Strategy 1: Linear Phase Delay

The first strategy assumes the ability to impose a controlled delay to each

array component. Specifically, the controlled delay on the i-th actuator can be

set to be:

sci ¼
i

cP
d sin hf ; ð9:42Þ

where hf is the angle defining the orientation of the steered beam. Substituting Eq.

9.42 in Eq. 9.41 gives:

wðr; h;xÞ ¼ GðxÞe
�j x

cP
r

r

X

þN

i¼�N

e
�j x

cP
i sin h�sin hfð Þd: ð9:43Þ

Equation 9.43 can be simplified by recalling the identity:

X

N

n¼1

e�jna ¼ sinNa

sin a

whose application leads to:

wðr; h;xÞ ¼ e
�j x

cP
r

r
GðxÞ

sin ð2N þ 1Þx
cP
dðsin h� sin hf Þ

h i

sin x
cP
dðsin h� sin hf Þ

h i ð9:44Þ
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The response reaches a maximum when

sin h ¼ sin hf

hf ¼ h

which defines a first lobe of maximum response. Additional lobes are found for:

sin h� sin hf ¼
ppcP

xd
: ð9:45Þ

with p integer.

The directionality of the array can be conveniently represented through polar

plots of the directionality factor, which is here given by:

dðh;xÞ ¼
sin ð2N þ 1Þx

cP
dðsin h� sin hf Þ

h i

sin x
cP
dðsin h� sin hf Þ

h i ð9:46Þ

Examples of directionality plots are presented in Fig. 9.13.

9.3.3.2 Strategy 2: Frequency Based Steering

An alternative strategy consists in actuating all elements of the array simulta-

neously, and letting the spacing between each element introduce the proper phase

delay to achieve preferential radiation in a given direction. The phase delay in this

case is clearly associated with the wavelength of the excitation, and its relation

with the array periodicity. Directionality is therefore based on the frequency of

excitation.

The relation between excitation frequency and direction of radiation can be

found by letting the controlled phase delay in Eq. 9.44 equal to zero, which

corresponds to imposing that hf ¼ 0: This gives

wðr; h;xÞ ¼ e
�j x

cP
r

r
GðxÞ

sin ð2N þ 1Þx
cP
d sin h

h i

sin x
cP
d sin h

h i ð9:47Þ

whose maximum response value is obtained for:

sin h ¼ ppcP

xd
: ð9:48Þ

with p ¼ 0; 1; :: is an integer. The case for p ¼ 0 is somewhat trivial as it corre-

sponds to the obvious situation when the preferential direction of radiation occurs

for h ¼ 0:More interesting to the study at hand are the cases for which p 6¼ 0 where

a direction of maximum radiation can be associated to the proper combination of p

and x: The problem with this configuration consists in the fact that conditions need
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to be imposed in order to avoid the occurrence of many directionality lobes, cor-

responding to multiple directions of preferential radiation. A mathematical limi-

tation for the existence of lobes at p 6¼ 0 is related to the fact that:

j sin hj � 1 ð9:49Þ

which leads to the following condition:

ppcp

xd
¼ ppk

d
� 1 ð9:50Þ

where k ¼ 2pcp
x

is the wavelength corresponding to excitation frequency x:

Another condition consists in imposing the existence of a single beaming angle for

p 6¼ 0:
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Fig. 9.13 Actuator directionality for selected steering angles
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This is enforced by imposing the requirement that:

ppcp

xd
¼ ppk

d
	 1

2
ð9:51Þ

If this condition is not satisfied, a peak would occur at p as well as at integer

multiples of p up to the order for which condition in Eq. 9.50 is no longer satisfied.

Equations 9.50 and 9.53 can be translated as the following conditions for the

wavelength:

d

p
\k� 2d

p
ð9:52Þ

which lead to the following restrictions on the beaming angle:

30o\h� 90o ð9:53Þ

Within these two limit angles, every value can be obtained through proper

selection of frequency x and the corresponding value of wavelength. The exci-

tation frequency corresponding to a desired beaming direction hb (under the

limitations expressed in Eq. 9.53 is given by:

xb ¼
cPd

pp
sin hb ð9:54Þ

Examples of directivity plots corresponding to excitation at selected frequen-

cies corresponding to selected beaming angles are shown in Fig. 9.14. The plots

demonstrate the ability of the considered strategy to allow directional scanning

through a sweep in the excitation frequency. The results in figures also highlight

the main drawbacks of this strategy:

1. A beam at h ¼ 0 always occurs regardless of the excitation frequency.

2. The aperture of the array is limited to the angular range ½�30o; 30o�:
3. Within the angular aperture, the array produces two beams at 
hb:

The resolution of these problems requires proper signal processing tools, and/or

the development of more complex array topologies which eliminate the h ¼ 0

radiation, the limited angular aperture of the array, and possibly resolve the issue

of double beaming at 
hb: Some of these issues can for example be addressed

through the extension of this concept to two-dimensional array topologies

described in the next section.

9.4 Two Dimensional Arrays for Frequency Based Beam

Steering

The effective interrogation of the health of a structural component often requires

sensors and actuators with the ability to perform directional scanning. This
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enhances the sensitivity of the inspection and simplifies the determination of the

location of damage [16, 17, 25]. Wave steering through phased arrays is a

well-established technique, used extensively in ultrasonic imaging for medical as

well as NDE applications [3, 10, 15, 24–26]. Recent research has investigated the

application of piezoelectric phased arrays for guided waves-based structural health

monitoring [25]. Promising results demonstrate the potential benefits of beam

steering. However, an underlying limitation is associated with the need to excite

the array components individually, which implies hardware and software

complexity.

The second beam steering strategy discussed in the previous section exploits

interference phenomena generated by the spatial periodicity of the array and the

simultaneous activation of its components. Such interference phenomena produce
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waves with frequency dependent directional characteristics, which allow direc-

tional scanning to be performed simply through a frequency sweep. The need for

beam-forming algorithms and associated hardware is thus avoided. Effective

focusing and steering can be controlled and significantly enhance through the use

of two-dimensional arrays of sources, which are arranged according to specific

spatial topologies. Spatially periodic piezoelectric actuators can be also exploited

for tuning the excitation to a specific wave mode [3, 26], and therefore are able to

combine mode tuning with beam steering capabilities in a single device. The

concept is first illustrated for the case of SV waves in a membrane-like medium,

which can be treated through a simple mathematical formulation and does not

introduce the complexity associated with multi-modal generation and propagation.

The preliminary analysis is subsequently extended to the case of guided waves in

homogeneous, isotropic plates, excited by a periodic array of piezoelectric discs.

The analysis is supported by the analytical prediction of the plate response due to

excitation of a single, circular piezoelectric disc and of multiple sources periodi-

cally bonded to the plate surface. The directionality of the array and its mode

tuning capabilities are investigated through the analysis of the plate dispersion

characteristics and of the excitation distribution in wavenumber space. Subse-

quently, the response of the plate resulting from the harmonic excitation of the

array is predicted to demonstrate its ability to focus the plate response in directions

which depend on the excitation frequency. The directivity of the array is main-

tained in the presence of multiple wave modes, which suggests that the proposed

beam steering strategy may be a cost effective solution to achieve scanning

capabilities for guided wave inspection of plate-like structures.

9.4.1 Application to SV Waves in a Membrane

The concept to be explored can be illustrated for the case of SV waves (Shear

Vertical polarized waves) propagating in an isotropic, two-dimensional elastic

medium, which is excited by a generic loading distribution. The governing

equation is:

lðr2u3 þ f3Þ ¼ q€u3 ð9:55Þ

where l; q respectively denote the shear modulus and the density of the domain,

u3 ¼ u3ðx1; x2; tÞ is the out-of-plane displacement, while f3 ¼ fzðx1; x2; tÞ defines

the loading distribution. In here and in the following developments, the plate

geometry and its state of motion are described in terms of a reference frame

x1; x2; x3; with x1; x2 defining the plane of the structure. Under the assumption of

harmonic load at frequency x; f3ðx1; x2; tÞ ¼ f3ðx1; x2;xÞe�jxt; Eq. 9.55 becomes:

r2u3 � k2u3 ¼ �f3 ð9:56Þ
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where k2 ¼ x2=c2s is the wavenumber, c2s ¼ l=q is the phase velocity of the SV

waves, and u3ðx1; x2; tÞ ¼ u3ðx1; x2;xÞe�jxt:
The solution of Eq. 9.56 can be formally obtained through the application of the

two-dimensional Fourier transform (FT) to displacements and force distribution.

Application of the FT to Eq. 9.56 leads to:

ðn21 þ n22 � k2Þû3 ¼ f̂3 ð9:57Þ

which can be solved in terms of the unknown displacement transform, to obtain:

û3ðn1; n2;xÞ ¼
f̂3ðn1; n2;xÞ
n21 þ n22 � k2

ð9:58Þ

This relation illustrates how the displacement amplitudes appear dependent upon

two main factors: (1) the structure’s behavior, and (2) the actuator’s behavior as a

function of the excitation frequency. Following the approach described in [15], the

transformed displacement can be expressed in the following general form:

û3ðn1; n2;xÞ ¼ D�1ðn1; n2;xÞf̂3ðn1; n2;xÞ ð9:59Þ

where Dðn1; n2;xÞ explicitly denotes the contribution of the structure under

consideration. The response of more complex structures due to a generic surface

force distribution can be represented in the same form, whereby the expression of

Dðn1; n2;xÞ is defined by the differential operator corresponding to the governing

equation of the medium under consideration. Equation 9.59 also indicates that

maximum displacement amplitudes are obtained for excitation frequencies x

whose corresponding wavenumber k maximizes both D�1ðn1; n2;xÞ and

f̂3ðn1; n2;xÞ: The first term is clearly maximized when:

Dðn1; n2;xÞ ¼ 0 ð9:60Þ

which corresponds to the dispersion relation of the domain under consideration, in

this case Dðn1; n2;xÞ ¼ n21 þ n22 � k2: In conclusion, the maximum output is

obtained at the wavenumber, and associated frequency, corresponding to the

intersection between the medium’s dispersion relation, and the locus in the n1; n2
plane defining the maximum of f̂3ðn1; n2;xÞ: This simple consideration is at the

basis of the design procedure to be undertaken, and it is based on criteria intro-

duced for the design of comb-type actuators for mode tuning as presented for

example in [15, 21].

9.4.1.1 Rectangular Two Dimensional Periodic Array of Point Sources

The concept described above can be illustrated through the application of the

analysis to the simple case of a two-dimensional (2D) periodic array of point

sources. The force distribution in this case is expressed as:
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f ðx1; x2;xÞ ¼ f0ðxÞ
X

N

n¼�N

X

M

m¼�M

dðx1 � nd1Þdðx2 � md2Þ ð9:61Þ

where, f0ðxÞ denotes the amplitude of the excitation at frequency x; 2N þ
1; 2M þ 1 respectively define the number of sources along the x1; x2 directions,

while d1; d2 denote the spacings, or the periods, of the array in the two directions.

Application of the 2D FT in space yields:

f̂ ðn1; n2;xÞ ¼ f0
X

N

n¼�N

X

M

m¼�M

ejnn1d1ejmn2d2 ð9:62Þ

whose expression can be simplified to obtain:

f̂ ðn1; n2;xÞ ¼ f0

sin
ð2Nþ1Þn1d1

2

	 


sin n1d1
2

	 


sin
ð2Mþ1Þn2d2

2

	 


sin n2d2
2

	 
 ð9:63Þ

This expression is maximized when:

n1p ¼ p
2p

d1
; n2q ¼ q

2p

d2
ð9:64Þ

where p; q are integers. Equation 9.64 identifies a pair of values in wavenumber

space, whose substitution in the dispersion relation for the medium identifies a

corresponding value of frequency:

xp;q ¼ 2pcs

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

	 p

d1


2

þ
	 q

d2


2
r

ð9:65Þ

which in turns defines preferential directions of radiation for the source array. In

fact, letting n1 ¼ n cos h and n2 ¼ n sin h; with h defining the direction of the wave

vector n; and taking the ratio of the two equations in Eq. 9.64, provides a value for

the direction of maximum direction corresponding to excitation at frequency xM
p;q:

This expression is:

tanðhp;qÞ ¼
qd1

pd2
ð9:66Þ

Equations 9.64 and 9.66 show that the proper selection of the frequency of

excitation of the array components can be exploited to achieved preferential

radiation of the array in directions, which are defined by the periodicity d1; d2 and
by the selected integers’ pair p; q: This concept and its implication to the design of

actuators with frequency-dependent directionality can be illustrated by considering

the 7� 7 array shown in Fig. 9.15. The array comprises of point sources with non-

dimensional periods d1=cs ¼ 0:5 and d2=cs ¼ 0:4: The directionality of the array

can be expressed as:
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dðh; p; qÞ ¼ sin pXp;q cos hð2N þ 1Þ
� �

sin pXp;q cos h
� �

sin pXp;q sin hð2M þ 1Þ
� �

sin pXp;q sin h
� � ð9:67Þ

where X defines a non-dimensional values of frequency

X ¼ xd1=2pcs: ð9:68Þ

As explicitly indicated, the directionality of the array depends on the excitation

frequency, which in turn is defined by the integer pair p; q according to Eq. 9.77.

Examples of directionality plots for various values of integer pairs and corre-

sponding frequencies are presented in Fig. 9.16. The results show how the proper

selection of the excitation frequency can be used to obtain different directional

characteristics of the array. In particular, simultaneous excitation of all the array

components at Xp;q ¼ 2p; 2:5p produces strong radiations respectively along the

horizontal and vertical directions, while excitation at Xp;q ¼ 3:2p corresponds to

main lobes at hp;q ¼ 
51o and hp;q ¼ 
128o: This last result shows how proper

design of the array must include considerations which reduce the number of lobes

appearing for a given value of the excitation frequency, so that proper scanning

capabilities can be achieved, and motivates the need for the formulation of design

strategies leading to a minimum number of principal lobes for a given excitation

frequency. A first attempt is presented in the following section, while a dedicated

effort in this direction is currently underway. The predictions obtained through the

analysis of the dispersion relations and their intersection with the loci of maximum

actuator output can be validated with the response of the considered domain

computed for the considered excitation frequencies. The expression for the wave

field generated by the source array can be obtained analytically through a

straightforward extension of the formulation for the single point source presented

Fig. 9.15 Rectangular point

source array
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in [14]. The displacement at location x1; x2 due to a point force at location x1n ; x2m
of amplitude f0 and frequency x can be expressed as:

u3ðr;xÞ ¼ f0 Gðr; rn;m;xÞ ð9:69Þ

where r ¼ x1i1 þ x2i2 is a vector defining the response location, rn;m ¼ x1n i1 þ
x2m i2 is the source location, and G is the Green’s function defining the response to a

unit source, which is given by:

Gðr; rn;m;xÞ ¼
Z

þ1

�1

Z

þ1

�1

e�j½n1ðx1�x1n Þþn2ðx2�x1m Þ�

n21 þ n22 � k2
dx1dx2 ð9:70Þ
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Fig. 9.16 Rectangular array directivity at different excitation frequencies
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which upon integration gives:

Gðr; rn;m;xÞ ¼ jp2H
ð1Þ
0 ðkRÞ ð9:71Þ

where H
ð1Þ
0 is the Hankel function of the first kind and order 0; while R ¼ jr� rn;mj

denotes the distance between source and point under consideration. Equation 9.69

can be readily extended to superimpose the effects of the various sources of the

array. This gives:

u3ðr;xÞ ¼ f0ðxÞ
X

N

n¼1

X

M

m¼1

Gðr; rn;m;xÞ ð9:72Þ

Equation 9.72 is applied to evaluate the response of the D domain when the array

is excited at the frequency values considered in the previous section. The estimated

response amplitudes are shown in Fig. 9.17, which confirms the prediction

regarding directionality of the actuator array and its frequency dependency.

9.4.1.2 Quadrilateral Array of Point Sources

The basic configuration presented above can be modified through a simple change

in coordinates, through which the frequency dependent directionality of the

actuator can be improved. The objective is to increase the number of combinations

of in-plane wavenumbers and corresponding frequencies, which uniquely define a

preferential direction of radiation for the actuator. The discussion presented in the

previous section can be generalized by considering an array of sources located

according to a quadrilateral topology defined by the unit vectors e1; e2; the asso-

ciated angles a; b; and the periods d1; d2: A schematic of the quadrilateral array is

presented in Fig. 9.18. The corresponding force distribution can be expressed as:

f ðx1; x2;xÞ ¼ f0ðxÞ
X

N

n¼�N

X

M

m¼�M

dðx1 � x1n;mÞdðx2 � x2n;mÞ ð9:73Þ

where x1n;m ; x2n;m denote the coordinates of the n;m-th actuator of the array. The

spatial FT of the force distribution defined in Eq. 9.73 is given by:

f̂ ðn1; n2;xÞ ¼ f0ðxÞ
X

N

n¼�N

X

M

m¼�M

ejnd1ðn1 cos aþn2 sin aÞejmd2ðn1 cos bþn2 sin bÞ ð9:74Þ

which can be simplified as follows:

f̂ ðn1; n2;xÞ ¼ f0ðxÞ
sin ð2N þ 1Þd1ðn1 cos aþ n2 sin aÞð Þ

sin d1ðn1 cos aþ n2 sin aÞð Þ
sin ð2M þ 1Þd2ðn1 cos bþ n2 sin bÞð Þ

sin d2ðn1 cos bþ n2 sin bÞð Þ

ð9:75Þ
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The wavenumber values which maximize the actuators output are obtained as

solutions for the following system of algebraic equations defined by a selected

integer pair p; q:

n1 cos aþ n2 sin a ¼ 2pp

d1
;

n1 cos bþ n2 sin b ¼ 2qp

d2

ð9:76Þ

As before, the corresponding frequency xp;q is obtained upon substitution of the

wavenumber values in the dispersion relation for the medium, which in this case

gives:

xp;q ¼ 2pcs

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðn1p;qÞ
2 þ ðn2p;qÞ

2
q

ð9:77Þ

The directionality of the array corresponding to excitation at one the frequencies

xp;q of maximum actuator output can be expressed as:

Fig. 9.17 Displacement amplitudes resulting from excitation at selected frequencies
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dðh; p; qÞ ¼ sin 2pXp;qð2N þ 1Þðcos h cos aþ sin h sin aÞ
� �

sin 2pXp;qðcos h cos aþ sin h sin aÞ
� �

sinð2pXp;qð2M þ 1Þd2
d1
ðcos h cos bþ sin h sin bÞÞ

sinð2pXp;q
d2
d1
ðcos h cos bþ sin h sin bÞÞ

ð9:78Þ

where frequency is non-dimensionalized according to X ¼ d1x=cs: Results for a
7� 7 array defined by the angles a ¼ 55o and b ¼ 165o are shown in Figs. 9.19,

9.20 and 9.21. In Fig. 9.19, the locations of the wavenumber maxima defined by

Eq. 9.76 are presented together with circles representing the cross-section of the

dispersion relation at the frequencies xp;q: This representation graphically illus-

trates the concept under investigation, whereby the intersection between the

Fig. 9.18 Quadrilateral point

source array
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dispersion relation at a given frequency with one of the maxima of the force

distribution in wavenumber space leads to the maximum actuator output. Such

intersection also defines a direction of preferential direction, which is given by

tanðhp;qÞ ¼ n2p;q=n1p;q ; where n1p;q ; n2p;q denote the wavevector components of

maximum radiation, as defined by the solution of Eq. 9.76. Directionality plots

corresponding to the frequency values highlighted in Fig. 9.19 are presented in

Fig. 9.20 to illustrate the frequency-dependent directionality obtained through the

periodic array topology. Of note is the fact that the considered configuration, in

contrast to the rectangular array design, leads to a broader set of combinations for

which a single beaming angle is achieved. The directional behavior of the actuator

array is verified through the estimation of the harmonic response of the medium

subjected to the simultaneous excitation of all the array components. Examples of
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Fig. 9.20 Actuator directionality at selected frequencies
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harmonic response computed through the procedure described in the previous

section for selected frequencies are presented in Fig. 9.21.

9.4.2 Application to Guided Waves in Thin Plates

The concept investigated above is applied to the directional excitation of guided

waves in plate structures. The considered configuration features an array of surface

mounted piezoelectric discs as depicted in Fig. 9.22. The discs are operated in

Fig. 9.21 Displacement amplitudes resulting from excitation at selected frequencies

Fig. 9.22 Configuration of

plate with piezo array

9.4 Two Dimensional Arrays for Frequency Based Beam Steering 383



shear and excite Lamb waves by applying a surface traction distribution corre-

sponding to the in-plane shape of each actuator disc and to the topology of the

array. The extension of the concept previously illustrated for the case of SV waves

in an elastic medium requires the analysis of the dispersion properties of the plate

and their matching with the array topology. A complicating factor in this regard is

the multi-modal nature of wave propagation in the plate, which causes several

modes to be excited at a given frequency. A detailed discussion devoted to this

aspect illustrates the validity of the concept of directional excitation for a multi-

modal waveguide and highlights the opportunity for it to be combined with mode

tuning capabilities. The prediction of the dispersion analysis are subsequently

verified through the computation of the plate response resulting from the piezo-

electric discs array, which is based on the analytical formulation also presented in

what follows.

9.4.2.1 Plate and Array Configuration

The analysis considers an aluminum plate (Young’s modulus E = 71 GPa, Pois-

son’s ration m = 0.33 density q = 2700 kg/m3) of thickness 2h = 5 mm. The

dispersion relations for the plate are shown in Fig. 9.23. For simplicity, the

excitation frequency range is limited by an upper bound coinciding with the cut-off

frequency for the A1 mode, in this case approximately at 0:33 MHz, so that only

two modes are simultaneously excited in the plate. A 7� 7 array of piezoelectric

disc arranged according to a quadrilateral topology is considered. The array angles

are a ¼ 55o and b ¼ 165o; and the periods are d1 ¼ 0:043 m d2 ¼ 0:035 m. The

choice of the array configuration is based the preliminary results presented in the

previous section, and on trial and error studies performed to identify the array
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configuration providing a large combination of frequency-radiation direction pairs

within the limitations of the considered frequency range.

9.4.2.2 Dispersion Analysis for Directional Excitation of Lamb Waves

Each array component applies a distribution of shear stresses on the plate surface,

which can be described as follows:

r31ðx1; x2; tÞ ¼ sðtÞF1ðx1; x2Þ ¼
X

n;m

F
n;m
1 ðx1; x2Þ

r32ðx1; x2; tÞ ¼ sðtÞF2ðx1; x2Þ ¼ sðtÞ
X

n;m

F
n;m
2 ðx1; x2Þ

r33ðx1; x2; tÞ ¼ 0

ð9:79Þ

where sðtÞ defines the time history of the applied excitation, while

F
n;m
1 ðx1; x2Þ;Fn;m

2 ðx1; x2Þ define the contribution to the surface stresses of the array

component n;m: In this study, each actuator is considered to be a circular pie-

zoelectric disc of radius a; so that the functions F1;F2 can be reasonably expressed

as [19]:

F1n;mðrðn;mÞ; hðn;mÞÞ ¼ dðrðn;mÞ � aÞ cos hðn;mÞ

F2n;mðrðn;mÞ; hðn;mÞÞ ¼ dðrðn;mÞ � aÞ sin hðn;mÞ
ð9:80Þ

where rðn;mÞ; hðn;mÞ define a set of polar coordinates with origin at the center of the

component n;m: Simple coordinate transformations can be applied to transform

the local polar coordinates with the global reference system x1; x2 on the plane of

the plate. The functions F1;F2 in the wavenumber space (denoted F̂1; F̂2) are

evaluated through a combination of numerical and analytical procedures. The

resulting amplitude plot for the function F̂1 is presented in Fig. 9.24, in the form of

contour plots with scale of intensity varying from white to black. The plot,

Fig. 9.24 Amplitude of

F̂1ðn1; n2Þ for the considered

array
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corresponding to the array configuration described above (see Fig. 9.18), shows

that maxima in the wavenumber domain occur at locations, which are conveniently

approximated by the formulas presented in the previous section for an array of

point sources (see Eq. 9.76). The amplitude plot for F̂2 show a similar behavior

and is therefore omitted for the sake of brevity. The analysis of the dispersion

relations has the objective of determining the excitation frequency leading to

strong radiation directionality for the array. This is achieved by identifying a

wavenumber n0 defining the radius of a circle intersecting a set of peaks of the

excitation distribution in wavenumber space. The circle, in the case of an isotropic

plate, corresponds to the cross section of the dispersion relation for the given

wavenumber n0: The associated frequency values are obtained by evaluating the

dispersion relations for the corresponding wavenumber. Within the considered

frequency range, this procedure leads to two frequencies fA0
; fS0 ; respectively

associated with symmetric (S0) and anti-symmetric (A0) modes. The process is

schematically represented in Fig. 9.25, which shows how the selection of fA0
or fS0

determines both the directionality of the array radiation, which occurs at the angle

/ defined by the wavevector components in Fig. 9.25a, and the mode (symmetric

versus anti-symmetric) excited in the plate. Results for the considered plate/array

configuration are shown in Figs. 9.26 and 9.27. Excitation at 16; 28; and 36 kHz

for example (see Fig. 9.26) produces A0 modes of wavenumbers equal to n0 ¼
0:23; 0:34; 0:40 rad/mm, which also correspond to preferential radiations at three

different angles, namely / ¼ 65�; 8�; 70�: Same radiation angles and same

wavenumbers can be induced in the plate through excitation at f ¼ 128; 185; 220
kHz, when S0 modes are mostly produced (see Fig. 9.27). The generation of two

wave modes for excitation at any one frequency is particularly clear in the case of

S0 mode tuning as presented in Fig. 9.27, where circles corresponding to the S0
and A0 wavenumbers are depicted respectively as dashed and solid lines. The A0

mode excitation in this case occurs at much higher wavenumber values, which are

typically associated with significantly weaker radiation efficiency of the actuator,

as indicated by the decrease in the peaks’ amplitude for increasing wavenumbers.

Fig. 9.25 Dispersion analysis for selective directionality and mode tuning
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In addition, the A0 mode circle does not intersect specific peaks of the forcing

function distribution, and therefore is not associated with a preferential direction of

radiation. In other words, mode tuning at S0 generates low amplitude A0 modes,

which do not interfere with the directional characteristics of the array. Similar

considerations can be made in the case of A0 tuning Fig. 9.26, where the circles

corresponding to the S0 modes are too small to be drawn effectively. In addition, the

large difference in the propagation speeds for the two modes naturally decouples

their contributions and therefore limits their potential interaction. Table 9.2 lists a

number of radiation angles and corresponding excitation frequencies for A0 and S0
mode tuning. The response due to an array of circular piezo-electric discs can be

computed simply through linear superposition. The response for a single disc is first

computed in a local reference system with origin at the center of the disc as in the

previous formulation. A change in coordinate then transforms the response into a

global coordinate frame, where the contributions of the array components are

superimposed. The array configuration considered is the one presented above with a

total of 49 elements arranged according to a quadrilateral topology Fig. 9.18. The

results from the dispersion analysis in Sect. 5.3.5 guide the selection of excitation

frequencies to be applied to simultaneously achieve mode tuning as well as direc-

tional radiation. Results for asymmetric mode tuning and a selected combinations of

Fig. 9.26 Directional characteristics with A0 tuning
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frequency and radiation directions are illustrated in Fig. 9.28, which present the

amplitude of the out-of-plane response of a 2� 2 m plate featuring the considered

arraymounted at its center. The results clearly show the directional characteristics of

radiation at the considered frequencies, and confirm the direction of radiation pre-

dicted through the dispersion analysis previously presented. The results for S0 mode

tuning presented in Fig. 9.29 show identical behavior, which is induced however at

higher frequencies as a result to the tuning of the excitation to the specific wave

propagation mode. Also, it is a fact that the tuning capabilities of the actuator array

minimize the interference of other modes, which are not necessarily directional, and

which therefore do not prevent the directionality of the actuator to occur along the

desired direction.

9.4.2.3 Plate Response Due to the Actuator Array: Narrow Band Burst

Excitation

The directionality of the plate is also investigated in the presence of narrow-band

burst inputs, which allows analyzing excitation configurations which are com-

monly used for structural inspection. The use of a sine burst simultaneously allow

the spectrum of the input signal to be centered at a desired frequency, while

Fig. 9.27 Directional characteristics with S0 tuning
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Fig. 9.29 Directional response for S0 tuning

Fig. 9.28 Directional response for A0 tuning
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producing a transient wave which can be reflected by a structural discontinuity

along its path. This assumes that the considered design is employed in a pulse-echo

scheme, where a scan is performed by sweeping through a number of input fre-

quencies thus producing wave propagation in the corresponding directions. Future

studies of the proposed concept will assess the ability of the periodic array to

image a defect through the considered beam forming configuration. The study

presented in what follows consider a 5-cycle sine burst at selected frequencies. A

typical signal and its frequency domain representation are shown in Fig. 9.30.

Specifically, Fig. 9.30b highlights the bandwidth of excitation, which is consid-

ered equal to:

f 2 f0 �
2

T0
; f0 þ

2

T0

 �

ð9:81Þ

where f0 is the center frequency, while T0 is the duration of the signal. The

representation of the bandwidth in the wavenumber domain is presented in

Fig. 9.31, which shows the results obtained for center frequency f0 ¼ 48 kHz and

duration T0 corresponding to a 5 cycles, hanning modulated harmonic function.

Figure 9.31 shows how the bandwidth of excitation must be selected so that it

intersects a single pair of peaks corresponding to the excitation distribution in the

wavenumber domain. This ensures that the directionality properties, previously

illustrated for the case of a pure harmonic input, are preserved in the presence of a

time-limited input. Figures 9.32 and 9.33 show snapshots of the plate response

when the array is actuated by 5-cycle sine burst respectively at f0 ¼ 16 and f0 ¼ 22

kHz. The plate response clearly shows the presence of a wave packet which travels

along the plate in the direction predicted by the dispersion analysis, identified

according to the procedure illustrated in the previous section. For simplicity, the

results show the response in the top portio of the plate, so that a single beam is

observed. Results similar to those presented in Figs. 9.32 and 9.33 can be pro-

duced for all excitation frequencies and angles listed in Table 9.2.
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9.5 Modeling of Lamb Wave Sensors

In this section, we present the equations that govern sensing of elastic waves (Lamb

waves) through surface mounted patches. As in generation, the case of a patch of

arbitrary shape is illustrated as a general framework for the subsequent illustration of

the principles of directional sensing through properly shaped patches.

Fig. 9.31 Wavenumber

content of a sine burst

excitation (solid line center

frequency, dashed line

bandwidth limits)

Fig. 9.32 Snapshots of directional response resulting from sine burst excitation at 16 kHz
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9.5.1 Plate Configuration and Piezoelectric Constitutive Relations

The system under consideration is illustrated in Fig. 9.34. The domain of interest

consists of a mechanical structure (thin plate) on an open domain X and of a

piezoelectric domain Xp of thickness tP: The reference system used for the analysis

is located at the mid-surface of the structure, with coordinates x1; x2 defining the

plane of the structure.

The constitutive equations for the piezoelectric domain are expressed in Eq.

9.24, which hold over the domain of the structure covered by the piezoelectric

patch, defined by x 2 XP; where x ¼ x1i1 þ x2i2 denotes a position vector on the

plane of the structure. It is here convenient to extend the validity of the piezo-

electric constitutive relation to the entire domain of analysis X by introducing a

functional f ðxÞ defined as:

Table 9.2 Radiation directions, excitation frequencies and mode tuning

/ [o] fA0
[kHz] fS0 [kHz] n0 [rad/mm]

65 16 128 0.23

145 22 156 0.29

8 28 185 0.34

110 36 220 0.40

48 51 276 0.48

Fig. 9.33 Snapshots of directional response resulting from sine burst excitation at 22 kHz
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uðxÞ ¼
1; x 2 XP

0; x 2 X� XP

(

ð9:82Þ

which describes the shape of the patch. A second function wðxÞ is introduced to

allow for different polarizations to be present within the piezoelectric domain. For

simplicity, and in light of practicality, the case of alternating polarizations over

specified sub-regions of XP is considered, so that the function wðxÞ ¼ 
1; x 2 XP

depending on the polarization distribution.

Accordingly, Eq. 9.24 can be rewritten as:

r

D

� �

¼ uðxÞ CE �wðxÞeT
wðxÞe ee

 �

e

E

� �

; x 2 X ð9:83Þ

For operation of the patch in a sensing mode, the second of Eq. 9.83 is of

particular importance and will be analyzed in detail. The analysis is simplified by

introducing a number of assumptions which reduce the size of the problem. First, it

is assumed that the piezoelectric material is polarized along its thickness direction

x3; so that two of the components of the electric displacement vector are zero

(D1 ¼ D2 ¼ 0). The sensor is also considered in a state of plane strain, i.e. e33 �
c13 � c23 � 0; and e ¼ f e11 e22 c12 gT : The second of Eqs. 9.83 reduces to:

D3 ¼ f ðxÞbTD ¼ uðxÞbTðwðxÞeeþ eeEÞ; x 2 X ð9:84Þ

where b ¼ ½0; 0; 1�T : Considering the strain-charge form of the piezoelectric

constitutive equations, Eq. 9.84 can be rewritten as follows:

D3 ¼ uðxÞbT ½wðxÞdrCEeþ ðer � drCEdr
T ÞE�; x 2 X ð9:85Þ

where dr; er respectively denote the matrix of the piezoelectric strain constants and

of the permittivity constants evaluated at constant stress.

Fig. 9.34 Plate with

arbitrarily shaped

piezoelectric sensor bonded

on the top surface, and

considered coordinate system
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9.5.2 Voltage Generated by Piezo Sensors of Arbitrary Shape

In sensing mode, the total charge developed over the piezoelectric area is
R

XP
D3dx ¼

R

X
uðxÞD3dx � 0: Integration of both sides of Eq. 9.85 therefore

gives:

bTdrCE

Z

X

euðxÞwðxÞdx ¼ bTðdrCEdr
T � erÞ

Z

X

uðxÞEdx ð9:86Þ

where it was assumed that all properties of the piezoelectric patch are constant

over the area XP: Equation 9.86 can be simplified by imposing that E1 ¼ E2 ¼ 0;
and that the voltage varies linearly across the thickness of the piezo tP which

gives:

E3 ¼
V

tP
ð9:87Þ

where V is the total voltage measured at the electrodes of the piezos. Accordingly,

in Eq. 9.86, the electric field vector can be expressed as:

E ¼ V

tP
b ð9:88Þ

Substituting in Eq. 9.86, and solving for the measured voltage V gives:

V ¼ tP

AP½bTðdrCEdr
T � erÞb�

bTdrCE

Z

X

ef ðxÞdx ð9:89Þ

where AP ¼
R

X
uðxÞdx is the area occupied by the piezoelectric patch, and where

f ðxÞ ¼ uðxÞwðxÞ is introduced to simplify the notation. The sensing voltage

expressed in Eq. 9.89 can be evaluated in the presence of a plane wave propagating

in the plane of the structure at frequency x: The surface displacement can in

general be expressed as:

uðx;xÞ ¼ U0ðxÞe�jk0ðxÞ�x ð9:90Þ

where U0 defines the amplitude and the polarization of the wave at the con-

sidered frequency, and k0ðxÞ ¼ k0ðxÞi
0
1 ¼ k0ðxÞðcos hi1 þ cos hi2Þ is the con-

sidered wave vector defining plane wave propagation at an angle h Fig. 9.35.

Assuming that the considered wave is characterized by a displacement field such

that:

uðx;xÞ � i02 ¼ 0 ð9:91Þ
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the only strain component relevant to the surface mounted sensor is given by:

e1010 ¼
ou01
ox01

¼ jU10
0
ðxÞk0ðxÞe�jk0ðxÞx01 ð9:92Þ

while e1010 ¼ c1020 ¼ 0: In this case, the plane strain field in Eq. 9.89 can be written

as:

e ¼ e1010 ½cos2 h; sin2 h; 0�T ð9:93Þ

e ¼ e1010rðhÞ ð9:94Þ

Substituting Eq. 9.93 into Eq. 9.89 gives:

VðxÞ ¼ jU10
0
ðxÞk0ðxÞHðhÞDðx; hÞ ð9:95Þ

where:

HðhÞ ¼ tP

AP

bTdrCErðhÞ
½bTðdrCEdr

T � erÞb�
ð9:96Þ

and

Dðx; hÞ ¼
Z

X

ejk0ðxÞðx1 cos hþx2 sin hÞf ðxÞdx ð9:97Þ

Fig. 9.35 Schematic of

plane wave propagating at

angle h on the plane of the

structure x
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define two separate contributions to the measured voltage. The first quantity H
contains the material properties of the piezo-structure system, and can have a

directional component in case of non-isotropic properties. For the case of a PZT

5H material, whose properties are listed in Table 9.3, the quantity H is constant

with respect to the angle of wave propagation h; and therefore no directionality is

introduced. Other common piezo patches, such as the Macro Fiber Composite

sensors discussed in [18], have non-isotropic piezoelectric properties which lead to

significant directional behaviors.

In contrast, parameter D describes the effect of the distribution of material as

defined by the function f ðxÞ: Specifically, the definition of D provides the

opportunity of selecting specific material and polarization distributions to tune the

sensor to specific wavelengths and associated wave modes, and to achieve desired

directionality properties. Examples of specific design configurations are provided

in the following sections. Of interest, is the further development of Eq. 9.97, which

can be rewritten as follows:

Dðx; hÞ ¼
Z

þ1

�1

e�jk0ðxÞ�xf ðxÞdx ð9:98Þ

exploits the limited support of the function f ðxÞ so that the integration limits can

be extended to infinity without affecting the value of the integral. Equation 9.98

can be easily recognized as the spatial Fourier Transform (FT) of the function f ðxÞ;
with the understanding that its dependence upon frequency is based on its direct

relation with the wave vector k0 as defined by the dispersion relations for the

considered medium. This simple observation leads to the convenient estimation of

the directivity for various sensor shapes and polarizations through the identifica-

tion of the proper FT pairs:

Dðk0ðxÞ; hÞ ¼ F½f ðxÞ� ð9:99Þ

where F½�� denotes the FT. Equation 9.99 suggests the possibility of evaluating the

sensor directivity through FFT algorithms in the case of complex material

distributions.

Table 9.3 PZT 5H piezoelectric material characteristics

c11
E

= 1.27 1011 Pa c22
E

= 1.27 1011 Pa c33
E

= 1.17 1011 Pa

c12
E

= 8.02 1010 Pa c13
E

= 8.46 1010 Pa c23
E

= 8.46 1010 Pa

c44
E

= 2.30 1010 Pa c55
E

= 2.30 1010 Pa c66
E

= 2.34 1010 Pa

e0 = 8854 9 10-12 F/m d15 = 741 9 10-12 C/N d24 = 741 9 10-12 C/N

d31 = - 274 9 10-12 C/N d32 = - 274 9 10-12 C/N d33 = 593 9 10-12

e11
r

= 3130 e0 e22
r

= 3130 e0 e33
r

= 3400 e0
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9.5.3 Examples of Directivities for Simple Geometries

9.5.3.1 Circular Sensor

The case of a circular piezo sensor can be modeled through the following

expression for the function f ðxÞ:

f ðxÞ ¼ rect
jxj
a

� �

ð9:100Þ

where the function rect is defined as follows:

rectðxÞ ¼ 1; jxj\ ¼ 1

0; jxj[ 1

�

ð9:101Þ

and where a defines the radius of the disc. Figure 9.36 shows a configuration of the

disc, where the black domain identifies the location of the piezoelectric material.

The corresponding directivity is given by:

Dðk0ðxÞ; hÞ ¼ a sincðk0aÞ ð9:102Þ

The directivity function clearly shows the absence of any sensing directivity, and

indicates that preferential tuning occurs for wave modes corresponding to local

maxima of the sinc function. Such maxima can be found at k0a ¼ ð2n� 1Þp
2
; where

n ¼ 1; 2; ::: is an integer. The directivity function in the wavenumber domain, as

well as the directivity curve for k0 ¼ p
2a

is presented in Fig. 9.37 to confirm the

absence of any preferential direction of sensitivity.

Fig. 9.36 Circular piezo disc

of radius a ¼ 10 mm
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9.5.3.2 Rectangular Sensor

A second example considers the case of the rectangular piezo, which can be

described by the following function:

f ðxÞ ¼ rect
x1

a1

� �

rect
x2

a2

� �

ð9:103Þ

where 2a1; 2a2 define the dimensions of the rectangular patch along the x1 and x2
direction, here assumed aligned with the principle directions of the rectangle. A

sensor of dimensions a1 ¼ 5 mm, a2 ¼ 7mm is displayed in Fig. 9.38.

  1

  2

  3

  4

30

210

60

240

90

270

120

300

150

330

180 0

(a)

(b)

Fig. 9.37 Wavenumber

representation of the

directivity function of the

piezo disc of radius

a ¼ 10 mm (a), and

directivity curve

at k0 ¼ p
2a

(b)
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The sensor’s directivity, given by:

Dðk0ðxÞ; hÞ ¼ a1a2 sincða1k0 cos hÞ sincða2k0 sin hÞ ð9:104Þ

indicates that preferential directions of sensitivity are aligned with the main

dimensions of the rectangle, along which tuning occurs for wavenumber values

which maximize the two sinc functions in Eq. 9.104. Specifically, for an incoming

wave at h ¼ 0; maximum sensitivity occurs for wavenumbers k0a1 ¼ ð2n1 � 1Þp
2
;

where n1 ¼ 1; 2; :::; while for waves propagating along the direction h ¼ p=2; the
sensor is tuned for k0a2 ¼ ð2n2 � 1Þp

2
; where n2 ¼ 1; 2; :::: Given the dependence

of wavenumber upon frequency, one could consider situations where the sensor

can discriminate between the two directions of maximum sensitivity (h ¼ 0 and

h ¼ p=2), based on the frequency value (and corresponding wavenumber) it

senses. In other words, the rectangular sensor can act as a spatial filter which is

tuned to the h ¼ 0 or h ¼ p=2 direction depending on the frequency it receives.

The polar directivity curves of Fig. 9.39 illustrate the different directional patterns

with strong lobes at h ¼ 0 (Fig. 9.39b) and at h ¼ 
p=2 (Fig. 9.39c) for different

wavenumber values.

9.5.4 Frequency Steerable Acoustic Transducer Periodic Array

The method outlined above can be applied to the analysis of the sensing direc-

tionality of a periodic array of piezo discs. The concept relies on similar consid-

erations made above for the rectangular piezo, whereby directionality is observed

as the result of matching with maximum values of directivity which occur for

specific directions of the wave vector.

Fig. 9.38 Rectangular piezo

disc of dimensions

a1 ¼ 5 mm, a2 ¼ 7 mm
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The material distribution function f ðxÞ for the array is expressed as:

f ðx;xÞ ¼
X

n1

X

n2

rectðajx� xn1;n2 jÞ ð9:105Þ

where a is the radius of each disc, while xn1;n2 defines the location of the center of

the disc n1; n2; where the integers ni 2 ½�1
2
ðNi � 1Þ; 1

2
ðNi � 1Þ�; with Ni defining the

number of elements of the array in the i-th direction. Such location can be

expressed as:
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Fig. 9.39 Wavenumber representation of the directivity function of the rectangular piezo (a),

and directivity curve at k0 ¼ p
2a1

(b) and at k0 ¼ p
2a2

(c)
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xn1;n2 ¼ n1e1 þ n2e2 ð9:106Þ

In Eq. 9.106, e1; e2 are two vectors defining the periodicity of the array,

which according to the configuration proposed in Sect. 9.4, can be generally

written as:

e1 ¼ d1 cos ai1 þ d1 sin ai2

e2 ¼ d2 cos bi1 þ d2 sinbi2
ð9:107Þ

where d1; d2 define the spacing of the array elements along the array directions,

while a; b are two generic angles. Figure 9.40 shows an example of the periodic

array obtained for a ¼ 0:5 mm, N1 ¼ 7;N2 ¼ 7; d1 ¼ 5; d2 ¼ 3:75 mm,

a ¼ 30p=180; b ¼ 135p=180:
The corresponding directivity can be evaluated through the spatial FT of the

material distribution function in Eq. 9.105, which is given by

Dðk0ðxÞ; hÞ ¼ a sincða k0Þ
X

n1

X

n2

e�ik0�xn1 ;n2

Dðk0ðxÞ; hÞ ¼ a sincða k0Þ
X

n1

X

n2

e�iðn1e1�k0þn2e2�k0Þ
ð9:108Þ

Upon manipulation, Eq. 9.108 can be conveniently rewritten as:

Dðk0ðxÞ; hÞ ¼ a sincða k0Þ
sinðN1

2
e1 � k0Þ

sinð1
2
e1 � k0Þ

sinðN2

2
e2 � k0Þ

sinð1
2
e2 � k0Þ

ð9:109Þ

Fig. 9.40 Periodic piezo

array
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The variation of the directivity in terms of the wave vector components shown

in Fig. 9.41. The wavenumber values which maximize Eq. 9.108 are obtained as

solutions of the following system for a given pair of integers p; q:

e1 � n ¼ 2pp

e2 � n ¼ 2qp
ð9:110Þ

The solution of Eq. 9.110 is associated with a wave vector k0p;q whose direction

is given by:

hp;q ¼ arctan
	k02p;q

k01p;q




ð9:111Þ

The selection of a particular peak in the directivity distribution can be

performed by determining the wavenumber corresponding to the radius of a

circle intersecting the peak of interest. This wavenumber value corresponds to a

specific frequency of the measured wave as defined by the dispersion relations

of the structure, which is then associated with the direction corresponding to

the wavenumber components identifying the peak under consideration. Direc-

tivity curves for various combinations of the integer pairs p; q are shown in

Fig. 9.42. Directional sensing at the considered 3 directions corresponding to

the main lobes in Fig. 9.42 occurs at the values of frequencies which satisfy the

following relation:

ðnp;q;xÞ ¼ 0 ð9:112Þ

Fig. 9.41 Array directivity

function
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which defines the dispersion relation of the considered medium, whose

solution provides the value of frequency xp;q at which the array radiates at the

angle hp;q:
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Part III

Computational Methodologies for Damage
Detection and Quantification



Chapter 10

Computational Techniques for Damage

Detection, Classification

and Quantification

10.1 Overview

The objective of a SHM system is to identify anomalies or damages such as cracks,

delaminations and disbonds in structures. The term identification includes the

determination of the existence of damages, their location and their size as accu-

rately as possible. In the literature, the amount of information that can be obtained

regarding a damaged structure is typically classified into five levels: (1) identifi-

cation of the presence of damage, (2) determination of the location of the damage,

(3) classification of the type of damage, (4) quantification of its extent, and (5)

estimation of the remaining life of the component under investigation. These levels

were discussed in Chap. 1. The definition of an effective measure of damage

responds to the requirements of the first four stages of the information, and ideally

provides inputs to step number (5). Damage measures proposed in the literature

from an SHM perspective are meant to identify and locate the damage, and, in

some cases, provide an indication regarding the extent of the damage and its

progression.

Many SHM techniques developed over the years are based on the detection of

changes in the dynamic behavior of the monitored components. Valuable reviews

of the state-of-the-art in dynamics-based SHM can be found in [13, 42, 43]. The

existing techniques vary on the basis of the type of dynamic response signals used

for the analysis, and on the features or parameters considered as damage indica-

tors. Such features or parameters must obviously be sensitive to damage, and vary

monotonically with the extent of the damage. Dynamics-based inspection tech-

niques are typically classified as vibration-based methods, and wave propagation

methods. Vibration-based damage detection techniques typically monitor changes

in modal frequencies, in measured mode shapes (and their derivatives), and

changes in measured flexibility coefficients, while wave propagation inspections

look for reflections and mode conversion phenomena caused by the presence of

damage.

S. Gopalakrishnan et al., Computational Techniques for Structural Health Monitoring,

Springer Series in Reliability Engineering, DOI: 10.1007/978-0-85729-284-1_10,

� Springer-Verlag London Limited 2011
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Early studies in vibration-based techniques evaluated the influence on the

natural frequencies of localized stiffness reductions caused by damage. These

investigations have shown that natural frequencies are damage indicators, which

generally show low sensitivity, and do not allow the determination of the location

of damage. More recent studies have investigated the effects of localized and

distributed damage on mode shapes, operational deflection shapes (ODS) and

corresponding curvatures. The detection of small changes in the deformed con-

figuration of the structure can be used to localize damage and potentially estimate

its severity. In particular, small variations from an undamaged state can be

highlighted by successive spatial differentiations of the deflections, as typically

required for estimating curvature modes and the associated strain energy. These

modal-based methods are very attractive as they provide information regarding the

general state of health of the structure. However they tend to have limited

sensitivity and generally they are not accurate enough to provide detailed

information regarding damage type and its extent.

10.2 A General Introduction to Vibration-Based Techniques

The analysis of the modal properties of the structure and their variation due to

damage have received great attention by researchers over the last 30 years. An

excellent and thorough review of the research in the area can be found in [13].

Most of the damage measures proposed assume the possibility of comparing

current measurements with baseline information regarding the undamaged state of

the structure. This may be a significant drawback as it assumes the availability of

data on the component under test in its pristine state, and the basic assumption that

any measured change is due to damage only, and not to changing environmental or

boundary conditions applied to the component. The techniques presented below

are examples of solutions proposed over the years, whose practicality can be

significantly improved if coupled with procedures aimed at generating data

approximating the undamaged response of the structure. Details of such a proce-

dure, proposed in [40], is presented in Sect. 10.3.1

10.2.1 Early Techniques Based on Natural Frequency Shifts

Modal parameters are global properties of a vibrating structure, and their change

can indicate the presence of damage, without performing direct measurements at or

near the damage site. Analytical quantification of the change in modal frequencies

related to loss of stiffness in simple beam and plate structures can be found for

example in [26, 30, 41], where perturbation methods are applied to estimate modal

properties in the presence of notch-type defects. It is nowadays quite accepted that

simple monitoring of frequency changes is not a reliable and sensitive enough
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method for early damage detection, and cannot easily provide location information

[13]. Noteworthy attempts include the work of Cawley and Adams [7], who

investigated frequency shifts due to damage in composite materials. The ratio

between shifts at various modes Dxi=Dxj is used to construct an error term which

allows estimating the damage location. This technique, which does not account for

multiple damage sites, was revisited in [44, 45] using the sensitivity of modal

frequency changes in terms of local stiffness and mass changes. The following error

function for the ith mode and pth structural member was introduced:

eip ¼
zi

P

j zj
� Fip
P

j Fjp

ð10:1Þ

where zi is ith term in the array of squared modal frequency changes, which is

defined as:

fzg ¼ ½F�fag � ½G�fbg ð10:2Þ

with ½F� and ½G� respectively denoting changes in elemental stiffness and mass

magnitudes. The member that minimizes the error in Eq. 10.1 is determined to be

the damaged one, again under the assumption of single defect. The estimation of

the frequency change sensitivity is based on the FE model of the structure under

consideration, which may be problematic in the case of complex structures. In

[19], authors employed the FE formulation to introduce a damage severity

parameter for structural member n representing the element’s stiffness loss, i.e.:

½Dkn� ¼ an½kn� ð10:3Þ

which, under the assumption of single damage location, can be directly related to a

frequency shift according to the following expression:

Dx2
i ¼ an

f�nð/iÞgT ½kn�f�nð/iÞg
f/igT ½M�f/ig

ð10:4Þ

where f�nð/iÞg are the nth member’s deformations computed on the basis of the

undamaged mode shapes /i; while ½M� and ½kn� describe the mass of the structure

and the stiffness of the nth member. This equation directly relates the effect of

damage on a specific component n to the corresponding shift in frequency, under

the assumption that the evaluation of this direct relation can be performed on the

basis of pre-damage modal information. The hypothesis that damage only pro-

duces a change in stiffness ½dK� is exploited in [35], where the orthogonality

properties of the damaged and undamaged structure is used to obtain the following

sensitivity equation:

f/igT ½dK�f/ig ¼ ðxðdÞ
i Þ2 � ðxðuÞ

i Þ2 ð10:5Þ

where it is again assumed that the damage causes a negligible change in the mode

shapes.
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10.2.2 Mode Shape Analysis

Mode shape changes are found to be quite sensitive to damage, especially when

higher modes are considered, and are able to directly provide damage location

information. The problem associated with mode shape monitoring is clearly related

to the need of sufficient spatial measurement resolution, which complicates the

experimental procedures. The required measurement resolution can be easily

achieved through the use of a Scanning Laser Doppler Vibrometer, which has

become an important tool for dynamic testing. Alternatively, the number of mea-

surement locations can be reduced if the FE model of the structure under investi-

gation is available for its use in increasing the information on the structure’s behavior

and for interpolation purposes. Most of the early work on mode shape analysis

consider the Modal Assurance Criterion (MAC) to compare measured, or damaged,

modes, with undamaged or numerical ones. For example,West [47] used theMAC to

correlate themodes of an undamaged Space Shuttle Orbiter body flapwith those after

the flap has been exposed to acoustic loading. Another technique presented in [50],

considered a damage measure based on changes in the mode shape and mode shape

slope. Changes were simulated for stiffness reductions in each structural member and

compared to measured changes to determine the damage location. Other techniques

of various nature exploit comparisons through modal correlation criteria. For

example, Fox [16] proposed the concept of a MAC based on measurement points

close to a node point for a particular mode (‘‘Node line MAC’’). In [22], authors

investigated the use of the Partial MAC (PMAC) to compare the MAC values of

coordinate subsets of the modal vectors, and Ko et al. [24] presented a method that

uses a combination of MAC, COMAC and sensitivity analysis to detect damage in

steel framed structures. Finally, a damage signature based on the mode shape nor-

malized by the change in themodal frequency of another mode is proposed in [25], as

a way to combine frequency shift and changes in mode shapes as damage indicators.

More recent investigations apply theWavelet transform as a signal processing tool

to highlight the presence of discontinuities in the modal deflections. The spatial

information resulting from multi-point measurements are fed to wavelet algorithms

to obtain information regarding anomalies related to damage in the deformed shapes.

Plots obtained upon the wavelet analysis localize the damage and may be used, after

proper calibration, to quantify the damage extent [8, 37, 52]. Specifically, Zhong and

Oyadiji [52] employed theWT of the spatial modal signal to locate the damage along

the beam length and potentially monitor its progression through the thickness.

Results for plates using a similar approach are presented in [37].

10.2.3 Mode Shape Curvature Changes

An alternative to using mode shapes to obtain spatial information about structural

changes consists in using mode shape derivatives, such as curvatures or strain
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energy distributions obtained from spatial integration of modes. For example, in

1991 [33], authors demonstrated the use of absolute changes in curvature as good

indicators of damage for a beam-type structure. They used a central difference-

based numerical differentiation technique to compute the curvature from numer-

ically obtained mode shapes. Their results showed that the absolute changes in

curvature were localized around the damaged region, and that damage could be

quantified by establishing a relationship between changes in curvature and damage

extent. The evaluation of changes in the curvature of dynamic deflection shapes as

a tool for damage detection and localization were also investigated in [30] and

subsequently in [26]. In these studies, the dynamic behavior of beams with notch

defects and delaminations was studied analytically and experimentally. Analytical

models described the dynamic behavior and the curvature modes of cracked beams

through perturbation of the modal parameters of the undamaged beams, so that

approximated analytical expressions for the damaged modes were obtained. The

analytical studies were supported by experimental investigations performed on

simple beam structures. Their results show the potentials of the technique when

applied to the first mode of the beam. The limitation to a single mode was mainly

dictated by the limited spatial resolution available in the accelerometers-based

experiments. Ho and Ewins [21] formulated a damage index defined as the quo-

tient squared of the corresponding modal curvatures of the undamaged and

damaged structure. The damage index was found to be highly susceptible to noise

as measurement errors were amplified due to second derivatives based on

numerical techniques. They also demonstrated that spatially sparse measurements

adversely affect the performance of the damage index. As an alternative Ho and

Ewins [21] investigated the changes in the square of the slope of mode shapes of

beams. Oscillations in the slopes were reduced through polynomial fit of the

measured mode shape as compared to the use of finite difference approximation.

They also reported that higher derivatives can be more sensitive to damage, but are

more subject to numerical errors.

10.3 Damage Measure Based on Energy Functional

Distributions

The approach of [21] has been pursued for example by [23] to formulate a damage

index based on the comparison of strain energy distributions for damaged and

undamaged structures. In [23] and in subsequent papers by the same authors, the

technique is applied to beam structures using mode shapes, or time-domain data to

obtain information on both damage location and extent. The same technique has

then been extended to plate structures in [12], where accelerometers are used to

measure the deflections to be interpolated for successive differentiation. The

results presented in [23, 12], show the effectiveness of the technique, and are used

as a basis for the developments presented in what follows. Specifically, practical

application of energy based techniques for damage detection relies on the
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availability of high spatial measurement resolution, which can conveniently

obtained through a SLDV. The laser beam placement is controlled by a user-

defined set of grid points on the structure, which offers the possibility of accurately

estimating deflection derivatives of various orders and in turn allows the estima-

tion of curvatures and strain energy distributions. Such measurement refinement is

unattainable in a timely manner using accelerometers and/or strain gauges. Fur-

thermore, the damage index formulation presented in [12, 23] requires the use of

data from an undamaged structure to be used as a reference. This can also rep-

resent a problem towards the practical implementation of the technique, as his-

torical data may not always be available, and variations may be induced by a

number of reasons other than structural damage. The developments presented in

this chapter introduce a technique which allows the generation of baseline infor-

mation directly from the measured data set. Reference data are synthesized by

under-sampling measurements recorded directly on the damaged specimen. The

term ‘‘under-sampling’’ implies that we use the same set of measurements, but

analyze them over a coarser grid which is less sensitive to the damage size of

concern.

10.3.1 Formulation for Beams and Plates

The strain energy for a Euler Bernoulli beam is given by:

U ¼ 1

2

Z

L

0

EIðxÞwðxÞ2;xxdx ð10:6Þ

where L is the beam length, EI the flexural rigidity of the beam, and w the beam

deflection, with the notation ðÞ;x ¼ o

ox
adopted to indicate partial derivatives with

respect to the spatial coordinate. We denote with /iðxÞ the amplitude of the beam

deflection when excited at its ith natural frequency. In the literature, /iðxÞ is

denoted as ODS at the ith natural frequency. The strain energy associated to /iðxÞ
can be expressed as:

Ui ¼
1

2

Z

L

0

EIðxÞ/2
i ðxÞ;xxdx ð10:7Þ

The beam is subdivided into N regions so that the total strain energy of the beam

can be expressed as [12] (Fig. 10.1):

Fig. 10.1 Schematic of

beam divisions
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Ui ¼
1

2

X

N

k¼1

EIk

Z

xkþ1

xk

/2
i ðxÞ;xxdx

Ui ¼
X

N

k¼1

Uik

ð10:8Þ

where it is assumed that the flexural rigidity of the beam over each region is

constant. In addition, it is assumed that damage is localized in a single region

k ¼ p; and that at the damage location:

Uip

Ui

�
U�

ip

U�
i

ð10:9Þ

so that an estimation of the reduction in stiffness rigidity can be obtained as:

EI�p
EIp

� U�
i

Ui

R xpþ1

xp
/2
i ðxÞ;xxdx

R xpþ1

xp
/�2
i ðxÞ;xxdx

¼ fip ð10:10Þ

where /�
i ðxÞ;xx is the curvature corresponding to the ODS of the undamaged beam,

and where the ratio fip is denoted as strain energy ratio (SER). The SER potentially

provides indications of both damage location, as well as its extent. Specifically, it is

expected to be equal to 1 over the undamaged regions, and different than one over a

damaged region. It is well known how damage affects the strain energy distribution

when it is located near, or in regions of maximum strain energy. Hence, the visi-

bility of damage is affected by the frequency of excitation. For this reason, it is

convenient to combine information obtained from the analysis of several modes ðIÞ
and therefore to consider a cumulative strain energy ratio, defined as

fk ¼
1

I

X

I

i¼1

fik ð10:11Þ

This cumulative index provides a single piece of information which combines the

results from several ODSs and associated strain energy distributions. ODSs not

affected by damage because its particular location will not contribute, i.e. they will

give unit contributions, whereas the index for modes altered by the defect will be

combined to provide a robust indication of defect. The definition of SER given

above can be easily extended to plate structures. The procedure follows the pre-

sentation made in Chap. 7 (Sect. 7.2) on plates with notch and line damage. The

strain energy for a plate can be expressed as

Ui ¼
1

2

Z

A

D /2
i;xx

þ /2
i;yy

þ 2m/i;yy
/i;xx

þ 2ð1� mÞ/2
i;xy

h i

dA ð10:12Þ

where /i ¼ /iðx; yÞ defines the plate ODS when excited harmonically at its ith

natural frequency. Also, A denotes the plate surface,D ¼ Dðx; yÞ ¼ Eh3=12ð1� m2Þ
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is the plate rigidity, with h ¼ hðx; yÞ denoting the plate thickness, while E and m are

the Young’s modulus and the Poisson’s ratio of the plate material. The plate is

subdivided into an N �M grid (Fig. 10.2), so that the strain energy associated to the

n;m area can be expressed as:

Uinm ¼ 1

2
Dnm

Z

Anm

/2
i;xx

þ /2
i;yy

þ 2m/i;yy
/i;xx

þ 2ð1� mÞ/2
i;xy

h i

dA ð10:13Þ

where it is assumed that the plate rigidity is constant over each region. Following

the procedure outlined for beams, we define

D�
nm

Dnm

� U�
nm

Unm

R

Anm
½/2

i;xx
þ /2

i;yy
þ 2m/i;yy

/i;xx
þ 2ð1� mÞ/2

i;xy
�dA

R

Anm
½/�2

i;xx
þ /�2

i;yy
þ 2m/�

i;yy
/�
i;xx

þ 2ð1� mÞ/�2
i;xy
�dA

¼ finm ð10:14Þ

where D�
nm and /�

i are respectively the rigidity and the ODS of the damaged plate.

A cumulative SER can be again defined by combining the contributions from the

SER obtained at several excitation frequencies ðIÞ to obtain, for region n;m

fnm ¼ 1

I

X

I

i¼1

finm ð10:15Þ

10.3.2 Spline Interpolation of Operational Deflection Shapes

The SER provides a comparison between damaged and undamaged strain energy

over the considered region of the structure. In practice however, it may be difficult

to obtain baseline information from structures to be analyzed. This in fact assumes

that either an undamaged specimen, or that historical data of the same kind as

those currently being collected are available. For this reason, we propose a tech-

nique which allows synthesizing undamaged information directly from the mea-

sured response. In the proposed approach, the ODS are measured at several

locations over the structure, so that spatial derivatives required for the evaluation

of SER can be accurately estimated. This is done by performing the spline

interpolation of the measured data. Based on the procedure outlined in [5], the

ODS/ðx; yÞ for a plate structure can be approximated as:

Fig. 10.2 Schematic of plate

divisions
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/ðx; yÞ ffi
X

p;q

hpðxÞhqðyÞUp;q ð10:16Þ

where Up;q defines the value of the ODS at location p; q over the plate, while

hpðxÞ; hqðyÞ are spline basis function [14]. The value of Up;q is the quantity

measured experimentally at the sensor location, or at a point of a SLDV grid.

Alternatively, in numerical simulations using finite elements, it may represent the

value of the nodal displacement at the considered location. The spline interpolation

of the plate deflection at discrete locations can be used for accurate prediction of

the derivative of the deflection. The curvature estimations can be obtained by

taking derivatives of the spline functions, while keeping the nodal or measured

values as weighting parameters. The presence of noise on these parameters hence

does not significantly affect the estimation of curvatures. This concept can be

described in a concise manner by expressing the plate curvatures as:

/;xxðx; yÞ ffi
X

p;q

hp;xxðxÞhqðyÞUp;q

/;yyðx; yÞ ffi
X

p;q

hpðxÞhq;yyðyÞUp;q

/;xyðx; yÞ ffi
X

p;q

hp;xðxÞhq;yðyÞUp;q

ð10:17Þ

This process reduces the numerical errors associated with the presence of noise in

the measurements, which is unavoidable, and makes the experimental evaluation

of SER feasible. In addition, the interpolation procedure briefly described above

offers the opportunity of calculating SER, without the need for baseline data. The

availability of measurements on a supposedly undamaged structure to be directly

compared with those on a damaged structure is an assumption upon which many

damage detection techniques rely heavily [23, 42]. In a real test scenario, however,

it is very unlikely that historical data are available, and/or that such data can be

considered reliable for damage detection purposes. Changes may in fact result

from a number of uncontrollable sources, such as temperature variations, operating

conditions, boundary conditions, etc. In here, we propose a technique whereby

damage or anomalies can be obtained from a single measurement. Baseline

information is generated by using a subset of the measurement points. The baseline

interpolated deflection can be expressed as:

/�ðx; yÞ ffi
X

r;s

hrðxÞhsðyÞUr;s ð10:18Þ

where r; s are a subset of the measurement grid points p; q; such that r\p; s\q:
The resulting under-sampling of the data has the purpose of intentionally ‘‘miss-

ing’’ any discontinuity or anomaly corresponding to damage, which can generally

be detected only through a refined measurement grid. The baseline information can

be then differentiated and used for the estimation of the strain energy generically

denoted as U�:
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10.3.3 Numerical Results on Beams

The procedure presented above has been first tested on numerically simulated

results, the case of a beam structure being initially considered for simplicity. The

beam is made of steel ðE ¼ 2:1� 1011 MPa; q ¼ 7;800 kg=m3Þ; it has a rectan-

gular cross section of thickness h0 ¼ 5 mm and out-of-plane width b ¼ 1 cm, and

it is 1 m long. The beam is considered simply supported at both ends and loaded

by a harmonic unit load of varying frequency. The behavior of the beam is pre-

dicted through a FE model, formulated using classical Euler–Bernoulli beam

elements. The length of the beam is discretized using 80 elements. This large

number of elements is selected to replicate experimental measurement density

available with SLDV. The nodal displacements corresponding to a harmonic load

at a specified frequency are computed and used for the calculation of beam cur-

vature, and SER. A subset of the nodal displacements is used to generate reference

data. The subset is defined by under-sampling the available nodal displacements,

according to a so-called ‘‘decimation factor’’, which is here defined as:

d ¼ 100� 1� Ni

Nt

� �

ð10:19Þ

where Ni is the number of nodal displacements used for the interpolation, while Nt

is the total number of nodal displacements available from the analysis. For

example, in this case, the analysis provides Nt ¼ 80; and a decimation factor

d ¼ 75% indicates that the under-sampling is performed by considering one out of

four nodal displacements.

Damage in the beam is simulated as a thickness reduction occurring over a

single element of the FE mesh. The thickness of the damaged element is denoted

as h; while h0 denotes the thickness of the undamaged beam. Example of the ODS

amplitude and related curvature for excitation at the first and second natural fre-

quency of the beam are shown in Fig. 10.3. The plots, obtained for damage at mid-

length of the beam with h=h0 ¼ 0:9; confirm the sensitivity of curvature as

opposed to displacement amplitudes. Also, the example demonstrates how the

influence of both displacements and curvatures depends upon the location of

damage with respect to nodal points of ODS and curvature. The curvature of the

second mode in this case does not reveal the presence of damage, while the first

curvature mode clearly highlights it. The selection of the decimation parameter is

critical to the formulation of the SER. A low d in fact does not provide adequate

baseline information, as the interpolated ODS captures all the features associated

to damage, while a high d may not be sufficient to provide an appropriate

description of the ODS. While further studies regarding to optimal choice of d are

being performed, we here report on the effects of decimation on the accuracy of the

damage detection methodology.

Figure 10.4 illustrates the influence of the decimation parameter on the syn-

thesized data and on the resulting estimated SER. The plots are obtained for a

damage at mid-length equal to h=h0 ¼ 0:9: For low decimations ðd ¼ 50%Þ; the
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synthesized baseline data, indicated as 0o0 in the plots, replicate very closely the

interpolation obtained from the full data set. The resulting SER estimation high-

lights some deviation from the unit value at mid-length, but does not give clear

indication of the location of damage. The predictions can be significantly

improved by increasing the decimation number, which allows synthesing baseline

information, which resembles very closely the undamaged configuration. The

proper selection of the decimation parameters provides a good estimation for the

SER, which, in principle, can be used to assess both damage location and extent.

Figure 10.5 shows how the amplitude of the deviation from unity is in fact pro-

portional to the damage extent. The plots correspond to the SER for excitation at

the first and third natural frequency, and for two damage locations. The cumulative

SER value is an effective way to combine the results from the excitation of several

modes and to avoid lack of sensitivity associated to damage located close to nodal

points. The cumulative SER is also proportional to the damage extent, as shown in

Fig. 10.6, which presents the results of the combination of the first 10 modal SER

for both single and multiple damage locations.
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Fig. 10.3 Effect of damage at 50% length on displacement and curvature amplitudes.

a Displacement first mode. b Culvature first mode. c Displacement second mode. d Culvature

second mode ðh=h0 ¼ 0:9Þ
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10.3.4 Numerical Results on Plates

Additional numerical tests are performed on a plate structure. A FE model is

formulated according to Kirchhoff Plate Theory to predict the dynamic behavior of
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Fig. 10.4 Influence of order of decimation on modal curvature and SER estimation (first mode).

a Curvature, 50% decimation, b Model SER, c Curvature, 75% decimation, d Model SER,

e Curvature, 90% decimation, f Model SER
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Fig. 10.6 Cumulative SER for different damaged configurations. a Damage at 75% length, b

damage at 50% length, c damage at 75 and 30% length
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a thin steel plate ðE ¼ 2:1� 1011 MPa; q ¼ 7; 800 kg=m3; m ¼ 0:3Þ: The plate,

which is square and measures 60 cm per side, is discretized using a 40� 40

element grid, and it is supported on all sides. Damage is simulated again as a

thickness reduction over a single element of the considered mesh. The curvatures

corresponding to the harmonic excitation of the plate at its natural frequencies are

obtained for a concentrated vertical load applied at coordinates xl ¼ yl ¼ 0:16 m

from the lower left corner of the plate. Examples of curvatures for excitation at

modes 1, 2 are shown in Figs. 10.7 and 10.8.

The considered damage corresponds to h=h0 ¼ 0:9 and it is located at coordi-

nates 0:27� xD � 0:32m; 0:27� yD � 0:32m; which is the location of the element

near the plate center. Figures 10.7 and 10.8 demonstrate the sensitivity of the

curvature mode with respect to damage as opposed to the ODS, and again indicate

how modes with maximum curvature near the damage location are mostly affec-

ted. The generation of baseline data through decimation of the available nodal

information is also tested on simulated plate data. The results of this investigations

are shown in Fig. 10.9, which show the influence of the decimation parameter on

the first modal SER evaluation. The same damaged configuration considered for

the results shown in Fig. 10.7 and 10.8 is again selected, and the decimation

parameter now indicates the reduction of the nodal information along each side of
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Fig. 10.7 First mode operational deflection shape and curvatures for plate with damage near

center ðh=h0 ¼ 0:9Þ
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the plate. The curvature plots shown in Fig. 10.9a, c and e are obtained by taking a

cross section of the curvature surfaces at y ¼ 0:3 m. The SER distributions are

represented as contour maps, where the white background corresponds to unitary

values, and the iso-level colors vary from black, corresponding to values of f ffi
1:01; to white again for f 	 2: The SER contours confirm the results obtained from

the beam analysis, which indicate how the decimation parameter can be selected to

improve the damage sensitivity of the technique. Finally, Fig. 10.10 shows

examples of cumulative SER distribution for various damage locations. The plots,

obtained from the superposition of the first 10 modal contributions, indicate the

effectiveness of the cumulative SER in identifying the correct location of single or

multiple damaged elements.

10.3.5 Experimental Results on Beams

The beams used in the tests are 1.500 wide and are cut from a plate fabricated with

12 layers of woven cloth with 0 and 90� fiber orientation. The matrix is a polyester

resin type. The fiberglass beam used in the tests is shown in Fig. 10.11a. A
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Fig. 10.8 Second mode operational deflection shape and curvatures for plate with damage near

center ðh=h0 ¼ 0:9Þ
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cantilevered configuration is chosen for convenience. The beam is excited by an

electrodynamic shaker (Ling Dynamics, Model 102A), and its response velocity is

measured using a SLDV. The shaker stinger is purposely positioned off the cen-

terline to allow excitation of both torsion and bending modes. The measurement
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Fig. 10.9 Influence of order of decimation on first modal curvature and SER for plate. a d = 50%,

Curvature. b d = 50%, Model SER. C d = 75%, Curvature. d d = 75%, Model SER. e d = 80%,

Curvature. f d = 80%, Model SER ðh=h0 ¼ 0:9Þ
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grid and the damaged configuration with both cuts are shown in Fig. 10.11b and c.

Damage is inflicted by cutting rectangular grooves using a hand saw. The first

considered cut ð]1Þ is applied normally to the length of the beam. A second cut

ð]2Þ is inclined with respect to the beam axis to ensure that the effectiveness of the

technique is not affected by a particular orientation of the damage. The depth of

each cut is kept at approximately 0.05000, with tolerance requirements, which are

not strict, as the objective at this time is to simply detect the presence of the

damage in the test specimen. The vibration tests were conducted using pseudo-

random excitation over the 0–1,000 Hz frequency range. The shaker is driven by

the internal function generator available on SLDV. The recorded data are exported

and post-processed in MATLAB� Examples of recorded ODSs are shown in

Fig. 10.12.

The deflection measured along the beam center line is first analyzed, in order to

perform an initial one-dimensional analysis. The measured ODS at various reso-

nant frequencies are extracted and then interpolated using splines. The analytical

differentiation of the splines functions is used to estimate the beam curvatures at

x [m]

y
 [

m
]

0 0.1 0.2 0.3 0.4 0.5

0

0.1

0.2

0.3

0.4

0.5

(a)
x [m]

y
 [

m
]

0 0.1 0.2 0.3 0.4 0.5
0

0.1

0.2

0.3

0.4

0.5

(b)

x [m]

y
 [

m
]

0 0.1 0.2 0.3 0.4 0.5
0

0.1

0.2

0.3

0.4

0.5

(c)

Fig. 10.10 Plate Cumulative SER for damage h=h0 ¼ 0:9 at various locations a 0:27� xD �
0:32m; 0:27� yD � 0:32m, b 0:43� xD � 0:46m; 0:43� yD � 0:46m, c 0:09� xD � 0:15m;
0:09� yD � 0:14m; 0:43� xD � 0:49m; 0:12� yD � 0:18m
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various frequencies. The results of the analysis of the beam with a single damage

(cut ð]1Þ) are shown in Fig. 10.13. The displayed curvature and SER correspond to

an excitation at 639 Hz, which is the fourth mode of the damaged beam. In the

curvature plots, the solid line indicates the curvature computed from the full data

set, while the circles correspond to the curvature obtained from decimated data.

The SER estimations in Fig. 10.13b and d are obtained for two values of deci-

mation to show how proper choice of the parameter d can substantially improve

the accuracy of damage identification.

The results for the beam with two damages are shown in Fig. 10.14. The

considered excitation frequency is 657 Hz, which corresponds to the fifth mode

Fig. 10.11 Experimental set-

up and configuration of

damaged composite beam.

a Experimental set-up,

b measurement grid,

c damaged beam

Fig. 10.12 Examples of ODS measured during beam experiments a ODS at 639 Hz, b ODS at

770 Hz
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of the beam. It is noted that higher decimation is now required in order to obtain

an unambiguous damage indication. A low decimation parameter does not pro-

vide any identification of the damage using curvature data and provides a

marginal indication using the SER information. This is similar to what was

observed using the numerical simulation data due to the fact that a low deci-

mation parameter does not provide an adequate baseline information. A deci-

mation parameter of 90% provides identification of the location correctly for

both damages in the beam.

The results of two-dimensional SER evaluation for the composite beam are

presented in Fig. 10.15. The SER contours are evaluated by using data from the

complete measurement grid shown in Fig. 10.11b, and by superimposing the

contributions of the five modes of the beam, which contribute to the response in

the 0–1,000 Hz frequency range. Both damages are correctly identified in terms of

their location as well as orientation. The advantage of this latter approach is that no

expert intervention is required for the selection of the mode to be analyzed, which

may facilitate the process of automating the technique.
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Fig. 10.13 Influence of order of decimation on the 639 Hz ODS curvature and SER for

composite beam specimen with a single damage. a d = 50%, Curvature, b d = 50%, Model SER,

C d = 75%, Curvature, d d = 75%, Model SER
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10.3.6 Experimental Results on Plates

The next step of validation of the damage detection methodology using SER

includes tests on a thin aluminum plate with artificially induced damage.The plate

measures 1400 � 1400 � 0:04000; and it is cantilevered at the base. A piezoceramic

disc of 1.100 diameter and 0.03000 thickness is used as an exciter. The placement of

the actuator is selected in order to excite the highest number of modes of the

structure. Plate, with actuator and damage location is shown in Fig. 10.16a. The

actuator is simply bonded to the plate using a Loctite Quick Set epoxy. The disc is

also fully encased in a layer of epoxy to provide it with an adequate backing to

impart sufficient force to its base. A set of simple tests are conducted to ensure that

the effectiveness of the actuator in exciting the vibration modes and to check for

durability of the bonding epoxy, which demonstrates to be excellent. The damage

is a 1.4100 long, 0.0500 wide and 0.015 deep groove, which is cut in the plate at the

location shown in Fig. 10.16a. Figure 10.16b shows the measurement grid utilized

for the plate tests.
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Fig. 10.14 Influence of order of decimation on the 657 Hz ODS curvature and SER for

composite beam specimen with two damages. a d = 75%, Curvature, b d = 75%, Model SER,

c d = 95%, Curvature, d d = 90%, Model SER
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The plate is excited in the 0–500 Hz range using pseudo-random excitation.

The forced response at the plate natural frequencies in the excitation range, and the

corresponding curvatures are evaluated. Figure 10.17 shows for example the

measured ODS at 270 and 293 Hz, while Fig. 10.18 shows the plate curvature at

293 Hz, and the corresponding modal SER. The plate curvature in this case does

Fig. 10.15 Cumulative SER

estimated using first five

modes of beam with two

damages
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not reveal any noticeable distortions due to the presence of damage. This is

probably due to the particular orientation considered for the artificial cut versus the

curvature shape. A direct comparison with the curvature associated with the cor-

responding mode of the undamaged plate, showed differences around the damage

location. The results for the undamaged plate are not reported here as they do not

add any relevant information. The modal SER shown in Fig. 10.18b on the con-

trary clearly highlights the location of damage in the plate. Some deviation from

unity can be observed at other locations, one of them being located close to the

exciter, and the other most likely due to measurement and/or numerical noise. This

spurious information can be effectively filtered out by considering a cumulative

SER obtained from the superposition of several modal information. The cumula-

tive SER obtained from the superposition of the first five modes of the plate is

shown in Fig. 10.19, which provides an unambiguous indication about damage

presence and location.

Fig. 10.16 Cantilevered aluminum plate with detail of actuator and damage locations (a), and

measurement grid (b)

(a) (b)

Fig. 10.17 Examples of experimentally measured ODS. a ODS at 270 Hz, b ODS at 293 Hz
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10.4 Wave Propagation Techniques: Time Domain Damage

Measure

The lack in sensitivity and capability of discriminating damage from changes in

the operating conditions of modal-based methods can be overcome by applying

inspection techniques based on Guides Ultrasonic Waves (GUWs) propagation

[34, 36, 43]. Guided waves, show sensitivity to a variety of damage types and, as

opposed to bulk waves used in traditional ultrasonics techniques, they have the

ability to travel relatively long distances within the structure under investigation.

For this reason, GUWs are particularly suitable for SHM applications, which may

employ a built-in sensor/actuator network to interrogate and assess the state of

health of the structure. These aspects were discussed in Chap 1. In most appli-

cations, GUWs are generated and received by piezoelectric transducers, which can

both excite the structure, and record its response. As an alternative, an array of

Fig. 10.18 Curvature and modal SER at 293 Hz. a Curvature, b Model SER

Fig. 10.19 Experimentally

evaluated SER through the

superposition of first five

modes
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transducers and actuators can be distributed over the structure’s surface according

to convenient patterns [17, 31, 36, 43]. The fundamentals of this type of operation

consist in evaluating the characteristics of the propagation along the wave path

between each transducer/receiver pair, and detecting reflections associated with

damage. The interpretation of the signals characteristics and the detection of

reflections is however complicated by the multi-modal and dispersive nature of

GUW signals. For this reason, significant efforts are being devoted to improve-

ments in the defect characterization procedures. Advanced signal processing

techniques are being employed to highlight signal features, which are sensitive to

the presence of damage, and which can be used for its classification and for the

estimation of its extent [34].

10.4.1 Theoretical Background

The approach presented below is similar to the vibration based method discussed

in Sect. 10.3.2. As in the vibration based method, the approach to be presented in

this section relies heavily on the SLDV measurements. The major difference

between these two methods is that in the former ODS is used, while in the latter,

GUWs generated through piezo actuators is used in the estimation of the damage

index (DI).

The damage index is formulated on the basis of the distribution of an energy

functional over the monitored surface. The ratio of the measured energy distri-

bution to a reference, baseline value is considered as the damage indicator. This

formulation follows the developments presented for example in [12, 23], and

heavily relies on the notation used in finite element analysis. In particular, we

consider the expression of the displacement field at some location x; y as:

wðx; yÞ ¼
X

k

hkðr; sÞwk ð10:20Þ

where wðx; yÞ is the out-of-plane displacement at location x; y; while wk is the out-

of-plane displacement at the kth grid point. This displacement value is the one

obtained directly from SLDV measurements, or represents the displacement at a

nodal location in a numerical simulation. Depending on the type of dynamic tests

that are being conducted, wk ¼ wkðtÞ defines the amplitude of the response at a

specific time instant t; else wk ¼ wkðxÞ may quantify the amplitude of the steady-

state response when the structure is excited at a frequency x: Finally in Eq. 10.20,

hk is the kth interpolation function defined in terms of a set of non-dimensional

coordinates r; s: The interpolation considers grid points around the location of

interest x; y; in order to basically reproduce the process used in FEA with plane

elements. The order of the function hk is defined by the number of grid point

displacements used for the interpolation. The quadrilateral element analogy is

generally considered as in the great majority of the tests we expect to utilize

rectangular grids. The expression of the interpolation functions in terms of
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non-dimensional coordinates however allows mapping general grid patterns into

non-dimensional squares, as traditionally done with isoparametric elements [10].

Equation 10.20 can be expressed in the following matrix form:

wgðx; yÞ ¼ Hgðr; sÞwg ð10:21Þ

where wgðx; yÞ is the out-of-plane displacement within the gth region of the

scanned surface, Hgðr; sÞ is the matrix of the interpolation functions, while wg is

the array of the measured out-of-plane displacements used for interpolation.

Equations 10.20 and 10.21 can be used to formulate an energy functional which

is closely related to the strain energy of the structure under investigation. We rely

on the assumption that the portion of the structures under investigation is relatively

thin compared to their in-plane dimensions. This assumption certainly holds true

for the examples presented in this chapter. The following strain–displacement

relations are here considered:

e ¼ �z w;xxw;yyw;xy

� �T ð10:22Þ

where z is the thickness coordinate, while the following notation ð:Þ;x indicates a
partial derivative with respect to the coordinate x: Imposing the matrix form of the

displacement interpolation relations, we obtain the following expression for the

interpolated strain distribution:

eg ¼ �zBðr; sÞwg ð10:23Þ

where B is a matrix containing the derivatives corresponding to the strain–dis-

placement relations in Eq. 10.20. This expression is utilized to evaluate the energy

functional over the gth region of the measurement grid, which is defined as

follows:

EgðtÞ ¼
b3g

24
wT
g ðtÞ

Z

Ag

BT BdA wgðtÞ ð10:24Þ

where bg is the thickness of the region g of area Ag: It is here assumed that the

thickness over each grid region is constant. One should note how the expression in

Eq. 10.24 resembles very closely the expression for the elemental strain energy in

FEA. In here, we do not include the constitutive matrix of the material, as direct

measurement on the structure under investigation are generally not available. The

total energy functional E for the monitored area can be estimated as:

EðtÞ ¼
X

g

EgðtÞ ð10:25Þ

Time dependence is here explicitly indicated to underline that, in case of transient,

time domain measurements, the procedure can provide a value for the total energy

as well as for the energy distribution over the monitored region at any time step.
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Alternatively, EðxÞ; EgðxÞ can be computed from the measured steady-state

response when the structure is excited at frequency x:
We denote with the superscript ð Þ� quantities associated with an undamaged

test structure, while the absence of the superscript indicates properties of the

damaged structure. Following the developments presented in [12, 23], it is

assumed that damage is located at a particular location g ¼ p; and that at this

location:

Ep

E
�

E
�
p

E
� ð10:26Þ

Equation 10.26 can be used to formulate a damage index measuring the reduction

in stiffness over the region p; according to the following expression:

fp ¼
b�p
bp

� �3

¼ E�

E
wT
p

R

Ap
BT BdA wp

w�T
p

R

Ap
BT BdA w�

p

ð10:27Þ

where fp is the considered DI for the pth region. The DI potentially provides

indications of both damage location, as well as its extent. Specifically, fp is

expected to be equal to 1 over undamaged regions, and different than 1 over a

damaged region. It is well known how damage affects the strain energy distribu-

tion when it is located near, or in regions of maximum strain energy. Hence, the

visibility of damage is affected by the frequency range of excitation and associated

response wavelength, and on the considered measurement grid refinement.

The considered DI formulation requires knowledge of deflections and its partial

derivatives along two reference directions, say w;x and w;y: These derivatives are

obtained through spline interpolation of the measured deflections and the suc-

cessive differentiation of the interpolating spline. This minimizes errors related to

the numerical differentiation of measured values, as the differentiation of the

splines can be performed analytically, with the measured deflections acting as

weighing parameters. Baseline information is generated by using a subset of the

measurement points. The data decimation along one of the reference direction, say

x; is quantified by a ‘‘decimation factor’’ (see Sect. 10.3.3).

As previously discussed, two versions of the DI can be defined depending on

the data used for its evaluation. The frequency domain formulation utilizes the

ODS for excitation at the structure’s natural frequencies. The DI expression

defined in Eq. 10.27 can be also formulated in the time domain, and can be applied

to the analysis of propagating waves. Results from this formulation are DI maps

that evolve over time as waves propagate within the structure. The advantages of a

time domain DI include the possibility of limiting the investigation to a particular

time window. A recognized problem in wave propagation-based inspections arises

when the incoming wave hides the presence of damage and resulting wave

reflections. The analysis of the trailing part of the wave, after the main pulse has

decayed, is often rich in information regarding damage location and extent, as

damage generally behaves like a secondary wave source. The considered time
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domain DI allows selecting the time interval where structural response and

associated energy distribution are most affected by damage.

10.4.2 Numerical Examples: Wave Propagation

in a Homogeneous Medium

The mass Spring Lattice Model (MSLM) presented in [49] is used to simulate the

propagation of elastic waves in the considered homogeneous medium. MSLM

utilizes the formalism of finite difference methods to discretize the medium into a

lattice, for which elastodynamic equations are formulated. Discontinuities and in

general changes to the material properties of the medium are treated by simply

modifying the properties of the lattice at the corresponding locations. The

approach is very simple, easy to implement, and therefore very convenient for

simulating wave propagation in a damaged specimen. Here, the approach is used

for simulating ultrasonic waves in a thin two-dimensional elastic domain, with the

assumption that all displacement components are constant through the thickness,

i.e. u ¼ uðx; yÞ; v ¼ vðx; yÞ;w ¼ wðx; yÞ: This allows the out-of-plane displacement

component to be decoupled from the in-plane behavior of the domain, which

yields a significant reduction in the cost. The goal of the simulations is to test the

DI concept as applied to transient wave propagation. The considered domain is

discretized using a 200� 200 lattice, with damage being modeled as a localized

loss of stiffness. A schematic of the considered computational domain and of the

location of damage is shown in Fig. 10.20a. The domain is square with Lx ¼
Ly ¼ 0:6 m, and features a local reduction in thickness over a region with

wD ¼ 3 mm, and length LD: A snapshot of the propagating wave in the considered

domain is presented in Fig. 10.20b, which shows the response obtained for a 30%

reduction in thickness, and for LD ¼ 1:8 cm, given an initial gaussian

Fig. 10.20 a Computational domain and b snapshot of response showing propagating wave and

reflection caused by damage
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displacement distribution centered at the plate center C: The presence of a

reflected wave anticipating all edge reflections clearly highlights the presence of

damage and its interaction with the propagating wave. The DI is evaluated at every

time instant considered in the simulations. The decimation procedure is applied to

obtain baseline information. The effect of the decimation factors on the evaluation

of the domain deformed configuration is shown in Fig. 10.21, which compares the

out-of-plane deflections estimated at a specific instant of time using full and

decimated nodal information. The figures show a cross section of the deformed

configuration of the plate at x ¼ Lx=2: The specific snapshot corresponds to the

instant immediately following the interaction with the main wave with the defect.

The full response shows the effect of damage as a localized discontinuity at the

damage location. This discontinuity is not captured by a 75% decimated data set

(see details shown in Fig. 10.21b, d), while it is partially described by interpolated

values obtained through a 50% decimation. Damage index maps obtained using

75% decimation show with vivid detail the location and the extension of damage

over the computational domain (Fig. 10.22). The maps are obtained at a specific

time instant which corresponds to the initial interaction of the propagating pulse
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Fig. 10.21 Comparison of deformed configuration obtained from full and decimated data set

(cross section at x ¼ Lx=2) a d = 75%, b d = 75%, detail, c d = 50%, d d = 50%, detail
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with the longitudinal crack, and correspond to two damage lengths, specifically

LD ¼ 1:8 cm (Fig. 10.22a), and LD ¼ 9:6 cm (Fig. 10.22b).

10.4.3 Experimental Results: Aluminum Plate

The approach presented in the previous section is validated experimentally on

simple plate structures. Both frequency domain tests, as well as wave propagation

investigations are performed to implement the integrated approach described in

Sect. 10.4.1. The two types of dynamic investigations are performed using the

same actuator and sensor pair. Piezo-ceramic discs are employed as actuators, and

they are placed at locations which are selected so that adequate modal excitation is

achieved, and elastic waves suitable for damage detection are generated [17, 43].

The SLDV is used to detect the resulting plate vibrations and the wavefield. More

details on SLDV operation is given in Chap. 1.

For the wave propagation tests, The excitation signal is a 5-cycle sinusoidal

burst at 50 kHz. This frequency is selected through a manual sweep over the

20–100 kHz range performed to evaluate the frequency corresponding to the

maximum plate response. This procedure can be improved by carefully matching

the size of the actuator with the desired excitation frequency through methodol-

ogies of the kind described in [17].

A snapshot of the plate time domain response and of the corresponding DI are

shown in Fig. 10.23. A qualitative analysis of the time domain signal suggests that

the considered time instant corresponds to the interaction between the symmetric

Lamb mode and the defect. The symmetric mode travels faster than the anti-

symmetric mode, which is the one mostly excited by the considered actuator set-

up. The DI shown in Fig. 10.23b is obtained with a 67% decimation in both

directions, and clearly shows orientation and length of the damage.

Fig. 10.22 Snapshots of DI maps corresponding to linear cracks of different lengths.

a LD=1.8 cm, b LD=9.6 cm
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10.5 Phase Gradient and Conversion Coefficients Evaluation

for Damage Localization and Quantification

In terms of damage detection, much of the literature considers excitation config-

urations where the first symmetric ðS0Þ mode is typically used for interrogation,

and utilizes a frequency range which is below the cut-off frequency for the second

antisymmetric ðA1Þ mode. Mode conversion is a key aspect to damage quantifi-

cation with Lamb waves, and is defined as the phenomen whereby partial energy

transfer may result in the particle to move out-of-plane given an in-plane incident

mode [17]. For example, a launched S0 mode partially converts to an A0 mode

upon arrival at the defect location, or vice-versa. It is quite intuitive to expect that

mode conversion does not occur in the presence of defects which are symmetric

through the thickness [4]. Partial reflection of the incident S0 wave in the presence

of defects has for example been predicted using the boundary element method [51]

or modal decomposition [15].

The variation of reflection, transmission or/and conversion coefficients with

respect to defect size has been utilized to quantify the degree of damage [9, 15,

28]. The reflection, transmission and conversion coefficients are defined as the

ratios between the amplitudes of reflected, transmitted and converted modes and

the amplitude of the incident wave. These ratios can be defined in the time [1] or

frequency domain [29], at one location [29, 53] or as a spatially averaged quantity

[6]. Finite elements [29], global-local or hybrid techniques [2], boundary elements

[51], as well as analytical methods [15], higher order plate theory [46] and

experimental results [27] have all been used to estimate the wave coefficients and

to relate them with the damage size for different configurations. Most of the

literature shows that these coefficients are strongly dependent on the frequency-

thickness product, on the mode type (symmetric or antisymmetric), and on the

ratio between the wavelength and a characteristic length of the defect [2, 46].

In what follows, spatially dense measurements are used to estimate the location

of damage along one-dimensional waveguides, and subsequently evaluate mode

conversion/reflection coefficients in the presence of simple notch-like defects. The

available spatial resolution is exploited to define an integral definition of the mode

coefficients, in an attempt to reduce the influence of noise, along with problems

Fig. 10.23 Snapshot of plate

displacement and

corresponding DM.

a Displacement, b Time

domain DI
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with the selection of the point to be considered for the estimation of the modal

amplitudes.

10.5.1 Simplified Description of a Multi-Modal Wave

The concepts is here illustrated for simplicity by considering the one-dimensional

(1D) propagation of a multi-modal wave. The formulation is restricted to the

frequency range of the first two Lamb waves, but it may be extended to higher

order modes. It is assumed that the first symmetric Lamb mode ðS0Þ is generated to
interrogate the structure, and that the interaction with a defect causes reflection and

partial mode conversion into the A0 mode of the injected wave (Fig. 10.24).

Accordingly, the wave in the region x\xD can be expressed as:

wðx; tÞ ¼ ejx0t w
ðiÞ
S0
e�jkS0 x þ w

ðrÞ
S0
ejðkS0 x�2kS0 xDÞ þ w

ðrÞ
A0
ejðkA0 x�2kA0 xDÞ

h i

ð10:33Þ

or

wðx; tÞ ¼ w
ðiÞ
S0
ejx0t e�jkS0 x þ R

jðkS0 x�2kS0 xDÞ
S0

þ CA0
ejðkA0 x�2kA0 xDÞ

h i

ð10:34Þ

where wðx; tÞ defines the displacement distribution along the longitudinal coor-

dinate x; measured on the top surface of the waveguide. Also in Eq. 10.33, wS0 ;wA0

define the amplitudes the two modes propagating simultaneously in the waveguide,

while the subscripts (i), (r) respectively denote ‘incident’ and ‘reflected’ wave

components. Finally, RS0 ;CA0
are the reflection and mode conversion coefficients,

under the assumption that the injected wave contains only one mode ðS0Þ; and that

damage causes its partial reflection and conversion into the mode A0: The adopted
notation suggests that we are considering the propagation of Lamb waves in a thin

plate, even though the description in Eq. 10.33 should be considered as general,

and not completely accurate for the case of Lamb waves. It is however sufficient

and simple enough to illustrate the concepts under investigation.

10.5.2 Phase Gradient for Damage Localization

The contributions from incident and reflected wave modes can be conveniently

separated through filtering in the frequency wavenumber domain as illustrated in

Fig. 10.24 1D waveguide

with damage
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Chap. 3. Assuming that the converted/reflected A0 mode is of interest, a filtered wf

response can be obtained upon filtering such that:

wf ðx; tÞ � w
ðiÞ
S0
CA0

ejðkA0 ðx�2kA0 xDÞejx0t; x� xD ð10:35Þ

The phase of the Fourier transform of the converted A0 wave can be used to

estimate the location of damage. After obtaining the filtered A0 wave, its spatial

distribution can be evaluated through the application of FT. This gives the spatial

distribution of the converted mode, at the excitation frequency x0: The converted
A0 wave originates at the damage location, so its mathematical expression should

read:

w
ðrÞ
A0
ðx;x0Þ ffi w

ðiÞ
S0
CA0

ejkA0 ðx�2kA0 xDÞ; x� xD ð10:36Þ

The magnitude of the of the converted wave is given by:

jwðrÞ
A0
ðx;x0Þj ¼ w

ðiÞ
S0
CA0

; x� xD ð10:37Þ

while its phase can be expressed as:

\w
ðrÞ
A0
ðx;x0Þ ffi kA0

ðx� 2xDÞUðxD � xÞ; x� xD ð10:38Þ

The linear variation of the phase can be used to obtain the precise location of the

damage. This can be achieved by estimating the phase of the recorded response at

a number of measuring points, and by subsequently identifying the location at

which the phase becomes constant, through linear regression of the data. A more

robust technique consists in taking the second derivative of the phase in terms of

the spatial coordinate, which gives:

o
2

ox2
\w

ðrÞ
A0
ðx;x0Þ

h i

ffi dðx� xDÞ ð10:39Þ

where d is the Dirac Delta function centered at the damage location.

This simple technique, which can generally be applied to any propagating

wave, defines the location of the damage as origin of the reflected signal. The

approach has great potentials for two important reasons:

1. The presence of a linearly varying phase originating at the source of a reflection

occurs independently from the amplitude of the signal, which provides the

means to highlight the presence of small reflected waves, resulting from very

small damages.

2. The linear variation of the phase may be used to reduce the number of mea-

surement points while still enabling the precise localization of damage through

linear regression of the phase values.

The application of this concept for damage localization is illustrated in the

following sections as applied to simulated and experimental data.
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10.5.3 Reflection, Transmission and Conversion Coefficients

for Damage Quantification

Upon filtering and evaluation of the individual modes and their FT at the fre-

quency of interest x0; and following the simplified notation introduced above, one

may express the filtered incident and reflected/converted modes as:

w
ðrÞ
A0
ðx;x0Þ ffi w

ðiÞ
S0
CA0

ejkA0 ðx�2kA0 xDÞ; x� xD ð10:40Þ

and,

w
ðiÞ
S0
ðx;x0Þ ffi w

ðiÞ
S0
e�jkS0 x; x� xD ð10:41Þ

Similarly, the reflected S0 mode may be expressed as:

w
ðiÞ
S0
ðx;x0Þ ffi w

ðiÞ
S0
RS0e

jkS0 ðx�2xDÞ; x� xD ð10:42Þ

Taking the ratio of the magnitudes of the various separated mode components

can lead to an estimation of the reflection and conversion coefficients. Specifically,

the conversion coefficient A0 can be estimated as:

CA0
�

jwðrÞ
A0
ðx;x0Þj

jwðiÞ
S0
ðx;x0Þj

ð10:43Þ

while the reflection coefficient can be found from:

RS0 �
jwðrÞ

S0
ðx;x0Þj

jwðiÞ
S0
ðx;x0Þj

ð10:44Þ

Previous work has investigated the evaluation of the mode coefficients and has

provided recommendations in regards to the distance where they can be evaluated

to avoid influence of near field phenomena developing near the damage [27, 28,

46]. The recommended distance is typically defined as a multiple of the wave-

length of the incident wave k; with a typical recommended value of 4k: Such
recommendation clearly drives the positioning of the transducer to be used for the

measurement. Wavefield data however, provide the opportunity to select various

points over the measured distance, so that the value of the mode coefficients can be

estimated at various locations. This allows the estimation of its spatial-indepen-

dence, and more importantly of a spatially averaged value, which is less affected

by amplitude fluctuations due to noise, or by general trends associated with geo-

metrical spreading. The spatial averaging procedure can be mathematically

described as an integral operation over a portion of the measurement domain

defined by two coordinates x1; x2:
Considering the relation between incident, converted and reflected amplitudes

corresponding to Eqs. 10.43 and 10.44:
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w
ðrÞ
A0
ðx;x0Þ

�

�

�

�

�

� � CA0
w
ðiÞ
S0
ðx;x0Þ

�

�

�

�

�

� ð10:45Þ

and

w
ðrÞ
S0
ðx;x0Þ

�

�

�

�

�

� � RS0 w
ðiÞ
S0
ðx;x0Þ

�

�

�

�

�

� ð10:46Þ

and integrating both sides of the equations between x1; x2 gives:

CA0
�

R x2
x1
jwðrÞ

A0
ðx;x0Þjdx

R x2
x1
jwðiÞ

S0
ðx;x0Þjdx

ð10:47Þ

RS0 �
R x2
x1
jwðrÞ

S0
ðx;x0Þjdx

R x2
x1
jwðiÞ

S0
ðx;x0Þjdx

ð10:48Þ

10.5.4 Application to Simulated Data

10.5.4.1 Model Configuration

The model of an isotropic, homogeneous plate with a rectangular notch defect is

developed using the commercial software ABAQUS. The model considers a cross

section of the plate, which is assumed infinite along the out-of-plate direction.

Such conditions are enforced by imposing a state of plane strain on the model. The

plate dimensions are: thickness h ¼ 2� 10�3 m, out-of-plane width 5� 10�1

width, and length 1 m. The material properties are: density 2;800 kg=m3; elastic
modulus 72 GPa and Poisson’s ratio 0.33. The rectangular notch has a length of

1� 10�3 m and a non-dimensional depth e ¼ hd=h 2 ½0; 1�; where hd is the notch

depth.

The governing equations of motion are solved through an explicit central-

difference time integration scheme. To ensure stability, the integration time step

Dt; is chosen such that Dt ¼ 1=f0=20; where f0 is the highest frequency of interest,

measured in hertz [48]. The element size (Dl ¼ DtcL; where cL is the longitudinal

wave speed) is selected on the basis of the minimum wavelength of elastic waves

propagating in the plate [32].

A longitudinal uniform tip load is applied at one end of the plate whereas the

opposite end is fixed. The symmetry of the applied in-plane load ensures that

the S0 mode is primarily excited [3]. The broad-band impulse load in Fig. 10.25a is

the considered excitation time history. The frequency/wavenumber representation

of the corresponding plate response displayed in Fig. 10.25b shows the bandwith

of the signal as well as the agreement with the analytical dispersion curves for

Lamb waves, which highlights the accuracy of the FE discretization.

440 10 Computational Techniques



10.5.4.2 Damage Localization Through Phase Gradient Estimation

The response corresponding to a 5-cycle in-plane tone burst modulated by a

Hanning window is recorded and post-processed to separate different modes and to

calculate phase gradients of the reflected A0 mode at the frequency of maximum

amplitude. For the given simulations, the excitation frequency, damage depth, and

damage width are parametrically varied, whereas the plate height and width

remain constant. For the given parametric studies, e; the non-dimensional ratio of

the damage depth ðhdÞ to plate thickness ðhÞ ranges from 0 to 1 at increments of

0.1. For the given plate dimensions and material properties, the frequency range is

0 to 0.8 MHz. Upon selecting an applicable frequency, the resulting wavelength is

directly extracted from the dispersion relations. A non-dimensional ratio ðKÞ of

excitation wavelength ðkÞ to damage width ðDlÞ is used to quantify the damage

size versus the excitation wavelength: K ¼ k=Dl.
The results at K ¼ 40:8 for three depths ðe ¼ 0:1; 0:5; 0:9Þ are presented in

Fig. 10.26, whereas the results at a constant notch depth of e ¼ 0:5 for varying

normalized excitation wavelengths, K; are shown in Fig. 10.27. For the given

parametric studies, the non-dimensionalized Lamb wavelengths, K; ranges from

10 to 40, which is consistent with previous low frequency Lamb wave reflection

studies per notch width [28]. Figures 10.26 and 10.27a show the variation of the

phase of the converted A0 mode with the longitudinal coordinate whereas

Figs. 10.26 and 10.27b show the variation of the second derivative of the phase of

the same converted A0 mode with respect to the longitudinal coordinate. From

Fig. 10.26a, the amplitude of the phase are identical for three notch depths at a

constant wavelength, and upon taking the second derivative, the damage location

is successfully identified at xD ¼ 0:5 by virtue of the derivative peaks at the

discontinuity. Conversely, for varying wavelengths at a constant notch depth, the

results in Fig. 10.27a depict the phase amplitude discrepancy for each wavelength

with a similar discontinuity at xD ¼ 0:5; from which the converted mode

Fig. 10.25 a Broad-band square impulse tip load, b analytical and FE dispersion relations for the

transverse response
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originates. Thus, the damage localization method is independent of both damage

size and excitation wavelength, making this technique attractive for blind damage

localization tests. One question that arises from a damage localization method,

which implements the second derivative of the converted A0 phase to accurately

identify the notch location, is the method’s sensitivity to noise. As a case study,

noise is simulated by taking the root mean square (RMS) of the original FEM

displacement results at each scanned node along the FEM model. Upon taking a

percentage of the RMS, ranging from 0 to 50%, and then multiplying by a ran-

domized set of data whose mean is 0 with a standard deviation of 1, the resulting

noise vector is summed with the original displacement data at time history in each

node. Figure 10.28 shows the phase and second derivative for a notch size of

� ¼ 0:5 and excitation wavelength of K ¼ 40:8 for varying noise levels. From

Fig. 10.28, it is evident that the damage location does not vary with the increasing

noise levels.
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10.5.4.3 Numerical Estimation of Mode Conversion

Figure 10.29a displays the amplitude of the filtered incident and transmitted S0
mode for different damage depths along the span of the plate at 200 kHz excitation

frequency. For stability purposes damping is introduced into the FEM by way of the

linear bulk viscosity parameter, which is intended to damp out high frequency

ringing. The inclusion of damping helps explain the decay in mode amplitude from

the source in Fig. 10.29. However, it is observed in Fig. 10.29a that the incident S0
mode has the same amplitude for all frequencies prior to the notch location

ðx\xD ¼ 0:5mÞ: The modes distinctly separate in amplitude after the S0 mode

propagates past the notch ðx[ xD ¼ 0:5mÞ; such that the amplitude of the trans-

mitted S0 mode is proportional to the damage depth. From Fig. 10.29a, it is con-

cluded that this transmitted coefficient will decrease when the depth of the notch

increases. In contrast, the reflected S0 mode in Fig. 10.29b conveys the expected

trend of an increase in damage depth leading to an increase in the amplitude of the

reflected S0 mode. In the case of the converted A0 mode, Fig. 10.29c, the peak

amplitude occurs when e � 0:7 which is consistent with published results [15, 28].

This result indicates that for blind tests based solely on the converted A0; aliasing of
the damage depth can occur, and further information is required.

Figures 10.30 and 10.31 provide the integrated mode coefficients (Eqs. 10.47,

10.48) as a function of damage depth to plate thickness for different wavelengths

to notch widths, K: Qualitatively, the reflected S0 mode coefficients, shown in

Fig. 10.30a, increase almost linearly with increasing notch depth, which is con-

sistent with previous single point studies by [28]. In addition, Fig. 10.30b dem-

onstrates a relative linear variation in the RS0 mode coefficient over the given

wavelength range per damage depth, where the maximum relative difference of

143% occurs at the notch depth of e ¼ 0:1; where the maximum and minimum

amplitudes are 0.053 and 0.022, respectively. The maximum absolute RS0
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difference exists at the e ¼ 0:5 notch depth of 0.12. The importance of these

findings is that RS0 is relatively sensitive to the applied excitation wavelength,

where the notch depth is held constant, and the practitioner in the field cannot

accurately assume that the measured RS0 mode coefficient is universally applicable

to other wavelengths. In contrast to the RS0 mode coefficient, the converted CA0

mode coefficients shown in Fig. 10.31a, whose peak amplitude at e � 0:7; result in
mode coefficient amplitudes greater than unity. This may be explained by

Eq. 10.48, where the converted A0 mode has a larger out-of-plane amplitude than

the out-of-plane amplitude of the incident S0 mode. Also, the slope of the parabolic

profile in Fig. 10.31a increases with K; and Fig. 10.31b further accentuates this

wavelength dependency, such that at e ¼ 0:7 and e ¼ 0:9; the maximum relative

difference is approximately 507 and 741%, respectively. Thus, by way of ranking,

the maximum relative sensitivity to wavelength variation for constant notch depths

is greatest for the CA0
mode coefficient, followed by the TS0 mode coefficient, and

the RS0 mode coefficient.
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Fig. 10.29 Filtered modes along the length of the plate at 200 kHz excitation frequency, for a

plate whose notch width of 1 mm is centered at x ¼ 0:5; and where e is a ratio of notch depth to

beam thickness: a incident and transmitted S0 mode, b reflected S0 mode, and c converted A0 mode
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In order to investigate the damage depth for which the CA0
mode coefficient

peaks, the resolution of e is refined, varying from 0.55 to 0.75 at increments of

0:01 for a selected wavelength, K ¼ 24:7: The results are shown in Fig. 10.32 for

both the integrated formulation and at a single point four wavelengths away from

the damage. It is evident that the peak amplitude occurs at � � 2=3; for both the

integrated and single point mode coefficients at this excitation wavelength. A

comparison of single point and the spatially integrated formulations for RS0 and

CA0
mode coefficients is provided in Figs. 10.33 and 10.34. In order to highlight

the benefits and limitations of the spatially-integrated formulation, numerical noise

is introduced to the response, as described in Sect. 10.5.4.2. Ranging from 0 to

50% levels of the RMS of the response, the resulting noise vector is summed with

the original displacement data at each node for every time sample. Qualitatively

for each excitation wavelength as a function of damage depth, Fig. 10.33a
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Fig. 10.30 Integrated reflected S0 mode coefficients as function of: a �; damage depth to total
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Fig. 10.31 Integrated converted A0 mode coefficients as function of: a �; damage depth to total

plate height, and b K; the ratio of excitation wavelength to notch width
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demonstrates the discrepancy produced by the single point formulation for the

increasing percentage RMS levels throughout the damage depth range, whereas the

integrated mode coefficients in Fig. 10.33b display a slight variation at the latter

notch levels for e greater than 0.7.

10.5.5 Application to Experimental Data

10.5.5.1 Set up

An aluminum (Al 6061-T6) plate of 1.19 mm thickness with a notch of 12.65 mm

length and 0.8 mm width is considered for the experiments. In order to excite an
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Fig. 10.33 RS0 mode coefficient comparison with numerical noise at varying RMS levels for:

a single point, and b spatially integrated formulations
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enhanced S0 mode, two actuators are placed on the opposite faces of the plate, and

synchronized to impart a dominant symmetrical loading into the plate. The plate is

excited by a four cycle tone burst modulated by a Hanning window over a range of

frequencies from 100 kHz up to 300 kHz. A Polytec PSV-400 SLDVis used to

control the experiment and acquire the response data. The dynamic response of

the plate is recorded along a line covering a distance of 140 mm on either side

of the notch, with a total of 227 points measured at a spatial resolution of 1.2 mm.

The plate schematic and experimental setup are shown in Fig. 10.35. The spatial

resolution is empirically optimized after several iterations of post-processing

of the data, where spatial resolution is reduced until the mode conversion

from the notch is apparent per the minimum excitation wavelength at 300 kHz.

The recorded wave are separated using the wavenumber/frequency domain

procedure presented in [38].
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Fig. 10.34 CA0
mode coefficient comparison with numerical noise at varying RMS levels for: a

single point, and b Spatially integrated formulations

Fig. 10.35 a Schematic of the test plate; b experimental setup to measure interaction of S0
waves with notch type defect
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10.5.5.2 Damage Localization

The phase of the reflected A0 modes of the experimental data are calculated and

plotted in Fig. 10.36. From the notch depth point of view, six cases cases are

considered: � � 0:3� 0:9: Fig. 10.36a presents the phase variation of the reflected

A0 for all the cases along the scan line and shows that the phase mode varies

linearly with the spatial coordinate and is constant in the x[ xD region ðxD ¼
140mmÞ: Also, the phase of the converted A0 mode is not a function of the notch’s

depth. Figure 10.36b presents the second derivative of the phase in terms of the

spatial coordinate (Eq. 10.39) which highlights the location of the notch.

10.5.5.3 Mode Conversion Estimation

Figure 10.37 displays the amplitudes of the filtered converted A0 mode for given

damage depths along the scanned line of the plate. The considered excitation

signal is a 160 kHz sinusoidal modulatedwith a Hanning window. It is observed

that the response approximately attenuates from the notch, located at

xD ¼ 140 mm at a decay rate proportional to 1
ffiffi

r
p ; where r is the distance from the

notch due to geometric spreading of the circular crested waves generated by the

piezoelectric transducer [18]. These generated crested waves differ from the plane

strain FEM simulation plane wave S0 loading, where no attenuation from the

source exists. Therefore, the separated mode responses are modified to account for

this attenuation by evaluating the proportionality constant at each frequency case

prior to calculating the damage mode coefficients. The minimum converted A0

response is the e ¼ 0:31 damage case, which follows intuitively that the lowest

damage level produces the least magnitude converted A0: However, the maximum
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converted A0 response does not correlate to the maximum degree of damage, but

rather at the e ¼ 0:64 damage case. For the given length of 140 mm prior to the

notch location, the integration limits of the CA0
mode coefficients are selected at a

sufficient distance away from the local effects of the notch. For single point mode

coefficient formulations of straight crested wave excitation, this distance was

previously selected as 60 plate thicknesses [28]. In practice, a 60 plate thickness

region may be unattainable for structures of complex geometry where the sug-

gested scan distance is unreachable, and thus it is of interest to investigate the

ability of the spatially integrated mode coefficient to accurately estimate the mode

conversion. For circular crested waves, it has been shown analytically that three to

four wavelengths of the circular crested excitation is to within 0:1% of the straight

crested behavior [18]. Figure 10.38a and b demonstrates this gradual convergence

to unity with increasing wavelengths away from the notch, where the ratio is the

0 50 100 150 200 250 300
0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

x-coordinate [ ]

 

 

= 0.31
= 0.43
= 0.53
= 0.64
= 0.75
= 0.85

Converted
x D

x 1
x 2

Integration

Limits

Fig. 10.37 Filtered

converted ~w
A
ðrÞ
0

mode along

the scanned length of an

aluminum plate whose notch

width of 0.8 mm is centered

at xD � 140 mm, and is

excited at 160 kHz. The

integration limits are

identified as x1 and x2;
which are located at the

x-coordinates 10 and

110 mm, respectively

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
0

0.2

0.4

0.6

0.8

1

1.2

 

 

= 0.31
= 0.64
= 0.85

(a)

0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

1.1

1.2

 

 

= 0.31
= 0.64
= 0.85

(b)

Fig. 10.38 Comparison of single point mode coefficients as a function of wavelength, k; and
notch depth, e; from the notch location, xD at an excitation of 160 kHz: a RS0 mode coefficient,

and b CA0
mode coefficient
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integrated coefficient CA0
to the amplitude of the single point converted mode, CPt

A0
:

Thus, it may be interpreted that the integrated formulation provides greater

accuracy within the scanning region where x is less than four wavelengths, as a

result of the single point being more susceptible to the amplitude variation from

the local notch effects. Furthermore, Figs. 10.39 and 10.40 provide the reflected

and converted integrated mode coefficients as a function of damage depth to plate

thickness for different wavelengths to notch widths, K: Figures 10.39 and 10.40a

are the single point results of the reflection S0 and converted A0 mode coefficients,

respectively, taken at 4 wavelengths, or 4 k; from the identified notch location at

140 mm. In terms of the RS0 mode coefficient, the discrepancy between the for-

mulated single point and spatially-integrated mode coefficients is evident per each

wavelength excitation, and highlights the advantage of integrating over a spatial

domain versus relying upon a single measurement point. However, the CA0
mode

coefficient for both the single point and integrated formulations are almost iden-

tical in both amplitude and trend for each wavelength, and this is attributed to the

the 4k distance away from the point source.

Although the trends from Fig. 10.39b compare favorably with the FEM trend

shown in Figs. 10.30, the apparent maximum amplitude discrepancy from 0.8 to

0.2 may be attributed to factors, such as the inclusion of a single displacement

component, and the variation from straight to circular crested waves albeit the

described 1
ffiffi

r
p adjustment.

10.6 Damage Force Indicator Technique

The damage force indicator (DFI) is yet another damage detection technique that is

based on the measured wave propagation responses. The concept does not require

baseline responses and the nature and form of load history is not very important in
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Fig. 10.39 Reflected S0 mode coefficients, where K is a ratio of wavelength to notch width: a

results at a x ¼ 4kxD; b results for the spatially-integrated results value
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this technique. The concept uses the healthy dynamic stiffness matrix derived from

SFE model explained in detail in Chap. 5 and the measured transient response to

determine the location of the damage.

The concept of damage forcewas first used in [39] to derive a damage indicator for

detecting the elements having flaws. The dynamic stiffness matrix of the reference

healthy structure along with the nodal displacements of the damaged structure are

required to find which elements contain damage. This technique bounds the damage

location within the region of the sensing points. Keeping the objective of on-line

health monitoring in mind, a similar strategy is implemented here. But the basic

difference is that the finite element system is constructed entirely in the frequency

domain under the framework of SFEM. One advantage is that a much lower number

of sensors are sufficient, since the number of measurements complying with SFEM

degrees of freedom (dof) is smaller than that required when using conventional FEM.

The only limiting factor when using fewer sensors is that themeasured signal must be

reliable enough to differentiate the effect of wave scattering in the presence of slight

damage alongwith the effect of damping. For polymer composite, this is an important

issue because a sensor placed too far from the damage location may not be able to

capture the measurable fluctuations when damage is present.

The global dynamic stiffness matrixof the healthy structure K̂hðxnÞ at each FFT

sampling frequency xn is obtained using a standard finite element assembly for all

spectral elements. The spectral amplitude of global displacement vector û consists

of axial displacement ûo; transverse displacement ŵ and rotation /̂ at each node.

Now, the damage force vector is defined as

Df̂ ¼ K̂hûd � f̂d ð10:49Þ

where the subscript h denotes healthy structure and d denotes for delaminated (or

cracked) structure. If delamination occurs, the vector Df̂ will have non-zero entries

only at the dofs connected to the elements with damage. The above expression
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Fig. 10.40 Converted A0 mode coefficients, where K is a ratio of wavelength to notch width: a

results at a x ¼ 4kxD; b results for the spatially-integrated results value
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requires the excitation force ðf̂dÞ or the internal forces at the nodes to be known.

Direct measurement of this requires force sensors and may not always be feasible

[39]. The damage indicator proposed by Schulz [39] overcomes this limitation by

computing the damage force directly as K̂hûd: In this section, the same expression

is used assuming the vector f̂d is unknown in the simulation. However, in SFEM,

the inverse problem can be solved to obtain f̂d from other types of measurement

such as displacements, strains or their rates. For delamination identification, we

already have the spectral element for a waveguide with embedded delamination

(see Chap. 6, Sect. 6.3) that can be inserted in the healthy structure by comparing

damage force indicator from experimentally obtained and post-processed signals.

For this purpose, a combined force vector r̂ðxnÞ is considered

r̂ðxnÞ ¼ Df̂ þ f̂d ¼ K̂hûd: ð10:50Þ

Multiplying r̂ by transpose of its complex conjugate r̂�; we get one ðm� mÞ square
matrix R̂ðxnÞ:

R̂ðxnÞ ¼ r̂r̂� ð10:51Þ

where m is the total number of dofs in the model. Now, if the delamination is

expected in the ith element, the existing element can be replaced by the spectral

element for delamination. There will be non-zero diagonal entries in R̂ðxnÞ cor-
responding to the dofs associated with the ith element. The rest of the diagonal

entries will be zero. The magnitude of these non-zero diagonal entries will depend

on the applied load, and the configuration of delamination. Summing up the

absolute values of the diagonal entries in R̂ðxnÞ over all frequency steps n ¼
1; . . .;N (N ¼ Nyquist frequency in FFT), a damage force indicatorvector d of

length m is obtained as

di ¼
X

xn

jR̂iij ; i 2 ½1; m� ; n ¼ 1; . . .; N: ð10:52Þ

10.6.1 Identification of Single Delamination Through Damage

Force Indicator

One infinite graphite–epoxy beam of 10mm� 10mm cross-section is considered

as shown in Fig. 10.41 Eight SFEs of equal length (100 mm) are assumed between

two throw-off elements at the ends. K̂h is stored for each FFT sampling frequency.

A broadband load (Fig. 3.7) is applied in transverse direction (dof-26) on the right

node of the 8th element. Each time, one mid-plane delamination of length 20 mm

is introduced (Fig. 10.42a) in one of these elements and ûd is computed. The

damage force indicatord is computed for each of these delamination configurations
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using Eqs. 10.49–10.52 and plotted in Fig. 10.43. Peaks at the dofs associated with

the delaminated elements can be seen in the bar-plots. All the entries in d are

normalized with respect to MaxðdÞ; separately for transverse and rotational dofs. It
is also found that d is in decreasing order from the point of application of load.

This is because of attenuation and gradual dissipation of energy in a slightly

damped system. Some small non-zero amplitudes of d can be noticed at the dof of

the applied load ði ¼ 26Þ for all cases. This appears because the applied load was

not eliminated from the dof while computing d; presuming it to be an unknown in

a practical problem (see Eq. 10.50).

10.6.2 Identification of Multiple Delamination Through Damage

Force Indicator

For the same infinite beam and applied load considered in the last example

(Fig. 10.41), multiple delaminations are introduced progressively, i.e., first in

element 1, then simultaneously in elements 1 and 2 and so on (see Fig. 10.42b).

For these varying configuration, normalized d is plotted in Fig. 10.44. Normali-

zation is done with respect to the maximum of d among all the delaminated

configurations. But, due to this normalization, no peaks for the first configuration

are visible. The peaks are also not in any ordered magnitude as in the previous

study. This can be attributed to the interference between the reflected waves

Fig. 10.41 An infinite beam

considered to study the

identification of

delaminations using a

damage force indicator

Fig. 10.42 Different configurations considered for the infinite beam with delamination; a with

single delamination and b with multiple delaminations
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generated by different delamination tips. Computation time to obtain d is plotted in

Fig. 10.45. This shows cubic polynomial time complexity [11] for increasing

numbers of delaminations. Therefore with this same identification strategy and

further development of spectral elements for plates and shells, a real-scale struc-

tural health monitoring task appears tractable.

10.6.3 Sensitivity of Damage Force Indicator Due to Variation

in Delamination Size

The aim of the following studies is to determine whether the damage force indi-

cator can also quantify the intensity of the delamination. For this purpose, a 2 m

Fig. 10.43 Normalized

damage force indicator d for

a transverse and b rotational

dofs for different

configurations (varying

location of a single

delamination shown in

Fig. 10.42a) modeled using

single spectral element for

delamination
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Fig. 10.44 Normalized

damage force indicator d for

a transverse and b rotational

dofs for different

configurations (varying

number of delaminations

shown in Fig. 10.42b)

modeled using one spectral

element for each

delamination

Fig. 10.45 Computation

time for damage force

indicator in the case of an

increasing number of

delaminations (shown in

Fig. 10.42b)
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long spectral element for delamination with throw-off elements connected to both

ends is considered (Fig. 10.46). The width of the beam is kept fixed at 10 mm,

while the beam thickness is varied from 10 to 20 mm in uniform steps of 2 mm.

For each different beam thickness, the length of mid-plane delamination is varied

from 10 to 100 mm in uniform steps of 5 mm in both directions equally about the

center.

Component of d for the transverse and rotational dofs at node 2 (i.e., d5 and d6)

are computed for all of these configurations and are plotted in Figs 10.47 and

10.48. Exponential increments in d with the delamination length are observed for

the transverse case. This shows that with increasing delamination length, change in

the dynamic response increases exponentially. However, the variation with beam

thickness for a fixed size of delamination is not monotonous. For the rotational

dofs, these fluctuations are more pronounced. The transverse damage force

Fig. 10.46 Infinite beam

with single delamination for

sensitivity analysis of

delamination parameters on

damage force indicator. The

node numbers (in bold

letters) and the dofs are

shown

Fig. 10.47 Damage force indicator for transverse dofs at node 2 (Fig. 10.46) for different lengths

of single delamination ðz ¼ 0Þ and various beam thicknesses. Delamination length is varied from

its center, left and right simultaneously by equal amounts
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indicator is a minimum for a delamination length of 10 mm when the beam

thickness is 20 mm and maximum when they are 100 and 16 mm, respectively.

10.6.4 Sensitivity of Damage Force Indicator Due to Variation

in Delamination Depth

For the same element length and different beam thicknesses considered in the

previous study, the location of the delamination along thickness was varied from

z ¼ �3 mm to z ¼ þ3 mm. Delamination length was kept fixed at 20 mm.

Damage force indicators in transverse and rotational dofs are plotted respectively

in Figs. 10.49 and 10.50. Due to significant scale variation in the damage force

indicator with change in beam thickness, the magnitudes are plotted relative to

MinðdÞ (separately for transverse and rotational dofs) for corresponding beam

thicknesses. With variation in the delamination depth, a non-linear relationship

symmetric about the mid-plane ðz ¼ 0Þ is observed in Figs. 10.49 and 10.50. In the
case of the transverse dof (Fig. 10.49), the depth for which the minima occurs

(zero value in the plot for some beam thicknesses), is different for different beam

thickness. However, they are always maximum for a mid-plane delamination. In

the case of the rotational dof (Fig. 10.50), the maxima does not always occur for a

mid-plane delamination. From these plots, it can be concluded that for thin beams,

the effect of mid-plane delamination can be captured with maximum reliability.

Fig. 10.48 Damage force indicator for rotational dofs at node 2 (Fig. 10.46) for different lengths

of single delamination ðz ¼ 0Þ and various beam thicknesses. Delamination length is varied from

its center, left and right simultaneously by equal amounts
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Fig. 10.49 Relative damage force indicator for transverse dofs at node 2 (Fig. 10.46) for

different depth ðzÞ of single delamination of length 20 mm for various beam thicknesses

Fig. 10.50 Relative damage force indicator for rotational dofs at node 2 (Fig 10.46) for different

depth ðzÞ of single delamination of length 20 mm for various beam thicknesses
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Whereas, for asymmetrically delaminated beams, predictions are much easier for

moderate thicknesses.

10.7 Summary

The chapter presents an overview of various techniques for the detection and the

quantification of damage. Vibration-based techniques are presented through an

initial historical perspective, and by introducing some novel concepts such as the

residual(damage) force method, and the strain energy-based damage index for-

mulation. Numerical and experimental results are illustrated in support of these

techniques to demonstrate the concepts they rely on, and to show their output in

the presence of various forms of damage. The strain energy damage index is also

extended to the analysis of time-domain data, as obtained for example from gui-

ded-wave inspections. Wavefield data are also used to formulate a procedure for

the detection of the damage location through the analysis of a phase operator,

obtained through Fourier analysis in the spatial domain. Finally, mode conversion

and reflection coefficients are presented as a way to quantify damage. A formu-

lation based on spatial average is proposed to reduce the influence of noise, and to

reduce the sensitivity of the estimates upon the selection of the measurement point.

The last part of this chapter introduces a novel concept of damage force to detect

the flaw location. This approach requires only the stiffness matrix of the healthy

structure, which is readily available and the approach does not require any baseline

measurements. The approach is well suited to work with spectral element models

and hence has great potential to provide rapid answers regarding the state of the

structures. This requires further research in this area.
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Chapter 11

Use of Soft Computing Tools for Damage

Detection

11.1 Genetic Algorithms

It was explained earlier that damage detection is essentially an inverse problem,

wherein the input (force history) and the output (displacement, velocity, acceler-

ation or strain histories) are known and using these, it is necessary to determine the

location and extent of the damage present in a given structure. In essence, damage

detection is a system identification problem, wherein for a given set of input–

output parameters the location and extent of the damage is identified by using a set

of functions called the objective functions, minimum through certain process. This

process is called the genetic algorithms (GA) and hence GA can be thought of as

an optimization problem. This section briefly explains the utility of GAs for

detecting damages in structures.

11.1.1 A Brief Introduction to Genetic Algorithms

Genetic algorithms (GA) are powerful and broadly applicable stochastic search

and optimization algorithms based on the principle of natural selection and natural

genetics [3, 4]. They are finding increasing attention in engineering optimization

problems. The conventional search and optimization techniques are usually cal-

culus based. They use gradient of the function to find the local minima or maxima.

These search techniques are problem dependent and can work well for simple and

smooth functions. Practical problems (like what we are trying to solve here) are

complex in nature, and these methods cannot give any satisfactory solution. The

difference between the conventional search algorithms and GA is shown in Fig.

11.1. The main efficiency of genetic algorithms lies on their robustness. They can

find the global optimum and does not lock on to local points. GAs do not

S. Gopalakrishnan et al., Computational Techniques for Structural Health Monitoring,

Springer Series in Reliability Engineering, DOI: 10.1007/978-0-85729-284-1_11,

� Springer-Verlag London Limited 2011
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require much mathematical operation to perform, and are not problem dependent.

They can handle all types of objective functions and constraints, linear or non-

linear. The differences between the GAs from the conventional method as sum-

marized by Goldberg [4] are as follows.

• GAs start from a collection of solution points called population, and not from a

single point solution.

• GAs work with the symbolic coded form of the solutions and not the solutions

themselves. A solution in the coded form is called chromosome. A number of

chromosomes creates a population.

• GAs use payoff information (fitness function) and not the derivatives or other

auxiliary information.

• GAs use probabilistic transition rules, not deterministic rules.

A genetic search starts with randomly created chromosomes which makes the

initial population. The chromosomes are coded from of the solutions. Coding is

usually done using binary bit-strings. Each variable is mapped into coded strings

and they are appended one after another to form a single chromosome. In living

organism, a chromosome is some cell entity that encodes the prescription speci-

fying all biological mechanism. Population is the solution space of each generation

holding a fixed number of chromosomes. For instance a population of five

members may appear like this:

Fig. 11.1 Comparison between conventional search methods and genetic algorithms
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1000100110

0011100001

1010001011

1100010000

1111001000

Parent chromosomes undergo two types of genetic operations, crossover and

mutation to create offsprings. Crossover is the main genetic operation the parent

chromosomes undergo. The performance of a GA depends largely on the perfor-

mance of the crossover operator used [3]. It operates on one pair of chromosomes

at a time and generates one or two offsprings retaining some features of both the

parent chromosomes. There may be numerous ways of performing crossover; a

simple crossover operation is illustrated here. A pair of parent chromosomes are

selected randomly or based on their fitness. A crossover point is selected randomly

after the fourth digit. The strings are exchanged across this point and the offsprings

are created.

Parent 1:1010 � 001011
Parent 2:1111 � 001000

�

�!
Child 1:1010 � 001000
Child 2:1111 � 001011

�

This is a single point crossover operation. It can also be two points or multi points

operation. A crossover probability or crossover rate ðpcÞ is defined as the prob-

ability that a member of a population will be selected for crossover. Typical value

of pc is 0.5–0.8. A pc ¼ 1:0 implies that all the member of a population will go for

crossover. Higher pc makes better exploration of the solution space and reduces

chances of local trapping; but it increases the computation time by increasing the

number of function evaluation [3].

The other genetic operator mutation, creates offsprings by randomly changing

one or more genes in the parent chromosome. For example, if the 5th gene of the

2nd member of the population is selected for mutation, the chromosome of the

child after the mutation will be as shown.

Parent: 0011100001
"

�! Child: 0011000001

The probability of mutation ðpmÞis defined by the probability that a single gene in

the entire population will be altered. A typical value of pm is 0.01. If it is 10 bit

chromosome, then the probability that a member will undergo the mutation

operation is 0.1.

The most crucial part of a GA is the selection procedure. A new generation

created from an old one by this genetic operation. Selection is the driving force

for any genetic search. Selections are always based on the fitness of the

member. The better members are having higher chances of being selected in

the next generation. Fitness of a member is usually done using the optimizing

function itself. The selection pressure i.e., the weight on the healthy members

for selection, plays a critical role in the selection procedure. High selection

pressure may lead to premature convergence; on the other hand low selection
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pressure makes the convergence slow [3]. The selection can be from the reg-

ular sampling space or from enlarged sampling space. The regular sampling

space is usually created by replacing the parents by their offsprings after their

birth. Hence the size of this space is always equal to the size of the population

size. The replacements may also take place randomly or based on their fitness

values. The enlarged sampling space contains both parent and offspring sub-

spaces. The parents and offsprings get the same chance to compete in the

selection. The size of this space will change as the number of offsprings

changes.

A wide variety of selection mechanisms are experimented till date. The three

basic mechanism as outlined in [3] are the following

• Stochastic selection

• Deterministic selection, and

• Mixed Selection

In stochastic selection the members are assigned some selection probability

based on their fitness. This probabilities may be directly proportional to their

fitness values or may be obtained by scaling up their fitness values or the rank in

the sample space. A well known scaling procedure is exponential scaling. In

deterministic selection, first best members of the population size is selected. This

can be done only with enlarged sampling space discussed earlier. Here the pro-

hibition of duplicate chromosome in the population is automatically maintained.

This prevents the stronger chromosomes from maintaining more than one copy in

the population, which otherwise may lead to premature convergence. Mixed

selection is a combination of both stochastic and deterministic selection. An

example of mixed sampling is the tournament selection. Here a set of chromo-

somes are randomly picked and the best one from that set is selected.

11.1.2 Genetic Algorithm Process for Damage Detection

and Definitions

In the search problem, one may possibly locate the delaminations (or cracks) and

their sizes by maximizing certain norms constructed from experimentally obtained

and computationally simulated data for known location and size of the damage.

However, a clear rational needs to be developed to determine the level of infor-

mation that is required from damage matrix construction that needs to be fed into

GA to start the spatially local search procedure. This process is implemented to

work with the simplified damaged elements that were formulated in Chap. 6. An

overview of the GA search adopted here is schematically presented in Fig. 11.2.

Two major features followed here are; (1) selection from a enlarged sampling

space, consisting of parent and offspring pools, and (2) prohibition of duplicate

chromosomes in the early generations. At this stage, it is necessary to define some

of the standard terminologies used in GA:
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• Chromosome—The damage configuration in coded form

• Genes—The individual parameters or variables to represent the damage

configuration.

• Locus—The position of the gene or in other words the order of significance of

the variables and the relative extent to which they affect the behavior of the

damaged structure in measurable form.

• Alleles—Values of the gene, or in other words the number of delamination, their

location and size.

• Phenotype—Decoded solution or the possible damaged configuration of the

structure.

• Genotype—Encoded solution or the set of values of the variables in binary string

in our problem, that represent the damaged structure when decoded.

Fig. 11.2 Flowchart of

genetic search
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11.1.3 Objective Functions in GA for Delamination Identification

The performance of a GA largely depends upon the objective function. With a

smooth function or a function with few local extrema, GAs converge rapidly than a

function with large number of peaks and troughs, that are normally found in

spectral functions. In this section, we will examine the behavior of different

possible objective functions towards the determination of delamination parameters

in a composite beam, i.e. the delamination location, depth and its size. Two

physical parameters, namely displacement and power are proposed and these will

be examined on a cantilever beam and a fixed beam, respectively. The configu-

rations of the beam is shown in Fig. 11.3

11.1.3.1 Displacement Based Functions

Four possible displacement-based objective functions are examined. These func-

tions compares the baseline or experimental response of the structure with the

simulated response. Functions J1; J2; J3 and J4; which are given in Eqs. 11.1–11.4,

require displacement coefficients ðûo; ŵ; /̂Þ; measured at a spectral element node

at sampling frequency ðxnÞ under the SFEM environment.

J1 ¼
1

1þ 1
N

P

xn

ûocomp�ûoexptj j
ûoexptj j

; n ¼ 1 ; . . . ;N: ð11:1Þ

J2 ¼
1

1þ 1
N

P

xn

ŵcomp�ŵexptj j
ŵexptj j

; n ¼ 1 ; . . . ;N: ð11:2Þ

J3 ¼
1

1þ 1
N

P

xn

/̂comp�/̂exptj j
/̂exptj j

; n ¼ 1 ; . . . ;N: ð11:3Þ

J4 ¼
1

1þ 1
3N

P

xn

ûocomp�ûoexptj j
ûoexptj j

þ
ŵcomp�ŵexptj j

ŵexptj j
þ

/̂comp�/̂exptj j
/̂exptj j

� � ;

n ¼ 1 ; . . . ;N:

ð11:4Þ

Fig. 11.3 The configurations of the a cantilever and b fixed beams considered to examine the

sensitivity of the GA objective functions
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Here, ûo; ŵ; /̂ correspond to the axial, transverse and the rotational motions

respectively. N is the Nyquist point in FFT. The subscriptscomp in the above

equations indicate the computationally simulated response data, obtained using

damaged spectral element model explained in Sect. 6.3. The subscriptexpt stands

for measured baseline response data. However no experimentation is performed

here as a part of this study, and these response data are also generated using the

damaged spectral element for known configurations. All of these objective func-

tions are maximizing functions and they achieve the maximum value (equal to 1)

when the simulated results match exactly with the experimental data. The

delamination parameters corresponding to that of simulated response are the

identified parameters.

The cantilever beam considered is shown in Fig. 11.3a and the fixed beam

in Fig. 11.3b. Sensitivity for each of the three delamination parameters on these

functions are studied separately, keeping other two parameters fixed. In the

study with delamination location, the reference data is generated by keeping a

20mm mid-plane delamination at location L ¼ 250mm: Load is applied at

node-2; transversely, upward. The delamination location is varied from L ¼ 0 to

500mm and the corresponding function values are computed. For the cantilever

beam, the function values are plotted in Fig. 11.4a and for the fixed fixed beam

in Fig. 11.4b. None of these functions is found to be smooth; all of them are

having many local maxima. The most important feature one should examine for

an objective function with multiple peaks, is the band-width of the primary

variable around the optimum point, where function values are higher than the

neighboring area. This band-width is found to be almost equal for all the

functions. In case of depth z; the function values are plotted in Fig. 11.5a for

the cantilever beam and in Fig. 11.5b for the fixed beam for varying depth of

delamination. The reference response data is generated with a 20mm long

delamination at a depth z ¼ �3mm: It is interesting to note here that the

functions based on the transverse and rotational components of response (i.e.

J2 and J3 respectively), the maximum fitness value, 1 occurs at the actual depth

of delamination and also for the depth which is the mirror image of the actual

depth about the mid-plane. However the other two functions (i.e. J1and J4) do

not behave this way. This phenomenon can be explained by the fact that the

net bending stress for these two configurations of delamination (one at a depth

which is mirror image of other about the mid-plane) are identical at any instant

of time. The net axial stress however are different. The overall nature of the

functions is found to be quite smooth. All of the functions are found to be most

well behaved when it comes to delamination length or size identification. The

reference data is generated for a delamination of length 20mm located at

distance L ¼ 250mm from the left node and at the mid-plane of the beams. In

the plots (Fig. 11.6a, b) it can be noticed that functions J2 and J3 are

overlapping.
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11.1.3.2 Power Based Objective Functions

The displacement-based objective functions studied in the previous section are

quite well behaved except for the delamination location ðLÞ: Search for a better

function is extended with the spectral power flow [6] expressed as

P̂ðx;xnÞ ¼ f̂ðx;xnÞT ixnûðx;xnÞð Þ� ð11:5Þ

where the superscript * represents the complex conjugate. The reason for choosing

power as a measure is that for a non-dissipative medium, the real part of it is space

invariant [7]. The objective function based on spectral power is derived as

J5 ¼ 1þ
1

N

X

n

f̂Tcomp ixnûcomp

� ��
�f̂Texpt ixnûexpt

� ��
�

�

�

�

�

�

f̂Texpt ixnûexpt
� ��

�

�

�

�

�

�

2

6

4

3

7

5

�1

ð11:6Þ

Fig. 11.4 The GA objective

functions J1 – J4 (Eqs. 11.1–

11.4) plotted with varying

location of delamination for

a cantilever and b fixed

beams
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The fitness plot of the function J5 for identification of location L is shown in

Fig. 11.7 in comparison with the displacement-based function J4: However, J5 can
in no way be said to be better behaved than J4: Also, it shows many more fluc-

tuations compared to the other displacement-based functions. Hence, it stresses the

fact that any quadratic measure as objective function (representative of the energy

components in different frequency bands) will have similar drawbacks and one

needs to explore further for better functional space. This can provide improved

performance of GA-based identification strategies for non-smooth problems as in

the present case. Other directions to improve the performance such as rank-based

non-domination [9] and immune diversity [2] are less likely to ensure global

optima unless better objective functions (e.g., J4 in the present case, which

includes the effect of axial–flexural coupling) are used. Similar observation in the

context of a benchmark problem called the Traveling Salesman Problem (TSP) can

Fig. 11.5 The GA objective

functions J1 – J4 Eqs. 11.1–

11.4 plotted with varying

depth of delamination for

a cantilever and b fixed

beams
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be found in [1]. In the present study, we restrict simulations to using only the

objective functions discussed so far and show the performance of the proposed

GA-based identification strategy in terms of the accuracy of the converged result

and computational cost in the following section.

11.1.4 Case Studies with a Cantilever Beam

The cantilever beam shown in Fig. 11.3a is now considered for identification.

Short duration Gaussian excitation having frequency content up to 40 kHz (Fig. 3.7)

is applied at the cantilever tip in the transverse direction. First, single parameter

Fig. 11.6 The GA objective

functions J1 – J4 Eqs. 11.1–

11.4 plotted with varying size

of delamination for

a cantilever and b fixed

beams

472 11 Use of Soft Computing Tools for Damage Detection

http://dx.doi.org/10.1007/978-0-85729-284-1_3#Fig7


identification is performed. Later, it is extended to two parameters and finally

three-parameter identification is performed. Unless otherwise mentioned, function

J2 is considered as the objective function. Although J4 is ideal as discussed earlier,

the reason for choosing J2 is to demonstrate the efficiency of the proposed SFEM-

GA strategy in terms of computational cost as well as accuracy, while using an

inferior objective function.

11.1.4.1 Identification of Delamination Location

In this case study, the size and depth of delamination is assumed to be known. The

reference data is generated by considering a 20 mm delamination at a depth

z ¼ �2 mm. The location of delamination X from the root is identified with the

following input data.

Fig. 11.7 The GA objective

functions J4 and J5 Eqs. 11.4

and 11.6 plotted with varying

location of delamination for

a cantilever and b fixed

beams
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Variable limits : 0�X� 500mm

Population size : 15

Crossover type : two point

Selection type : deterministic

Crossover rate pc : 0:6

Mutation rate pm : 0:04

The fitness curve is given in Fig. 11.8. Location of the delamination ðX ¼
200mmÞ is identified exactly. The number of generations passed is 24. In total,

251 function evaluations are performed and the time required to complete this

computation is only 25 min. Note that the structural analysis here must involve the

dynamics up to the frequency content of the excitation signal (here 40 kHz). Such

high frequency excitation is particularly useful when smaller damage zones

(typically a few centimeters in most composite beams and panels) need to be

detected. The plot in Fig. 11.8 shows that the run reached a very good fitness value

at generation 14. The total number of function evaluations up to generation 14 is

161 and the corresponding computation time is found to be 17 min. The compu-

tational cost shows huge improvement over the available GA-based strategies for

similar problem complexity and accuracy. Similar improvement can be observed

in all the other case studies presented below.

11.1.4.2 Identification of Delamination Size

In this case study, the delamination size ðXÞ is considered as the only unknown

parameter. The delamination location ðL ¼ 200mmÞ and depth ðz ¼ �2mmÞ are
presumed to be known parameters. The input data for the GA run is given below.

Fig. 11.8 Fitness curve of

the GA run for identification

of delamination location
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Variable limits : 0�X� 50mm

Population size : 7

Crossover type : two point

Selection type : deterministic

Crossover rate pc : 0:6

Mutation rate pm : 0:04

A lower population size is considered because of the reduced complexity of the

problem The exact size of the delamination ðX ¼ 20mmÞ is identified from the

search. The fitness curve is given in Fig. 11.9. The number of generations passed is

six. A total of 25 function evaluations is performed and total the computation time

is only 3 min. Much better performance is found with this problem compared to

location identification. This was expected as the fitness function behaves much

better with variations in delamination size. The narrow bound in the variable limits

is also another reason for this better convergence.

11.1.4.3 Identification of Delamination Location and Size

In this case study, two variables, delamination location ðX1Þ and its size ðX2Þ
are identified in a single run. The delamination depth ðz ¼ �2mmÞ is assumed

to be the only known parameter. The input data for the GA run is shown

below.

Fig. 11.9 Fitness curve of

the GA run for identification

of delamination size
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Variable limits : 0�X1 � 500mm; 0�X2 � 50mm

Population size : 20

Crossover type : two point

Selection type : deterministic

Crossover rate pc : 0:6

Mutation rate pm : 0:04

The fitness curve is given in Fig. 11.10. The search results are tabulated in

Table 11.1. The number of generations passed is 39. In total, 438 function eval-

uations are performed and the total computation time is 41 min.

11.1.5 Identification of Delamination Location, Size and Depth

In this case study, all three parameters of a delamination; i.e., delamination

location ðX1Þ; its size ðX2Þ and depth ðX3Þ are identified in a single GA run. Since

the function J2 is not sensitive to the delamination depth, function J4 is used

instead. The input data for the GA run is shown below.

Fig. 11.10 Fitness curve of

the GA run for identification

of delamination location and

size

Table 11.1 Results of

genetic search for

delamination location and size

Parameter Actual value (mm) Identified value (mm)

Location ðX1Þ 250 250

Size ðX2Þ 20 19.9
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Variable limits : 0�X1 � 500mm; 0�X2 � 50mm;

� 4mm�X3 � þ 4mm

Population size : 20

Crossover type : two point

Selection type : deterministic

Crossover rate pc : 0:8

Mutation rate pm : 0:1

The crossover and mutation rates are increased to enable better exploration of the

solution space. The fitness curve over the generations is shown in Fig. 11.11. The

results of the search are tabulated in Table 11.2. The number of generations

required for convergence is 72. A total of 660 function evaluations are performed

and total computation time is 2 h and 52 min. Total computation time is com-

paratively higher than the previous studies. This is because the function J4 needs

all three displacement components, which increases the computation time inside

the fitness evaluation module. The net time is indeed very much attractive con-

sidering the complexity involved in the problem.

Fig. 11.11 Fitness curve of

the GA run for identification

of delamination location,

depth and size

Table 11.2 Results of

genetic search for

delamination location, depth

and size

Parameter Actual value Identified value

Location ðX1Þ 200 mm 200 mm

Size ðX2Þ 20 mm 20 mm

Depth ðX3Þ �1 mm from

mid-plane

�1 mm from

mid-plane
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11.2 Artificial Neural Networks

An artificial neural network is a framework consisting of many numbers of

interconnected neuron like processing units. Each neuron unit is stimulated by the

sum of the incoming weighted signals and transmits the activated response to the

other connected neuron units [5]. A neural network is a massively parallel dis-

tributed processor made up of simple processing units, which has a natural pro-

pensity for storing experiential knowledge and making it available for use. It

resembles the brain in two respects:

1. Knowledge is acquired by the network from its environment through a learning

process.

2. Inter neuron connection strengths, known as synaptic weights are used to store

the acquired knowledge.

11.2.1 Simple Model of Neuron

A neuron is an information-processing unit that is fundamental to the operation of

a neural network. The block diagram shown in Fig. 11.12 shows the model of a

neuron, which forms the basis for designing neural networks. The three basic

elements of the neural network are:

1. Synapses: It represents the connecting links, each of which has strength of its

own. Specifically, a signal xj at the input of synapse j connected to neuron k is

Fig. 11.12 Simple neuron showing the input, output and activation function with 1 hidden layer
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multiplied by the synaptic weight wij: Here i denotes the present neuron and

j represent the next neuron.

2. Adder: An adder is used for summing the input signals, weighted by a

respective synapses of the neuron. The operations described here constitute a

linear neuron.

3. Activation Function: An activation function is used for limiting the amplitude

of the output of a neuron. This activation function also includes the bias, which

is externally applied and this bias bk has the effect of increasing or decreasing

the net input of the activation function.

In mathematical terms, the neuron may be described as

uk ¼
X

m

j¼0

wkjxj ð11:7Þ

and

yk ¼ / uk þ bkð Þ ð11:8Þ

where

x1; . . .; xm

are the input signals.

wk1 ;wk2 ; . . .;wkm

are the synaptic weights of the neuron k; uk is the linear combiner output due to

the input signals, and bk is the bias, while /ð:Þ is the activation function.

There are three types of network architectures

1. Single Layer Feedforward Networks: In a layered neural network, the neurons

are organized in the form of layers. In the simplest form of a layered network,

we have input layer of source nodes that projects onto an output layer of

neurons. This type of network is called as single layer network.

2. Multilayer Feedforward Networks: This class has one or more hidden layers

whose computation nodes are called hidden neurons. By adding one or more

hidden layers, the network is enabled to extract higher-order statistics. The

neural network is said to be fully connected in the sense that every node in each

layer is connected to every other node in the adjacent forward layer. If some of

the communication links are missing from the network, we say that the network

is partially connected.

3. Recurrent-Networks: A recurrent neural network distinguishes itself from a

feedforward neural network in that it has at least one feedback loop. For

example, a recurrent network may consist of a single layer of neurons with

each neuron feeding its output signal back of the inputs of all the other

neurons.
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11.2.2 Types of Activation Function

The activation function / defines the output of a neuron in terms of the induced

local field v: The three types of activation function are

1. Threshold Function: In this type of activation function, we have

/ðykÞ ¼
1 if vk � 0

0 if vk\0

�

This type of function is known as Heaviside function. The above neuron shows

all or none property, which is shown in Fig. 11.13a

2. Piecewise-Linear Function: For the piece-wise linear function described as in

the Fig. 11.13b, we have

/ð:Þ ¼
1 if v� 0

v þ 1
2
[ v[ � 1

2

0 if v\0

8

<

:

Fig. 11.13 Plot showing various activation functions. a Threshold function, b piecewise-linear

function, c sigmoid function
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This form of an activation function may be viewed as an approximation to a

non linear amplifier.

3. Sigmoid Function: The sigmoid function, whose graph is shaped as shown in

Fig. 11.13c, is the common activation function used in neural networks. An

example of the sigmoid function is the logistic function, defined by

/ðvÞ ¼ 1

1þ exp �avð Þ

� �

where a is the slope parameter of the sigmoid function. As the slope parameter

approaches infinity, the function becomes simply a threshold function. Sigmoid

function is continuous and differentiable. The other sigmoidal function is

/ðvÞ ¼ tanhðvÞ

These functions are pictorially shown in Fig. 11.13

11.2.3 Multilayer Feedforward Networks

The number of nonlinear layers of a multilayer network is defined to be the

number of the weight layers, instead of neuron layers. An excessive number of

layers causes slower convergence in the backpropagation learning. Generally two

layer is found to be adequate.

The steps (algorithm) in backpropagation learning are the following:

1. Initialization: Assuming that no prior information is available, the synaptic

weights and threshold are picked from the uniform distribution whose mean is

zero and whose variance is chosen to make the standard deviation of the

induced local fields of the neurons lie at the transition between the linear and

saturated parts of the sigmoid activation function.

2. Presentation of Training Samples: Next, the network is presented with an epoch

of training samples. For each example in the set, which is ordered in some

fashion, the sequence of forward and backward computations described in the

next steps are performed.

3. Forward Computation: Let a training example in the epoch be denoted by

ðxðnÞ; dðnÞÞ; where the input vector xðnÞ is applied to the input layer of sensory

nodes and the desired response vector dðnÞ is presented to the output layer of

computation nodes.Next, the local fields and function signals of the network, layer

by layer are computed. The local field v
ðlÞ
j ðnÞ for neuron j in layer l is given by

v
ðlÞ
j ðnÞ ¼

X

mo

i¼0

w
ðlÞ
ji ðnÞy

ðl�1Þ
i ðnÞ ð11:9Þ
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where y
ðl�1Þ
i ðnÞ is the output(function) signal of neuron i in the previous layer l� 1

at the iteration n and w
ðlÞ
ji ðnÞ is the synaptic weight of neuron j in layer l that is fed

from neuron i in layer l� 1: For i ¼ 0; we have y
ðl�1Þ
0 ðnÞ ¼ þ1 and w

ðlÞ
j0 ðnÞ ¼

b
ðlÞ
j ðnÞ is the bias applied to the neuron j in layer l: Assuming the use of a sigmoid

function, the output signal of neuron j in layer l is

y
ðlÞ
j ¼ /jðvjðnÞÞ

If the neuron j is in the output layer (i.e., l ¼ L; where L is referred to as the depth

of the network), then, we set

y
ðLÞ
j ¼ ojðnÞ

The error signal is then computed as

ejðnÞ ¼ djðnÞ � ojðnÞ

where djðnÞ is the jth element of the desired response vector dðnÞ
4. Backward Computation: Next, the ds (i.e. local gradients) of the network is

computed, which is defined by

d
ðlÞ
j ðnÞ ¼

e
ðLÞ
j ðnÞ/0

jðv
ðLÞ
J ðnÞÞ for neuron j in output layer L

/0
jðv

ðnÞ
j Þ

P

k d
ðlþ1Þ
k ðnÞwkj

ðlþ1ÞðnÞ for neuron j in hidden layer l

"

ð11:10Þ

where the prime in /0
jð:Þ denotes differentiation with respect to the argument. After

this operation, the synaptic weights of the network in layer l are adjusted according

to the generalized delta rule.

w
ðlÞ
ji ðnþ 1Þ ¼ w

ðlÞ
ji ðnÞ þ a½wl

jiðn� 1Þ� þ gd
ðlÞ
j ðnÞyl�1

j ðnÞ ð11:11Þ

where g is the learning rate parameter and a is the momentum constant.

5. Iteration: Lastly, the forward and backward computations are iterated in the 3th

and 4th step by presenting new epochs of training samples to the network until

the stopping criteria is met.

In the next section, we will use the multi layer feedforward network for identi-

fication of flaws, especially the degraded zones, under the FSFEM environment

11.2.4 Neural Network Integrated with SFEM

An Multi-Layer Perceptron (MLP) feedforward neural network using an error back

propagation (BP) algorithm is trained and tested to estimate (1) the span-wise location

of the damage ðL1Þ; (2) the approximate length of the degraded zone ðL2Þ and (3) the
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stiffness degradation factors aij for damage in the composite beam. Here, the spectral

element damage model, developed in Chap. 6 is used here to demonstrate the effec-

tiveness of feedforward network in damage detection. Among the two degraded

spectral elementmodel presented in Chap. 6, theAverageDegradedModel reported in

Sect. 6.7.2 is used in the simulation. Detailed discussion on such network models can

be found in [5]. A schematic flow-chart on the use of frequency domain spectral

analysis tools andmodel-generated data to train and test neural networks was reported

in [10]. The main difference in the strategy developed here compared to that reported

in [10] is that the measurement is assumed to be carried out at a single sensor location,

especially for univariate data (i.e., data containing the information of a single damage

configuration), whereas in [10], the data from several sensor locations (as many as the

number of input nodes) at a particular frequency need to be fed as inputs while using

that network. In the presentmodel, we assume that broadband spectral data is available

from a single sensor measurement. In SFEM, the spectral band ranges fromx1 toxN ;
whereN is the Nyquist frequency. Hence, the number of input nodes in the input layer

needs to be fixed by considering the frequency resolution in the model during training.

Therefore, if one needs to use the complete spectrum of the vector ûðxnÞi (for beam it

consists of ûo; ŵ and /̂) at the nth sampling frequency and from the ith sensor location,

then N complete sets (each containing three displacement components) of neurons in

the input layer can be included. The network model is shown in Fig. 11.14. Since the

broadband spectral data consist of real and imaginary components at every sampling

frequency, the number of neurons in the input layers is assigned as follows. First the

amplitude and phase of the spectral data for each displacement component are

Fig. 11.14 Multi-layer

perceptrons feed forward

neural network for estimation

of damage parameters from

broadband spectral data
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computed at each sampling frequency. This doubles the length of the data array.

Fig. 11.15 shows typical spectra of amplitude and phase of transverse displacement

used as the network input. The data set corresponding to the first sample (atxn ¼ 0) is

removed as it does not contribute to the dynamic characteristics. The input data to the

input layer are formed by adding one additional element of unity as input bias with the

previous array. The output from the neurons in the output layer are the damage

location ðL1Þ; the length of degraded zone ðL2Þ and the stiffness degradation factor a11
(in general a set of aij as seen inEq. 6.84 depending on the importance and reliability of

the diagnosticmeasurement). It should be noted that for higher resolution spectral data

obtained through the simulation or measurements for neural network training, the

number of neurons in the input layer will increase in proportion. As a result, the

number of hidden layers and the number of neurons in each of these hidden layers also

must increase to provide optimal evolution of the information pattern to be embedded

in the network. However, there is an inherent drawback to such a large network in that

an excessive number of hidden layers causes slower convergence in the learning when

using error back propagation. Hence, for better network performance when dealing

with spectral data having low, medium or high resolution, it is essential to restrict the

number of neurons in the input layers. Depending on the resolution (frequency

sampling) and the extent of useful diagnostic information, any FFT spectral data set

Fig. 11.15 Typical amplitude and phase spectra of transverse displacement used as the neural

network input
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can be transformed to a data set with pre-assigned and smaller dimension but having

the same bandwidth. Although we restrict our study to estimation of a single damage

configuration, the model shown in Fig. 11.14 can be extended to a two-dimensional

network to deal with broadband spectral data from multiple sensor locations. Obvi-

ously, in such a case, it would be more practical to use a number of measurement

sensors in proportion to the number of damage incidents to be monitored. However,

dealing with problems of such enormous complexity remains a future area of devel-

opment. The following network details are chosen for the training and performance

testing. A graphite–epoxy cantilever beamwith one damage configuration (defined by

the damage parameters L1; L2 and a11) as discussed Sect. 6.7.2, is considered. One

single spectral element with embedded degraded zone is used to generate the data sets.

Only the transverse displacement spectrum ŵðxnÞ obtained at the tip of the cantilever
is used. Training is carried out in sequential mode using S data sets. For each of these

cases, the FSFEM computation is performed through automated scripts by varying the

damage parameters randomly. The number of neurons in the input layer is fixed at

1023 (511 neurons for amplitude, 511 neurons for phase and one neuron for bias). The

amplitudes are normalized as

yð0Þn ¼ 1:6
�wn �Min½wn; hn�S

Max½wn; hn�S �Min½wn; hn�S

� �

� 0:8 2 ½�0:8; 0:8�; ð11:12Þ

�wn ¼ log10 ŵðxnÞj j ; hn ¼ tan�1 Im½ŵðxnÞ�

Re½ŵðxnÞ�

� �

2 ½0; 2p� ð11:13Þ

and the phases are normalized as

yð0Þn ¼ 1:6
hn �Min½wn; hn�S

Max½wn; hn�S �Min½wn; hn�S

� �

� 0:8 2 ½�0:8; 0:8�; ð11:14Þ

where Max½ �S and Min½ �S are respectively the maximum and minimum values in

the S input data set. The S output data sets are also normalized in a similar way

within the range ½�0:8; 0:8�: In the present numerical study, we have only one

hidden layer having 512 neurons. The synaptic weights between the neurons of the

input layer and the neurons of the hidden layer are initialized as a matrix

wð0Þ
ð1Þ
ð512�1023Þ: The synaptic weights between the neurons of the hidden layer and

the neurons of the output layer are initialized as a matrix wð0Þ
ð2Þ
ð3�512Þ: Both

wð0Þ
ð1Þ
ð512�1023Þ and wð0Þ

ð2Þ
ð3�512Þ consist of normally distributed random numbers

(with mean zero, variance one and standard deviation one).

11.2.4.1 Feedforward Computation

Following the standard algorithm for the feedforward MLP network [5], the input

to the mth neuron in the lth layer during the rth learning step can be expressed as
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vðrÞðlÞm ¼
X

N

n¼1

wðrÞðlÞmnyðrÞ
ðl�1Þ
n ð11:15Þ

where yðrÞðl�1Þ
n is the output of the nth neuron in the previous layer l� 1 at the rth

learning step. wðrÞðlÞmn is the synaptic weight of the mth neuron in the lth layer that is

fed from neuron n in layer l� 1: In the present case yðrÞð0Þn ¼ y
ð0Þ
n is the input

spectral data in normalized form as given in Eqs. 11.13 and 11.14, y
ð0Þ
1 ¼ þ1 is the

bias to one neuron in the input layer. yðrÞð2Þm ;m ¼ 1; 2; 3; is the output of the three

neurons in the output layer at the rth learning step, where oð2Þ ¼ fL1 L2 a11g
T
is

the expected output vector from the three neurons in the output layer. The output

of the mth neuron in the lth layer through the activation function of the input to the

mth neuron can be expressed as

yðrÞðlÞm ¼ UðlÞ
m vðrÞðlÞm

	 


: ð11:16Þ

In the present case, a bipolar sigmoidal function is given by

UðlÞ
m ¼

1� evðrÞ
ðlÞ
m

1þ evðrÞ
ðlÞ
m

ð11:17Þ

is used as the activation function in all neurons in the hidden layer as well as in the

output layer. The error signal at the output of the mth neuron in the output layer

l ¼ 2 is defined as

eðrÞðlmÞ ¼ oðlÞm � yðrÞðlÞm : ð11:18Þ

For a total number of M neurons in the output layer, the Mean Squared Error

(MSE) in the network output when training in sequential mode over S training data

sets is then defined as

MSE ¼
1

2S

X

M

m¼1

eðrÞðLÞm

h i2

: ð11:19Þ

During supervised learning, the MSE, which is also called the training error (TE),

is used as the stopping criteria over the number of epochs (number of learning

steps) when training is performed. Additional quantifications of network perfor-

mance are given by the MSE during testing, which is also called the generalization

error (GE), and the total error is given by

total error ¼
S� TEþ S0 � GE

ðSþ S0Þ
; ð11:20Þ

where S0 is the number of test data sets.
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11.2.4.2 Error Back Propagation

The error in the output signal from the neuron in the output layer (given in

Eq. 11.18) is back propagated using a gradient descent algorithm, where the local

gradient is computed as

dðrÞðlÞm ¼ ðeðrÞmÞ
ðLÞ
/m

ðLÞ0 for neuronm in output layer L

/ðlÞ0
m

P

n dðrÞ
ðlþ1Þ
n wðrÞðlþ1Þ

nm for neuronm in hidden layer l ;

(

ð11:21Þ

where /ðrÞðlÞ
0

m denotes differentiation with respect to the function argument

defined in Eqs. 11.16 and 11.17. In the next epoch r þ 1; the synaptic

weightsconnecting layer l to layer lþ 1 are updated according to the generalized

delta rule [8] as

wðr þ 1ÞðlÞmn ¼ wðrÞðlÞmn þ DwðrÞðlÞmn; ð11:22Þ

DwðrÞðlÞmn ¼ bðlÞDwðr � 1Þlmn þ gðlÞdðrÞðlÞm yðrÞðl�1Þ
m ; ð11:23Þ

where gðlÞ is the learning rate parameter and bðlÞ is the momentum constant for the

neurons in layer l:
For optimal performance of the network, especially in the present problem

where the amount of input spectral data is voluminous and highly non-smooth, it is

important to choose the learning rate parameters for each of the layers carefully.

After observation of the numerical performance of the network over a small

number of training data sets as a trial, the learning rate parameters for the neurons

in the hidden layer and output layer were fixed at gð1Þ ¼ 0:03 and gð2Þ ¼ 0:03:

Without using any momentum constant ðbðlÞ ¼ 0Þ for additional stability, good

convergence of the MSE has been achieved along with closely matching damage

parameters. The numerical results are presented in the following section.

11.2.5 Numerical Results and Discussion

The case study performed here is with the spectrum of the transverse displacement

ŵðxnÞ at the tip of the 0.8 m long graphite–epoxy cantilever beam with single

damage configuration subjected to the broadband pulse (Fig. 3.7) applied in trans-

verse direction at the tip. From SFE computation, spectral data having 512 sampling

points up to the Nyquist frequency are taken directly into the neural network training

and testing. Sampling is done at Dx ¼ 97:66 Hz. No frequency scaling or dimen-

sionality reduction is made when the data are taken for normalization. Sets of

damage parameters used during generation of input data sets for training and testing

are taken as combination of two different sets S1 and S2; where
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S1 : L1 2 ½0:1m; 0:6m� in steps of 0:1m

L2 2 ½0:01m; 0:21m� in steps of 0:05m

a11 2 ½0:1; 0:9� in steps of 0:2

S2 : L1 2 ½0:2m; 0:45m� in steps of 0:05m

L2 2 ½0:01m; 0:26m� in steps of 0:05m

a11 2 ½0:1; 0:85� in steps of 0:15

The total number of training data sets is 316 and the total number of test data

sets is 20 (randomly selected from S1). Table 11.3 shows the error-level in the

network output after 600 epochs. It can be seen that the error in a11 is highest.

Although one can proceed with training the network further to obtain optimal

network parameters, the network performance at the end of 600 epochs shows

acceptable accuracy in estimating the damage parameters. The accuracy of these

results is discussed next. Figure 11.16a, b show the nature of neural estimation

compared to the actual values of L1 during training and testing respectively.

Similar comparisons for L2 and a are shown in Figs. 11.17a, b and 11.18a, b

respectively. It can be seen from these figures that L1 is estimated most accu-

rately, except for test sample number 18. Corresponding actual damage param-

eters are L1 ¼ 0:3m; L2 ¼ 0:15m and a11 ¼ 0:3: Interestingly, L2 ¼ 0:15 m

represents, comparatively, a large-size damage. However, the L1 ¼ 0:3 m i.e.,

the first interface where the waves are scattered, is sufficiently far away, hence is

expected to transmit less energy through the first interface into the damaged

zone. The corresponding a11 ¼ 0:3 indicates very high degradation in stiffness,

so that it is obvious that only a very small amount of energy is left to scatter

back from the second interface (with L2 information) and arrive at the mea-

surement location (cantilever tip). This is why L2 is predicted with maximum

deviation from the actual for test sample number 18. Subsequently, a11 is also

predicted for this sample with maximum error (see Table 11.3). Table 11.3 also

indicates small training and testing errors, which shows the generalization

capability of the network. However, the overall estimate of the damage

parameters is made with acceptable accuracy.

Table 11.3 Error-level in

the network output after 600

epochs

L1 L2 a11

ðTEÞ1=2 0.0095 0.0304 0.0115

ðGEÞ1=2 0.0224 0.0265 0.0632

ðTotal errorÞ1=2 0.0141 0.0100 0.0332

Maximum error 0.0412 0.0632 0.1749
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11.2.5.1 Effect of Noise

Noise is inherent to any spectral estimation from on-line sensor signals, especially

in SHM based on acoustic wave excitation. This is because of (1) features due to

manufacturing defects in the structure, (2) ambient environment and interference

in the sensor hardware, (3) limitations on the transducer bandwidth, and (4) other

unknown sources of scattered waves which are unaccounted for in the case of finite

element model-based training of the neural network. Therefore, it is important to

study the effect of different levels of noise on the network, which has already been

trained. To numerically simulate such a situation, random noise is added to some

of the test data sets. This is done by adding noise to the amplitude and phase of the

spectra separately. Only those data sets are selected for which the addition of noise

does not exceed the normalization range ½�0:8; 0:8� for which that network has

already been trained.

Figures 11.19, 11.20 and 11.21 show the percentage deviation of the estimated

L1; L2 and a11 with respect to the actual values in the presence of a noise-to-signal

ratio up to 10%: In these figures, the results are shown for three different sets A, B

and C of damage parameters. These three sets correspond to test sample numbers

Fig. 11.16 Actual and estimated values of damage location L1 during a training and b testing at

the end of 600 epochs

11.2 Artificial Neural Networks 489



4, 6 and 8 (see Figs. 11.16, 11.17, 11.18). It can be seen from Fig. 11.20 that L2 is

highly sensitive to noise, whereas Fig. 11.21 shows that a11 is less sensitive to

noise until high noise-to-signal levels are present. It can also be noted from

Figs. 11.18 and 11.21 that a11 of Set B (test sample number 6) is estimated

accurately and so also is L1 of Set B (as seen from Figs. 11.16, 11.19). On the

other hand, since the estimation of L2 of Set B is less accurate in the absence of

noise (see Fig. 11.17), it is further affected leading to a higher sensitivity to noise.

11.3 Summary

In this chapter, the use of soft computing tool such as GA and ANN for damage

detection under spectral FE environment is demonstrated. Both these approaches

needs a number of measured experimental responses, which in this chapter were

generated using the simplified spectral element damaged models described in

Chap. 6. The chapter first gave a overall GA procedure and its implementation

under spectral FE environment for damage detection. Various objective functions

and their merits and demerits for damage detection is discussed in detail.

Fig. 11.17 Actual and estimated values of damage size L2 during a training and b testing at the

end of 600 epochs
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A number of examples involving detection of location, size and depth is given to

demonstrate the efficiency of GA under SFEM. In the next part of the chapter, the

procedure to detect damage using ANN is discussed. This part began with the

Fig. 11.18 Actual and estimated values of stiffness degradation factor a11 during a training and

b testing at the end of 600 epochs

Fig. 11.19 Percentage

deviation of estimated L1
compared to the actuals when

using a noisy input to the

neural network during testing
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definition and components of a neural network. In particular, the choice of weight

functions, their merits and demerits in the context of damage detection is dis-

cussed. Next, the implementation of this technique under SFEM is given, which

includes the complete network design. The efficiency of the designed network to

detect the degraded zones in a composite beam is demonstrated. This study

includes the detection studies using noise polluted responses. These studies shows

that the time taken for identifying many damage parameters by both GA and ANN

approaches is quite small compared to other optimization based techniques.

Fig. 11.20 Percentage

deviation of estimated L2
compared to the actuals when

using a noisy input to the

neural network during testing

Fig. 11.21 Percentage

deviation of estimated a11
compared to the actuals while

using noisy input to the

neural network during testing
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Damage localization, 448

phase gradient, 436, 437, 441

Daubechies basis function, 110
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rods, 183
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Energy functional, 41
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DFT, 70, 97, 99, 101, 111, 178, 319

FFT, 35, 101, 99, 110, 177, 356

Fourier series, 99, 110, 179, 198
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Lagrange multiplier, 361–362

Lagrange polynomials, 339

Lamb wave, 220, 241, 429, 437

antisymmetric, 22, 352, 355, 358, 386, 436

composites, 190

directional excitation, 384

dispersion, 211, 443

experimental validation, 358

modeling, 350

modes determination, 198

non-linear optimization, 211

propagation, 211

reflection/conversion coefficients,
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Matrix cracking, 219

Matrix debonding, 254

Mean squared error, 486
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review, 220
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Spectral element, 157, 158
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notched beam, 289
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anisotropic plate throw-off element, 201

average degraded model, 260, 483
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surface breaking crack, 235

WSFEM isotropic rods, 184
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Spectral element method, 351
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SV waves, 374, 384
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Theory of elasticity, 41
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Wave propagation
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