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Preface

Spoken dialogue systems have become an increasingly important interface

between humans and computers as they constitute the most natural way of

communication.

This book covers all key topics in spoken language dialogue interaction from

a variety of leading researchers. It brings together several perspectives in the

areas of spoken dialogue analysis (Chapters 1-3), processing emotions in di-

alogue (Chapters 4-5), multimodality (Chapters 6-9) as well as resources and

evaluation (Chapters 10-11).

The book is based on a selected subset of papers from the International

Workshop on Spoken Dialogue Systems Technology (IWSDS) held at Kloster

Irsee, Germany in 2009. There, the latest formal, corpus-based, implementa-

tional and analytical work on spoken dialogue systems technology have been

discussed among researchers and developers in the area, from both industry

and academia. The IWSDS workshop series (former Tutorial and Research

Workshop Series at Kloster Irsee) provides since 1999 a regular forum for the

presentation of research in the discourse and dialogue area to both the larger

Spoken Dialogue Systems community as well as to researchers outside this

community.

The 2009 workshop programme featured 36 papers from more than 14 dif-

ferent countries representing the 3 continents. Of these nine were invited for

publication in this book along with two papers by invited speakers, i.e. a to-

tal of eleven papers. All workshop papers were extended and revised before

they were submitted as book chapters. Each chapter has subsequently been

reviewed by at least two reviewers and further improved on the basis of their

comments.

We would like to thank all those who contributed to and helped us in prepar-

ing this book. In particular we would like to express our gratitude to the fol-

lowing reviewers for their valuable comments and criticism on the submitted

drafts of the book chapters: Jan Alexandersson, Hélène Bonneau-Maynard,

Rainer Gruhn, Joakim Gustafson, Li Haizhou, Gerhard Hanrieder, Paul Heis-

terkamp, Harald Hüning, Tatsuya Kawahara, HongKook Kim, Lin-Shan Lee,

López-Cózar, Mike McTear, Sebastian Möller, Mikio Nakano, Elmar Nöth,
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Tim Paek, Patrick Paroubek, Norbert Reithinger, Laurent Romary, Gabriel

Skantze and Harald Traue. We are also grateful to Kseniya Zablostkaya and

Sergey Zablotskiy at the Institute of Information Technology at the University

of Ulm for their support in editing the book.

In the following we give an overview of the book contents by providing

excerpts of the chapter abstracts.

Spoken Dialogue Analysis In Chapter 1 Raab et al. propose a solution

for automatically recognizing several languages simultaneously (Raab et al.,

2010). Keeping the recognition feasible on embedded systems and handling

the native speech of the user with highest priority constitute the main goals.

The authors describe experiments that address the impact of non-native accent.

One potential application of the approach is to extend existing in-car infotain-

ment systems to international navigation input and music selection via voice.

Misu et al. propose in Chapter 2 an efficient online learning method for

dialogue management using speech (Misu et al., 2010). The method is based

on the Bayes risk criterion for document retrieval. The framework has been

extended to be trainable via online learning. The performance is evaluated

and compared with a reinforcement learning method in terms of convergence

speed.

According to Lopez-Cozar et al. (Chapter 3) continuous advances in the

field of spoken dialogue systems make the processes of design, implementa-

tion and evaluation increasingly complex (López-Cózar et al., 2010). A tech-

nique which has attracted interest during the last decades is based on the au-

tomatic generation of dialogues between the system and a user simulator. The

authors describe the main methodologies and techniques developed to create

such user simulators. Additionally, a user simulation technique is proposed. It

is based on a novel approach to simulating different levels of user cooperative-

ness, which allows carrying out a more detailed system assessment.

Processing Emotions in Dialogue In Chapter 4 Polzehl et al. report

on performance optimization techniques for anger classifcation using acoustic

cues (Polzehl et al., 2010). The authors evaluate the performance of a broad

variety of features on voice portal databases which contain non-acted, contin-

uous speech of narrow-band quality. After determining optimal sets of feature

combinations, classification scores have been calculated using discriminative

training and Support-Vector Machine classifcation.

Psychomimes have become increasingly important as they reflect the emo-

tional status of the speaker and frequently appear in communication. Kuro-

sawa et al. experimentally classified psychomimes (Chapter 5) by using a

self-organizing map algorithm as the basis of implementing a spoken dialogue

application with emotional agents (Kurosawa et al., 2010). The results are
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represented as maps with meaningful three-vector dimensions, i.e., three verb

classes are assigned using a thesaurus dictionary.

Multimodality Spoken dialogue technology has developed considerably

over the past thirty years both in terms of research activity and commercially

deployed applications. In Chapter 6 McTear presents an overview of trends

in dialogue research based on an analysis of papers from past Eurospeech-

Interspeech conferences (McTear, 2010). Some challenges are identified, in

particular, the issues faced when building viable end-to-end dialogue systems.

Diffculties are often encountered when trying to access the many resources and

toolkits that are required for dialogue research. The chapter concludes with a

discussion of some opportunities for future research, including the integration

of dialogue technology into voice search applications and the application of

spoken dialogue technology in ambient intelligence environments.

Partially Observable Markov Decision Processes (POMDPs) are applied in

action control to manage and support natural dialogue communication with

conversational agents. In Chapter 7, Minami et al. present an approach to

resolve robustnesss and flexibility issues by applying rewards, from statistics

of agent action predictive probabilities, to POMDP value iterations (Minami

et al., 2010). These rewards can generate an action sequence whose predictive

distribution is maximized under POMDP conditions.

In Chapter 8 Araki and Hatori present a novel rapid prototyping method

for a spoken multimodal dialogue system (Araki and Hattori, 2010). In con-

trast to previous approaches that define individual dialogue states the proposed

method automatically generates these states from a data model definition. The

authors show rapid development examples of various types of spoken multi-

modal dialogue systems.

In Chapter 9, Weiss et al. discuss the contributions of different modalities to

the overall quality of multimodal interaction (Weiss et al., 2010). The authors

present experimental results from several multimodal scenarios, involving dif-

ferent interaction paradigms, degrees of interactivity, and modalities. The re-

sults show that the impact of each modality on overall quality in interaction

significantly depends on the scenario and degree of interactivity.

Resources and Evaluation Chapter 10 by Ohtake et al. introduce

a new corpus of consulting dialogues designed for training a dialogue man-

ager (Ohtake et al., 2010). The authors have collected more than 150 hours

of dialogues in a tourist guidance domain. The chapter outlines the employed

taxonomy of dialogue act annotation.

Statistical modeling for dialogue systems development requires large

amounts of dialogues annotated with function labels (usually dialogue acts).

This annotation is a time-consuming process. In Chapter 11 Tamarit et al.
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compare two statistical models for dialogue annotation, a classical Hidden

Markov Model and a novel N-gram Transducers model (Tamarit et al., 2010).

This latter one should allow for faster data annotation. A comparison between

both models is performed on two standard corpora.

Wolfgang Minker

Ulm University

Germany
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1. Introduction 2
2. Literature Review 3
3. Approach 5
4. Experimental Setup 5
5. Accent Adaptation 7
6. Scalable Architecture 15
7. Summary 24
References 25

2
Online Learning of Bayes Risk-Based Optimization 29

Teruhisa Misu, Komei Sugiura , Tatsuya Kawahara and Kiyonori Ohtake,
Chiori Hori, Hideki Kashioka, Satoshi Nakamura

1. Introduction 30
2. Dialogue Management and Response Generation in Document

Retrieval System 32
3. Optimization of Dialogue Management in Document Retrieval

System 37
4. Online Learning of Bayes Risk-based Dialogue Management 42
5. Evaluation of Online Learning Methods 46
6. Conclusions 48
References 49

3
Towards Fine-Grain User-Simulation For Spoken Dialogue Systems 53
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Abstract A key component for the successful provision of spoken dialogue systems is

speech recognition. The capabilities of the applied speech recognizer influence

many other design criteria for spoken dialogue systems.

problem of multilingual speech for speech recognizers is analyzed and a solution

for recognizing many languages simultaneously is proposed. Two main design

ded systems and to handle the native speech of the user with highest priority. In

addition, experiments are described that address the effect of non-native accent.

With the help of the added multilinguality, existing in-car infotainment systems

can be extended to international navigation input and music selection via voice.

Keywords: Speech recognition; Non-native; Embedded.

W. Minker et al. (eds.), Spoken Dialogue Systems Technology and Design,

In this chapter, the

1

goals for the described system were to keep the recognition feasible on embed-

DOI 10.1007/978-1-4419-7934-6_1, © Springer Science+Business Media, LLC 2011 

mailto:raab@informatik.uni-erlangen.de
mailto:gruhn@alumni.uni-ulm.de
mailto:noeth@informatik.uni-erlangen.de


2 SPOKEN DIALOGUE SYSTEMS TECHNOLOGY AND DESIGN

1. Introduction

It is a frequent problem that spoken dialogue systems have to handle spe-

ech from multiple languages. One example are speech operated navigation

systems that should allow destination input for many countries. In the near

future companies are also preparing to launch music players that are operated

via speech. A major problem in these applications is that the dialogue systems

operate with constrained resources, and current speech recognition technology

typically requires more resources for each language that has to be covered.

As this chapter focuses mainly on speech recognition, it is necessary to un-

derstand what components are involved in a speech recognition system, and

how it is linked to the spoken dialogue system. Therefore Figure 1 depicts a

semi-continuous speech recognition system as it is applied in the experiments.
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Figure 1. Overview of a semi-continuous speech recognition system. The incoming speech

signal is first reduced to a feature vector that contains the most relevant information. This vector

is matched against Gaussians in the codebook, and the corresponding probabilities are passed

to the decoder that considers three knowledge sources to find the most likely speech utterance

that it passes to the speech dialogue system.

The backbone of the whole process is the pattern matching with Hidden

Markov Models (HMMs) and Gaussians in the acoustic model. In our special

case, we work with one codebook, i.e. with one set of Gaussians that is shared

across all HMMs. This allows to evaluate the Gaussians separately in the vec-

tor quantization step, and keeps the total number of Gaussians limited, which

is important for resource constrained systems. In this process the Gaussians

are responsible for the judgment of individual feature vectors, and the HMM

structure models the change of the feature vectors over time. The other compo-

nents like the lexicon and the language model represent additional knowledge

sources that can help to retrieve correct decisions in case of almost equal hy-
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potheses. For further details of speech recognition systems, see (Huang et al.,

2001).

The rest of this chapter is organized as follows. As we discuss quite a lot

of literature from the field of speech recognition we decided to have a separate

Section 2 for our literature review. Based on the findings from the literature,

Section 3 gives a brief overview of the experiments and approaches in this

work. Section 4 then presents the experimental setup. Section 5 and 6 report

experiments. The first one focuses on accent adaptation and the second one

tests the combination of the most promising adaptation technique with a new

method for the generation of multilingual acoustic models. Finally, Section 7

summarizes the findings from this chapter.

2. Literature Review

2.1 Review of Multilingual Speech Recognition

A common method for multilingual speech recognition is to model sim-

ilar sounds in different languages with the same models. In this approach,

phonemes from different languages can share one acoustic model when they

have the same IPA (International Phonetic Alphabet, (Ladefoged, 1990)) sym-

bol. Examples are (Koehler, 2001; Schultz and Waibel, 2001; Niesler, 2006).

The sharing can also be based on acoustic model similarity determined by a

distance measure. For example, Koehler (2001) and P. Dalsgaard et al. (1998)

measure the log-likelihood difference on development data to determine the

similarity of phonemes, as motivated by Juang and Rabiner (1985).

The advantages of all these approaches are that they cover many languages

with much less parameters than a combination of all the monolingual recog-

nizers. Thus they are very appropriate in all cases where one really needs all

languages equally. However, in the examples mentioned at the beginning, the

languages are not of equal importance. There is one device, which is typi-

cally owned by one user with one native language and that language is more

important for the system than the other languages as the user usually utters

commands, spellings and digit sequences in that language. Hence it is vital for

a commercial system to recognize this main language with maximum perfor-

mance.

Motivated by the finding that parameter sharing achieves better performance

than sharing of full Hidden Markov Models (HMM) (Koehler, 2001), we de-

veloped the Multilingual Weighted Codebooks (MWC) algorithm for semi-

continuous HMMs (Raab et al., 2008a; Raab et al., 2008b). The advantage of

semi-continuous HMMs is that all HMMs use one codebook with a small num-

ber of Gaussians compared to the number of Gaussians that are used in con-

tinuous HMMs. However, the performance of a semi-continuous HMM with

a suboptimal codebook from a foreign language is significantly reduced (Raab
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et al., 2008b). The MWCs solve this problem by adding the most different

Gaussians from the foreign language codebooks to the main language code-

book.

2.2 Review of Non-Native Speech Recognition

An additional problem in this scenario is that the users are not perfect in the

pronunciation of the foreign city names or the foreign song titles. They utter

the utterances with non-native accent. This accent is amongst others influenced

by the native language of the user (the main language of the system).

In the second part of our literature review we consider the work that has been

done on non-native speech recognition. Tomokiyo and Waibel (2001) present

several results with different adaptation techniques and achieve up to 30% rel.

Word Error Rate (WER) improvement. Bouselmi et al. (2007) introduce con-

fusion based acoustic model integration that allows additional HMM structures

for frequently confused phoneme models. They report improvements of up to

70% rel. WER and an absolute Word Accuracy (WA) of up to 98.0% without

speaker adaptation on the Hiwire test data (Segura et al., 2007) that we also

use. However, using the Hiwire data for adaptation and testing is likely to give

good results as the lexicon size is very limited and the same speakers are in the

adaptation and test set (Lang, 2009).

There are also many works that seem to indicate that solely modifying the

lexicon cannot achieve comparable improvements as acoustic model adapta-

tion. For example, Gruhn et al. (2004) achieve about 11% relative WER

improvement with rescoring with statistical pronunciation HMMs for many

language pairs. Amdal et al. (2000) get only 3% relative improvement with

rules extracted from non-native phoneme recognition results. However, Kim et

al. (2007) obtain up to 19% relative WER improvement for Korean by Chinese

speakers with rules derived via a decision tree.

The discussed adaptation methods have the drawback that they need de-

velopment data from the corresponding accents. An overview of existing

databases can be found in (Raab et al., 2007). The biggest database known to

the authors covers almost 30 different accents (Schaden, 2006), but there are a

lot more accents that are not covered. Therefore other techniques try to circum-

vent the need for special training or adaptation data. For example, Bartkova

and Jouvet (2006) and Goronzy et al. (2001) use manually derived pronuncia-

tion rules for the modification of lexicons. However, their approaches require

expensive human work and achieve only moderate improvements in the range

of 15% to 30% rel. WER.

Special training data can also be avoided if the required information about

a non-native accent is derived from a comparison of the native language of

the speaker and the spoken language. Witt (1999) proposes three different
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algorithms for this, amongst other model merging. Improvements of up to 27%

rel. WER are reported for the methods without online adaptation. However,

the work of Witt was performed on continuous HMMs and cannot directly be

applied to a semi-continuous HMM. Witt’s algorithms do also benefit from

adding Gaussians from other languages, so there is the question to what extent

for example model merging can add on top of MWCs. The same question

arises with work from (Tan and Besacier, 2007a).

3. Approach

Based on the findings in the first part of our literature review, we decided

to use MWCs as this data driven model sharing technique has the advantage

that it does not degrade the performance on the additional languages. The sec-

ond part of the literature review showed that many works present very good

improvements with non-native data. However, often the results yield the ad-

vantage that data from the same speakers is used for adaptation and for testing.

In one of our experiments we therefore analyze how the effects change if we

remove this additional adaptation benefit. In the the same set of experiments,

we analyze the effect of different amounts of training data for context depen-

dent and context independent modeling for non-native speech. We also verify

that model merging helps for semi-continuous systems. All these experiments

will show that MWCs are an appropriate technique for the efficient modeling

of non-native speech.

Finally, we treat one of the major drawbacks of the MWC approach, the

increased training effort. While from a purely theoretical point of view such a

problem can be neglected, an exponential dependency on the number of lan-

guages supported will probably prevent every algorithm to be applied in real

world commercial products for more than a couple of languages. We therefore

propose projections between Gaussian spaces as an alternative to time con-

suming retraining, and together with the MWC algorithm this forms a scalable

architecture that can be tailored according to the current user needs. Regard-

ing this last aspect, different projections were proposed by (Raab et al., 2009b)

and (Raab et al., 2009a). In this chapter, we show for the first time the effects of

the combination of the MWC approach and the idea of the projections between

Gaussian spaces.

4. Experimental Setup

4.1 Training and Test Data

Our semi-continuous speech recognizer uses 11 MFCCs with their first

and second derivatives per frame. Monolingual recognizers for English,

French, German, Spanish and Italian are each trained on 200 hours of Speecon
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data (Iskra et al., 2002) with 1024 Gaussians in the codebook. The HMMs are

context dependent and the codebook for each language is different.

Table 1 describes the native test sets and Table 2 the non-native test sets.

All results will be reported in Word Accuracy (WA). The native tests are city

names from a Nuance internal database.

Table 1. Descriptions of the native test set for each language.

Testset Language Words Vocabulary

GE City German 2005 2498

US City English 852 500

IT City Italian 2000 2000

FR City French 3308 2000

SP City Spanish 5143 3672

Table 2. Description of the non-native test sets.

Testset Accent Words Vocabulary

Hiwire IT Italian 3482 140

Hiwire FR French 5192 140

Hiwire SP Spanish 1759 140

Hiwire GR Greek 3526 140

IFS MP3 German 831 63

The first four non-native test sets contain command and control utterances

in accented English from the Hiwire database (Segura et al., 2007). The Hiwire

database was identified as the most appropriate existing and available database

after a review of existing non-native databases (Raab et al., 2007). To indicate

that the language information in the test name only specifies the accent, the lan-

guage information is given after the test name. The last non-native accent test

was collected specifically for this work and contains Italian, French and Span-

ish song titles names spoken by Germans. A key difference for this last test is

that the speakers sometimes had to pronounce utterances from a language that

they cannot speak.

For some experiments development data was applied. Utterances from

two different databases are used for adaptation. The development sets for

Hiwire are very similar to the Hiwire test sets and as specified in the Hi-

wire database (Segura et al., 2007). The Hiwire development sets are non-

overlapping with the Hiwire test sets, but they have the same speakers and

cover consequently the same accents as the Hiwire tests.
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However, as most of the experiments are tested on data from the Hiwire cor-

pus, the question was if the observed improvements are only due to adaptation

to non-native speech, or if other issues like adaptation to the recording condi-

tions did also improve the performance. Therefore 80% of the speech from the

ISLE Corpus (Interactive Spoken Language Education, (Menzel et al., 2000))

constitutes a second development set. Altogether, the ISLE development set

contained 4446 utterances of German speakers and 4207 utterances of Italian

speakers. The utterances style (natural sentences) is different to Hiwire, but

this is less relevant, as the algorithms focus only on the acoustic realization of

phonemes.

4.2 Benchmark System

The starting point for our comparison systems are trained monolingual semi-

continuous HMM speech recognizers. This means that we have trained tri-

phone models for all languages.

The benchmark system for the recognition of multiple languages combines

all triphone models in one large model set. This is nothing else than evaluating

all monolingual recognizers in parallel. Thus this system can achieve mono-

lingual performance in all languages. However, in this approach all Gaussians

from all languages that are currently set active for recognition have to be eval-

uated. This violates the motivation for the use of a semi-continuous system

as no longer only one fixed number of Gaussians has to be evaluated for all

models. To summarize, this approach can be considered as an upper bound

in performance, but requires a linear increase of resources on the embedded

system with the number of considered languages.

5. Accent Adaptation

5.1 Monophones vs. Triphones

In our first set of experiments we analyze the effect of more native training

data for non-native speech recognition. On the one hand, it could be that the

sharp modeling of context dependencies will not help as non-native speakers

are not able to adhere to these subtle rules, as indicated in experiments in (Tan

and Besacier, 2007b). On the other hand, experiments in (He and Zhao, 2001)

showed that significant benefits can be obtained with context dependent mod-

els. Of course, such observations depend on the fluency of the speakers tested.

Figure 2 evaluates these issues for one native English city test and four non-

native tests. The lines show a couple of interesting aspects. First, as expected,

for native speech context dependent modeling is much better than context inde-

pendent modeling in all cases. Second, the non-native tests also benefit from

more native training data, and third, when a large amount of data is applied
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Figure 2. Comparison of monophones vs. triphones with different amounts of training data

for non-native speech. In all tests more data helps more for the context dependent triphones.

The results also show that while the difference is not as high as for the native city test, the

performance on non-native speech with context dependent models is in average better than the

context independent models if a large amount of training data is used.

(500 hours1), the performance of context dependent modeling is clearly better

for Spanish and Italian accented speech, and similar to context independent

modeling for the other two non-native tests.

Due to these results, we applied context dependent models in the following

experiments to have the potential to benefit from more native training, which

is today accumulating at large companies as never before.

5.2 Multilingual MWC System

In the Multilingual Weighted Codebook (MWC) system the goals are to

recognize many languages with limited decoding resources and to have mono-

lingual performance for the native language of the user.

Figure 3 shows that our MWC systems are basically build like monolingual

systems. From left to right, the following happens. First, one large HMM

model set is generated that contains all HMM models of both languages. All

these HMMs are untrained at this stage. Then, the HMMs that belong to one

language are trained with speech from that language. This happens iteratively

till all HMMs are trained. The only difference to training monolingual recog-

nizers is the MWC itself.



Multilingual Speech Interfaces for Resource-Constrained Dialogue Systems 9

GE

HMM

US

HMM

US

HMM

GE

HMM

GE

Speech

US

Speech

US

HMM

GE

HMM

US

HMM

GE

HMM
Training

MWC

Codebook

Training

Figure 3. Generation of the multilingual system at the example of a bilingual German/English

system. The HMMs for both languages are trained as usual, the German ones with German

speech, and the English ones with English speech. The only difference to a monolingual system

is that a multilingual codebook is applied.

The basic idea of an MWC is that it contains all Gaussians from the main

language of the speaker and the most different Gaussians from the other mod-

eled languages. The complete inclusion of the main language Gaussians guar-

antees optimal performance for the main language of the speaker. The addi-

tional Gaussians ensure that the errors made by the vector quantization step

are kept at a small magnitude, and due to the fact that many Gaussians are not

added, that the overall size of an MWC is much smaller than a simple pool of

all Gaussians from all languages. More details about the MWC generation can

be found in (Raab et al., 2008a) and (Raab et al., 2008b).

There are two aspects of interest regarding the MWC system. How well

can it recognize very fluent speakers, and how does it perform for stronger

accented speakers.

To analyze the first aspect an MWC system based on a German codebook is

tested on native city names from several languages. Figure 4 shows the strong

benefits for the modeling of foreign sounds if additional Gaussians are allowed.
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In fact, the baseline system is in this case an acoustic model that only applies

Gaussians from the German codebook. The benchmark system is as described

in Section 2 the monolingual system for each language and thus needs 5120

Gaussians for the recognition of all languages.
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Figure 4. MWC performance starting from a German codebook with 1024 Gaussians for five

languages. The x-axis indicates the total number of Gaussians, 1424 means for example that

400 Gaussians were added from the 4096 Gaussians of the other four languages.

Two more comments about the results in Figure 4 might be helpful. First,

the different behavior of the German test is reasonable, as all system always

have all Gaussians that stem from the German codebook. Second, the WA

differences between the languages are due to different noise conditions in the

different tests and are less relevant here.

The second question is how the performance difference between the MWC

system and the benchmark system changes for average non-native speakers.

This question is analyzed in Figure 5. The results demonstrate that the re-

placement of the codebook of the spoken language by the native codebook is

actually an efficient method for modeling the accent of the speakers as long as

the speakers are familiar with the correct pronunciation of the utterances. This

is the case for the three Hiwire tests. For them, the improvement can be up to

25% rel. WER.

However, Figure 5 also clearly shows that in the case when speakers do

not know the origin of the song title and/or cannot speak the corresponding

language no improvements are observed. One reason for this is probably that

in this work only the phoneme sequence of the correct language is allowed. At

this point, further work is required, to evaluate how misjudged language origins
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Figure 5. MWCs on non-native speech. The main language is always the native language of

the current speaker group. The x-axis indicates how many Gaussians have been added from the

four other languages.

can be handled. For example, acoustic language detection could help here to

add the phoneme sequences of the language that the system has detected. The

rest of this work concentrates on the behaviour in the case when the speakers

know the correct pronunciation of the utterances they have to speak.

Another observation for average fluent speakers is that the addition of Gaus-

sians does not help. However, it also does not reduce the performance, and

together with the results from Figure 4 this means that an MWC system with

400 or 800 additional Gaussians has good performance for almost fluent and

less fluent non-native speakers.

5.3 Model Merging

Model merging is a technique that was first proposed by (Witt and Young,

1999). In their work, improvements of up to 27% WER were achieved with-

out additional adaptation data. The basic idea is to find similar sounds in the

spoken language and the native language of the speaker and to create a new

HMM that contains Gaussians from both languages. Thus it is to some extend

similar to the MWC approach, however, there is also the additional factor that

the mixture weights of the Gaussians are modified to keep the constraint that

all mixture weights sum up to one.

In this work, the original approach had to be modified in several ways. First,

adding all additional Gaussians is not an option, as this is basically just our
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benchmark system and not desirable in resource constrained systems. Second,

their method for determining if a sound is similar was also very expensive and

included manual checks by humans. In our commercial scenario with hun-

dreds of targeted accents, this should be avoided. We therefore compared the

expected value of the feature vector for each HMM state and determined sim-

ilarity by a Mahalanobis distance between these expected values. This proce-

dure is described in more detail in the projection section in this chapter. Finally,

to avoid the addition of Gaussians we worked only with acoustic models that

are trained on the same codebook, thus there were no additional Gaussians,

and model merging reduced to a weighted combination of mixture weights for

each state, meaning

ci = α ai + (1 − α) bi,

where ci is the mixture weight for Gaussian i of the generated HMM and ai
and bi are the mixture weights for the same Gaussian in a similar sound in the

spoken and in the native language. α determines the influence of the native

language of the speaker, and can vary between 0 and 1.

In a first experiment, we started from the native English system. In this case,

as in the mentioned paper, significant improvements were achieved, even with-

out additional Gaussians. The results are shown in Table 3 for three successful

weight settings of alpha. However, the same table also shows that replacing

the codebook yields better performance. We also tried to combine the two ef-

fects, and tested model merging on the native language codebooks, however

no additional improvements were observed.

Table 3. Performance of model merging. Line 1 shows the performance of our monolingual

English system. Line 2-4 show the performance of systems with an English codebook that are

merged with models from the native language of the speakers with the specified value of alpha.

Finally, Line 5-7 show in comparison the results when the codebook is replaced by the native

language codebook.

Codebook alpha Hiwire IT Hiwire FR Hiwire SP

English 0 81.6 83.9 82.5

English 0.1 82.2 84.8 84.1

English 0.2 83.8 85.0 84.4

English 0.3 83.4 84.9 84.9

English 0.4 83.1 84.7 84.8

Italian 0 86.2 - -

French 0 - 86.0 -

Spanish 0 - - 86.6

Our conclusions from these results are that model merging can also be ap-

plied to semi-continuous HMM systems to achieve improvements of up to 14%
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rel. WER. The improvements are less pronounced as in the original work, as

model merging in our case does not include the addition of relevant Gaussians.

In fact, our results show that a replacement of the Gaussians alone is sufficient,

and a combination of both techniques gives no additional improvements. How-

ever, although this is a reasonable decision for the scenario described in this

work, in a scenario that only has to recognize English speech, model merging

remains an appropriate technique to model different accents of English effi-

ciently.

5.4 Adaptation with Non-Native Speech

A common method to improve the modeling of non-native speech is also to

use some non-native adaptation data. In our scenario this is, as stated in the

introduction, not very desirable, as hundreds of accents should be supported

and therefore many data collections would be needed. Nevertheless, it is an in-

teresting question how much can be gained with appropriate training data, and

how the performance changes if data from other speakers and other databases

is applied.

In the first experiment, our monolingual English system is retrained with

non-native speech from the Hiwire database. Figure 6 shows as expected that

retraining is in all cases significantly better than the native system alone. These

tests are again performed both for context dependent and context independent

models. Among others the results show again that well trained triphones tend

to outperform monophones. However, the major observation in this experiment

is that improvements of more than 80% rel. WER are achieved.

Yet, these improvements might be hard to replicate in real scenarios as in

many situations users will not like to have to train their system for one or two

hours before they can use it, and the training data may also stem from another

recording scenario as the actual test data. To evaluate these aspects, a second

experiment was performed. This time development data from the ISLE corpus

is applied. However, the tests remain from the Hiwire corpus.

Figure 7 shows the significant impact this change yields for the recogni-

tion performance. The different adaptation data, although it is actually 2-3

times more adaptation data than the Hiwire data, does not give comparable im-

provements as the adaptation data from the same speakers. In fact, the context

dependent models become worse. Nevertheless, the monophone system still

outperforms the native benchmark system by 33% rel. WER.

However, due to the high development costs as well as the corresponding

follow up costs (systems have to be built for all accents, have to be provided

to customers and maintained) the accent adaptation described in this section

is probably out of scope for current spoken dialogue systems. Some of these

arguments are actually also preventing large scale application of the previously
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Figure 6. Retraining and testing on Hiwire. The vertical languages at the x-axis indicate

which of the Hiwire development sets was applied. The results are reported for all four accents

of the Hiwire database individually and for all accents together.
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Figure 7. Retraining on ISLE and testing on Hiwire.

mentioned approaches. However, the following section will show how these

problems can be at least partially circumvented for MWC systems, for exam-

ple.
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6. Scalable Architecture

In the previous section it was shown that there are a couple of ways to im-

prove the modeling of non-native speech. For our scenario of one user of the

system who is mainly interacting in his native language, but sometimes has to

use words from foreign languages, the MWC approach is promising, as it does

not require additional data collections and performs very well for the native

language of the speaker.

Nevertheless, the MWC has to some extent the same problems as the other

approaches, for example, specific systems have to be built and maintained for

every accent. However, the actual creation of the codebook is less the problem,

it is more the fact that only once the codebook is determined the HMMs that

model the sounds can be estimated. In this section we will show that this

issue can be circumvented with projections between Gaussian Mixture Models

(GMMs).

6.1 Projections between GMMs

As discussed, the main problem with the provision of MWC systems for

many accents is that the number of acoustic models that need to be trained

grows exponentially with the number of languages supported. A training of a

speech recognizer still takes a couple of hours on a current desktop computer,

and thus prevents the application of this technique for many languages. How-

ever, the process is also very redundant, as HMMs for the same sound have

to estimated over and over again. This is depicted in Figure 8. Figure 8 also

indicates that this problem can be avoided if there is a way to project the es-

timated distribution of one sound to another set of Gaussians. In this case, no

retraining would need to be performed. Our first approach to this task was to

minimize a distance between two Gaussian mixture models.
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Figure 8. Motivation for the projection algorithm. The left L2 model and L2 Gaussians are

from a monolingual acoustic model. In a multilingual system, different Gaussians (L1 Gaus-

sians) have to be used. The idea is to project the L2 model to the L1 Gaussians to have a

representation of the model that does not need additional Gaussians.
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In the literature, many distances or divergences between GMMs are pro-

posed, like the Kullback Leibler divergence, the likelihood on a development

set (Juang and Rabiner, 1985) or the L2 distance (Jian and Vemuri, 2005). We

chose the L2 distance, as it is the only one of them that can be solved ana-

lytically. The L2 distance between two Gaussian mixture models A and B is

defined as follows:

DL2(A,B) =

∫
(αTa(x) − βTb(x))2dx, (1.1)

α and β are the weight vectors of the Gaussian vectors a and b.

α =

⎛
⎜⎜⎜⎝

wa
1

wa
2
...

wa
n

⎞
⎟⎟⎟⎠ , a(x) =

⎛
⎜⎜⎜⎝

N (x;µa
1,Σ

a
1)

N (x;µa
2,Σ

a
2)

...

N (x;µa
nΣ

a
n)

⎞
⎟⎟⎟⎠ , (1.2)

β =

⎛
⎜⎜⎜⎝

wb
1

wb
2

...

wb
m

⎞
⎟⎟⎟⎠ , b(x) =

⎛
⎜⎜⎜⎝

N (x;µb
1,Σ

b
1)

N (x;µb
2,Σ

b
2)

...

N (x;µb
m,Σb

m)

⎞
⎟⎟⎟⎠ , (1.3)

where µ and Σ are the mean and the covariances of the Gaussians. The dis-

tance DL2 can be calculated as follows

DL2(A,B) =

∫
(αTa(x) − βTb(x))2 dx

=
∑

i

∑

j

αiαj

∫
ai(x)aj(x) dx

− 2
∑

i

∑

j

αiβj

∫
ai(x)bj(x) dx

+
∑

i

∑

j

βiβj

∫
bi(x)bj(x) dx (1.4)

with ai(x) = N (x;µa
i ,Σ

a
i ) and bi(x) = N (x;µb

i ,Σ
b
i). In order to solve this

problem, the correlation
∫
N (x;µ1,Σ1)N (x;µ2,Σ2) dx between the Gaus-

sians needs to be calculated. Petersen and Pedersen (2008) state that

N (x;µ1,Σ1)N (x;µ2,Σ2) = ccN (x;µc,Σc). (1.5)
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The elements of the resulting Gaussian ccN (x;µc,Σc) are

cc = N (µ1;µ2, (Σ1 + Σ2))

=
1√

det(2π(Σ1 + Σ2))
e[−1/2(µ1−µ2)T (Σ1+Σ2)−1(µ1−µ2)], (1.6)

µc = (Σ−1
1 + Σ−1

2 )−1(Σ−1
1 µ1 + Σ−1

2 µ2), (1.7)

Σc = (Σ−1
1 + Σ−1

2 )−1. (1.8)

With this, all correlations between all Gaussians can be calculated and written

in three matrices MAA, MAB and MBB :

MAA
ij =

∫
ai(x)aj(x)dx, (1.9)

MAB
ij =

∫
ai(x)bj(x)dx, (1.10)

MBB
ij =

∫
bi(x)bj(x)dx. (1.11)

Hence Equation (1.4) can be written as

DL2(A,B) = αTMAAα − 2αTMABβ + βTMBBβ. (1.12)

Setting the derivative with respect to α of Equation 1.12 to zero yields the op-

timal distribution of the L2 model with L1 Gaussians. As we actually achieved

a more desirable runtime/performance trade off with less sophisticated projec-

tions, we refer to (Raab et al., 2009b) for details of the minimum search and

focus here on the more relevant approximated projections.

The goal of the approximated projections is to map all HMMs of all L lan-

guages to one fixed set of N Gaussians (= Recognition Codebook, RC). When

we have chosen any codebook all Ml Gaussians of each Monolingual Code-

book (MCl) can be mapped individually to the RC . Each Gaussian N is

represented by its mean µ and covariance matrix Σ. We map based on the

smallest Mahalanobis distance (Gaussian Distance DG)

mapG(N i
MCl) = N j

RC , 0 ≤ i < M l, 0 ≤ j < N, 0 ≤ l < L

j = arg min
k

DG(µi
MCl ,µ

k
RC ,Σi

MCl). (1.13)

In the introduction we have motivated that it is advisable to use the monolin-

gual codebook from the main language as RC . This case offers further possi-

bilities how HMMs from other languages can be linked to the RC . All states

from the main language map only to Gaussians from the RC . Thus when all S
states are mapped to RS main language states only Gaussians from the RC are
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used. The same applies when all HMMs are mapped to main language HMMs.

Both of these additional mappings have the advantage that they consider the

combination of Gaussians in their distance.

We map states based on the minimum Mahalanobis distance (DS) between

the expected values of their probability distributions. In our system the prob-

ability distribution ps of every state s is a Gaussian mixture distribution with

M l Gaussians:

psl
(x) =

M l∑

i=0

wiN (x;µi,Σi). (1.14)

The expected value of x for each state s is then

E(psl
(x)) = E(

M l∑

i=1

wi
sl
N (x;µi,Σi) )

=

M l∑

i=1

wi
sl

µi. (1.15)

The covariance which is needed for the Mahalanobis distance is a global di-

agonal covariance ΣAll estimated on all training samples. With DS we define

our state based mapping as

mapS(si
l) = sj

RS , 0 ≤ i < Sl, 0 ≤ j < RS, 0 ≤ l < L

j = arg min
k

DS(E(si
l), E(sk

RS),ΣAll). (1.16)

Based on DS we can also define a distance between HMMs (DH ). In our

system each context dependent phoneme is represented through a three state

HMM model. In this case the distance between two phonemes q1 and q2 is

DH(q1,q2) =

3∑

i=1

DS(si
q1

, si
q2

). (1.17)

Similar as for DS , mapH can be defined with DH . DG and DS provide con-

sistently good performance for different tests, while they use rather different

information for their calculation. Therefore we also wanted to test a combined
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mapG+S . This map is defined as

mapG+S(si
l) =

γG+S mapS(si
l)+(1 − γG+S)

⎛
⎜⎜⎜⎜⎝

w1
si
l

mapG(N 1
MCl)

w2
si
l

mapG(N 2
MCl)

...

wM l

si
l

mapG(NM l

MCl)

⎞
⎟⎟⎟⎟⎠

0 ≤ l < L, 0 ≤ i < Sl (1.18)

with the combination weight γG+S . γG+S has to be determined in experiments.

Figure 9 compares the L2 based projection and the four approximated pro-

jections for the native city tests. The results demonstrate that the L2 projection

and the combined mapG+S perform roughly equal, and that there is still a

gap to the monolingual benchmark systems. However, the last approximated

projection needs only 300ms on an Intel Xeon Dual Core system with 3.6 GHz

and two gigabyte of RAM for the mapping of one additional language. This

is also the reason why in the following only this last projection will be consid-

ered, as it makes the realization of the generation of the multilingual system

on the embedded system itself possible. This removes almost all additional

training effort, and allows the creation of the system a user currently needs.
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Figure 9. Performance of online generated HMMs on native speech of different languages.

The recognition codebook contains all German Gaussians.
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6.2 Scalable Architecture

The projections between GMMs have only been proposed to circumvent

some of the problems that are inherent with other approaches, therefore the

experiments of real interest are to combine the MWC algorithm and the pro-

jection algorithm. This is depicted in Figure 10 for two tasks of major interest

for future car infotainment system, music selection and world wide destination

input via voice.

Language
Detection

Playlist
Generation

Connect 
Media Device

Create MWC
Codebook

Project to
Codebook

Recognize
Utterances

Country 
Detection

Destination Input

Music Selection

Figure 10. This diagram shows how the two application examples mentioned in the intro-

duction can be processed with the proposed algorithms. Due to the MWC algorithm the perfor-

mance can be scaled, and due to the projections algorithm systems for any language combination

can be created in seconds.

This section evaluates again both native and non-native speech. In the first

part, native speech of five languages is evaluated, first with German as the

main language, then in a second set of experiments with English as the main

language. The codebook of the baseline system only contains Gaussians from

the main language, and the MWC systems always contain all Gaussians from

the main language. However, the MWC systems also add some additional

Gaussians for the language that is tested.

Figure 11 shows the Word Accuracies for city name tests. The x-axis in-

dicates both which test is performed as well as the size of the MWC that is

applied. The curves show that in the German test all three systems perform

equal, the MWC based on the German codebook generated through the pro-

jections, the baseline and the benchmark system. This is actually a strength of

the MWC approach, as commonly parameter sharing methods for multilingual

speech recognition have slightly negative impacts for all languages. This is not

the case for the main language in the MWC system.

The picture is different for the additional languages. Here it becomes ev-

ident that benchmark systems are better than other systems with parameter

tying across languages. In the case that no additional Gaussians were added

to the codebook, the baseline system also outperforms the projection system.
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Figure 11. Performance of the scalable architecture on native speech of different languages

with German as main language.

However, when the two algorithms are combined, and Gaussians are added be-

fore the projection is executed, the combined system outperforms the baseline

system. This requires some additional resources at runtime for the additional

Gaussians. However, a provision of the combined system requires less effort

than a provision of the baseline system.

The set of results that is missing in this figure are the results of the MWC

with a standard retraining. It is quite certain that this would give better per-

formance than the MWC performance shown, but only for the experiments in

this figure the same effort as building 20 monolingual recognizers would need

to be done. In general it is unrealistic to provide Baum-Welch trained MWC

systems for many languages and all their combinations today.

To verify that these results are not just due to some peculiarities of the Ger-

man codebook, the same experiments are repeated with English as main lan-

guage in Figure 12. The main difference is that now the English system re-

mains unchanged. For the other tests, the trends are the same as before, the

baseline system is better than projections alone and the combined system can

outperform the baseline when more Gaussians are added. However, in general

the performance is a little worse for the additional languages when compared

to the results with German as the main language. We attribute this to the fact

that German has more phonemes than English (59 compared to 46 phonemes),

and that there are thus more sounds that are not well covered with an English

codebook.
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Figure 12. Performance of the scalable architecture on native speech of different languages

with English as main language.

The second part of this section deals with the performance of the scalable ar-

chitecture on non-native speech. The first three tests are non-native English by

Spanish, French and Italian speakers. The last test contains song titles ultered

by Germans. The last test contains stronger accented speech, as not all speak-

ers were familiar with the language from which the name originated. Figure 13

shows the performance on these four tests. A major difference to the previous

charts is that this time the main language was different for each test set, as it

was always set to the native language of the speakers. It is also the case that

no benchmark performance for the last test is given, as no monolingual system

can recognize speech from three languages.

In the case of the speakers which were familiar with the spoken language,

the proposed system benefits from the addition of the additional Gaussians,

and comes close to the performance of the benchmark system when Gaussians

are added. In the case of the less familiar speakers in the IFS MP3 test, how-

ever, the addition of Gaussians did not help. The performance on this test is

also worse than for the other tests, which might indicate that their speech is

just too different from the speech of native speakers of Spanish, French and

Italian. This might again be due to misjudged language origins, as discussed

in Section 5.2.
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Figure 13. Performance of the scalable architecture on non-native speech, the main language

is always the mother tongue of the speakers.

6.3 Footprint

In the previous section it was shown that the systems created in seconds

by the scalable architecture can outperform traditionally trained systems with

the help of more Gaussians. However, the main advantage of the scalable

architecture over the benchmark systems is that it uses less memory. This is

depicted in Figure 14.

The figure shows the memory usage for the complete speech recognizer ap-

plication, not only for the acoustic model. This is also the reason why the

rightmost system needs ≈ 400% of memory compared to the one lingual sys-

tem, and not ≈ 500%, which is true for the increase of the acoustic model.

As discussed in previous experiments, context dependent modeling is not as

important as for native speech, therefore it might be a viable solution to apply

only monophones on devices with very constrained resources. In this case, the

recognition of four more languages can be realized with 10% more resources.

In other words, this is only 3% of the increase that would occur if the four

monolingual recognizers are added.

Even in the case of improved modeling with additional Gaussians and with

triphones in the 5LT 1424 system, the resource increase is only 29% of the in-

crease of the 5LT 5120 system. However, one could also imagine of modeling

only the most frequent triphones, to reduce the size of this system further, and

still have sharper models as with monophones.
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Figure 14. Increase of the memory footprint of the recognizer for five languages. The x-

axis indicates the different system names. For example, the leftmost system covers 1 language

with 1024 Gaussians, it is the monolingual comparison number. 1LT-4LM 1024 means that

the main language is modeled with triphones, but the four other languages are modeled with

monophones. At the other extreme, the 5LT 5120 is the memory demand of five monolingual

acoustic models in parallel.

Thus, as always in multilingual speech recognition, it becomes again appar-

ent that there are a multitude of choices that can be made. The advantage with

the scalable architecture is that these decisions have not to be made once and

then kept for a long time. Due to the fast provision, the models can be adapted

to each new situation. For some devices, the smallest acoustic models can be

created, and for more powerful devices, more efficient models are possible.

That is the real advantage of the scalable architecture: It allows to provide just

the system that is currently most appropriate.

7. Summary

This chapter has dealt with the problem of multilingual speech for resource-

constrained dialogue systems. The application we had in mind during the con-

struction of the algorithms was a future car infotainment system that allows

music selection via voice and international destination input. However, there

are many other scenarios in which such systems can be of use, for example

in music players or cell phones. The two main goals for our work were to

allow the recognition of many languages with limited resources and to keep

monolingual performance on the native language of the user.
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The described work has first concentrated on the improved modeling of non-

native speech. In our experiments with monophones and triphones, we could

show that triphones that are trained with large amounts of data tend to out-

perform context independent models. We therefore performed the other ex-

periments mostly with context dependent models. We then evaluated three

different methods for accent adaptation. Our MWC system allowed a resource

efficient modeling of multiple languages, and improved the recognition by up

to 25% rel. WER for non-native accented speakers. The model merging ap-

proach as introduced by Witt and Young (1999) did in our different scenario

only yield 14% rel. WER improvement, and a combination with the MWC

algorithm did not show any additional improvements. Finally, we also tested

retraining with non-native development data and achieved up to 33% rel. WER

improvements in the realistic case where we did not have adaptation data from

the test speakers. Due to the costs involved with the collection of accent spe-

cific data for hundereds of accents, we came to the conclusion that the MWC

approach is the most appropriate technique in our scenario.

In the second part of the work some drawbacks of the MWC approach have

been tackled. With a projection between GMMs a scalable architecture on em-

bedded systems can be realized. This architecture allows the creation of user

or task adapted systems within less than a second on a dual core computer

and will be feasible on many embedded systems. Furthermore it has removed

almost all additional training effort, allows an efficient decoding of many lan-

guages due to the MWC approach and can provide a system for every language

combination a user needs, as long as there is a monolingual speech recognizer

for each of the requested languages available.

Notes
1. For the experiments with varying amount of training data, another training database was applied, to

have more training data available. This is also the reason why the follwing sections report different numbers

for the same tests.
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Projections between Gaussian Mixture Feature Spaces for Multilingual Spe-

ech Recognition. In Proceedings of International Conference on Acoustics

(NAG-DAGA), pages 411–414, Rotterdam, Netherlands.

Schaden, S. (2006). Regelbasierte Modellierung fremdsprachlich akzent-

behafteter Aussprachevarianten. PhD thesis, University Duisburg-Essen,

Duisburg, Germnay.

Schultz, T. and Waibel, A. (2001). Language-Independent and Language-

Adaptive Acoustic Modeling for Speech Recognition. Speech Communica-

tion, 35:31–51.

Segura, J., Ehrette, T., Potamianos, A., Fohr, D., Illina, I., Breton, P.-A., Clot,

V., Gemello, R., Matassoni, M., and Maragos, P. (2007). The HIWIRE

Database, a Noisy and Non-Native English Speech Corpus for Cockpit

Communication. http://www.hiwire.org/.

Tan, T. P. and Besacier, L. (2007a). Acoustic Model Interpolation for Non-

Native Speech Recognition. In Proceedings of International Conference on

Acoustics, Speech and Signal Processing (ICASSP), pages 1009–1013, Hon-

olulu, Hawaii.

Tan, T. P. and Besacier, L. (2007b). Modeling Context and Language Varia-

tion for Non-Native Speech Variation. In Proceedings of Interspeech, pages

1429–1432, Antwerp, Belgium.

http://www.hiwire.org


28 SPOKEN DIALOGUE SYSTEMS TECHNOLOGY AND DESIGN

Tomokiyo, L. M. and Waibel, A. (2001). Adaptation Methods for Non-Native

Speech. In Proceedings of Multilinguality in Spoken Language Processing

(MSLP), pages 39–44, Aalborg, Denmark.

Witt, S. (1999). Use of Speech Recognition in Computer-Assisted Language

Learning. PhD thesis, Cambridge University Engineering Department,

Cambridge, UK.

Witt, S. and Young, S. (1999). Off-Line Acoustic Modeling of Non-Native Ac-

cents. In Proceedings of European Conference on Speech Communication

and Technology (Eurospeech), pages 1367–1370, Budapest, Hungary.



Chapter 2

ONLINE LEARNING OF BAYES
RISK-BASED OPTIMIZATION OF
DIALOGUE MANAGEMENT
FOR DOCUMENT RETRIEVAL
SYSTEMS WITH SPEECH
INTERFACE

Teruhisa Misu, Komei Sugiura
National Institute of Information and Communications Technology (NICT)
Kyoto, Japan

{teruhisa.misu, komei.sugiura}@nict.go.jp

Tatsuya Kawahara
Kyoto University
Kyoto, Japan

kawahara@i.kyoto-u.ac.jp

Kiyonori Ohtake, Chiori Hori, Hideki Kashioka, Satoshi Nakamura
National Institute of Information and Communications Technology (NICT)
Kyoto, Japan

{kiyonori.ohtake, chiori.hori, hideki.kashioka, satoshi.nakamura}@nict.go.jp

Abstract We propose an efficient online learning method of dialogue management based

on Bayes risk criterion for document retrieval systems with a speech interface.

The system has several choices in generating responses. So far, we have opti-

mized the selection as minimization of Bayes risk based on reward for correct

information presentation and penalty for redundant turns. In this chapter, this

framework is extended to be trainable via online learning by maximum likeli-

hood estimation of success probability of a response generation. Effectiveness
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of the proposed framework was demonstrated through an experiment with a large

amount of utterances of real users. The online learning method was then com-

pared with the method using reinforcement learning and discussed in terms of

convergence speed.

Keywords: Dialogue management.

1. Introduction

Numerous spoken dialogue systems have been developed in the past years.

Their typical task domains have included airline information (ATIS & DARPA

Communicator) (Levin et al., 2000; Potamianos et al., 2000; Rudnicky et al.,

2000; Seneff and Polifroni, 2000), train information (ARISE and MASK)

(Lamel et al., 1999; Sturm et al., 1999; Lamel et al., 2002), weather infor-

mation (Zue et al., 2000), and bus location tasks (Komatani et al., 2005; Raux

et al., 2005). Although these systems can handle simple database retrieval or

transactions with constrained dialogue flows, there has been increasing demand

for spoken dialogue systems that can handle more complex tasks. Meanwhile,

increasingly more electronic text resources have recently been accumulated,

attracting attention as the wisdom of crowds, which potentially can provide

almost any desired kind of knowledge. In addition, since most documents are

indexed (e.g., via Web search engines), we can potentially access these. The re-

cent progress in natural language processing techniques has also enabled us to

manage complex search queries. In such situations, the demand for document

retrieval by using speech input has been increasing. In fact, in recent years, the

target of spoken dialogue systems has been extended to the retrieval of docu-

ments (Chen et al., 2005; Reithinger and Sonntag, 2005; Pan and Lee, 2007),

including manuals (Misu and Kawahara, 006b) and Web pages (Brøndsted

et al., 2006). We have also developed an information navigation system based

on document retrieval and presentation called the “Dialogue Navigator for Ky-

oto City” (Misu and Kawahara, 2007).

There are quite a few choices in spoken dialogue systems for handling user

utterances and generating responses that involve parameter tuning. Since a sub-

tle change in these choices may affect the behavior of the entire system, they

are usually manually tuned by experts. In addition, every time the system is

updated, such as when knowledge bases are added or changes are made to the

ASR modules, the parameters must be re-tuned. Due to the high cost of such

tuning, there have been many studies that have addressed the automatic opti-

mization of dialogue management (Bohus et al., 2006; Lemon and Pietquin,

2007; Kim et al., 008b), and most of these have dealt with database retrieval

tasks (Young et al., 2007; Kim et al., 008a). The dialogue process in these

studies has been designed using the formulation of Markov decision processes
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(MDPs) and trained by reinforcement learning (RL) (Roy et al., 2000; Levin

et al., 2000; Singh et al., 2002). The dialogue process in these frameworks

needs to be mapped into a finite number of states. Since a list of database slots

and a definite set of keywords are prepared a priori and manually in relational

database (RDB) query tasks, the dialogue process is easily managed based on

these. Such mapping is straightforward. For example, in a train information

task, the combination of statuses of database slots, (such as “blank”, “filled”

and “confirmed”) can be used as one dialogue state.

However, they cannot be directly applied to document retrieval tasks with

a speech interface, where there is no relational structure in the document and

every word is used in matching. The system has several choices for generating

responses. Confirmation is needed to eliminate any misunderstandings caused

by ASR errors, but users easily become irritated with too many redundant con-

firmations. Although there have been several studies dealing with dialogue

management in call routing systems (Levin and Pieraccini, 2006; Horvitz and

Paek, 2006), these methods cannot be applied to complex decision making

processes in information guidance tasks. For example, our navigation system

classifies user utterances into two types of information queries and factoid wh-

questions, and generates appropriate responses to respective inputs. Unlike

conventional question-answering (QA) tasks, in which all user inputs are as-

sumed to be wh-questions, such as the TREC QA Track 1, it is often difficult

to tell whether an utterance is an information query or a wh-question (Rosset

et al., 2006). In addition, there is not necessarily an exact answer to a wh-

question in a document set. Therefore, it is not always optimal to respond to a

wh-question with only its answer.

In order to manage the choices in response generation efficiently, we have

proposed Bayes risk-based dialogue management based on reward for correct

information presentation and penalty for redundant turns as well as the score of

document retrieval and answer extraction (Misu and Kawahara, 2009). How-

ever, this method requires a large amount of training data for parameter opti-

mization. The strategy must be retrained when the reward/penalty parameters

were updated. In this chapter, we extend this framework to be trainable online.

The proposed method is intended for efficient learning with a small number of

samples. It is based on maximum likelihood estimation using Fisher’s scoring

algorithm, and optimality of the dialogue strategy is guaranteed even when the

reward or penalty parameters were re-tuned after the learning. We also com-

pare the proposed method with a method using reinforcement learning and

discussed in terms of convergence speed.
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2. Dialogue Management and Response
Generation in Document Retrieval System

2.1 System Overview

We first describe the speech based document retrieval task. For this informa-

tion navigation task, the user produces a spoken query and the system provides

a response retrieved from a set of documents. When generating responses, the

user utterances are classified into two categories. The first consists of infor-

mation queries, such as “Please tell me about the Golden Pavilion”. For such

information queries, the system retrieves the appropriate document from the

knowledge base (KB) and presents it to the user. The second category consists

of wh-questions, such as “When was it built?”. The system extracts the sen-

tence from the KB that includes the answer to the wh-question and presents it

to the user. This six-step procedure is summarized below and is also outlined

in Figure 1. The system:

1 Recognizes the user utterance.

2 Classifies it as an information query or a wh-question.

3 Concatenates contextual information (on previous user utterances).

4 Makes a retrieval from the KB.

5 (a) Extracts one sentence that includes the answer to the wh-question

from the search result if the utterance is a wh-question.

(b) Summarizes the document with the maximum matching score if

the utterance is an information query.

6 Outputs the response through synthesized speech.

When the utterance is recognized/identified as an information query, the

system presents (or confirms to present) a document. Even though it is possi-

ble to present the whole document, it is preferable to suppress the amount of

information in the speech output. The system makes a summary by extract-

ing important sentences, taking into consideration the positions of sentences

and the co-occurrences count of nouns. However, summarizing the retrieved

document may cause important parts of the information to be lost that the user

wanted to know about or may have been interested in. Therefore, we incor-

porate a factoid QA technique to follow up the initial query, enabling random

access to any part of the document using named entities (NEs) as a clue to ac-

cess (Misu and Kawahara, 2009). Identification of wh-question types is done

by detecting cue phrases in individual utterances and is backed off to the infor-

mation query mode if unreliable.
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Figure 1. Overview of document retrieval and QA with speech interface.

2.2 Knowledge Base (KB)

We adopted a sightseeing guide for Kyoto city as the target domain. We

use two document sets as the KBs for this domain. The first set consisted

of Wikipedia documents concerning Kyoto. We selected the entries that con-

tained the word “Kyoto”. Many of these documents concern sightseeing spots,

such as Kinkaku-ji temple, Kiyomizu-dera temple, or Nijo-jo castle. As shown

in Figure 2, these documents have a structure of section units. The second doc-

ument set is the official information database on Kyoto city, containing brief

explanations of the spots, together with access information, business hours,

and entrance fees. Table 1 lists the sizes of these KBs.

Table 1. Specifications of sightseeing guidance knowledge base (KB).

No. of documents No. of sections No. of words Vocabulary size

Wikipedia 269 678 150 K 14,285

Tourist information 541 541 70 K 8,639

Total 810 1,219 220 K 17,933
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Kinkaku-ji
(Overview)

Kinkaku-ji is the informal name of Rokuon-ji in Kyoto, Japan. The

Golden Pavilion, or Kinkaku, is a three-story building on the grounds of

the temple. The Golden Pavilion, or Kinkaku, is a three-story building on

the grounds of the temple. · · ·
History

This temple was originally built in 1397 to serve as a retirement villa

for Shogun Ashikaga Yoshimitsu, as part of his estate then known as Ki-

tayama. It was his son who converted the building into a Zen temple of

the Rinzai school. The temple was burned down several times during the

Onin War. · · ·
Garden

The Golden Pavilion has a magnificent Japanese garden right outside of

it. The pond in front of it is called Kyoko-chi. There are many islands and

stones on the pond that represent the Buddhist creation story. · · ·

Figure 2. Example of Wikipedia document (translation of Japanese).

We developed a guidance system based on document retrieval from the KBs

called the “Dialogue Navigator for Kyoto City”. There is an example dialogue

with the system in Figure 3.

U1: Please tell me about the Golden Pavilion. (Information query)

S1: The Golden Pavilion is one of the buildings in the Rokuon-ji in

Kyoto, and is the main attraction of the temple sites. The entire

pavilion except the basement floor is covered with pure gold leaf.

U2: When was it built? (WH-Question)

S2: The Golden Pavilion was originally built in 1397 to serve as a

retirement villa for Shogun Yoshimitsu.

U3: Then, please tell me its history. (Information query)

. . . . . .

Figure 3. Example dialogue of Dialogue Navigator for Kyoto City.

2.3 Backend Retrieval System

We adopted a standard vector space model to calculate the matching score

between a user utterance (= ASR result) and the document in the KB. That is,

the vector of the document d = (x1, x2, . . . , xn)T was created by using the

occurrence counts of nouns in the document by the section unit. The vector
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for the user utterance W = (w1, w2, . . . , wn)T is also created from the ASR

result. Here, xi and wi are occurrence counts for noun i. The matching score

Match(W,d) is calculated as the product of these two vectors. The ASR

confidence measure CM(wi) (Lee et al., 2004) is also used as a weight for the

occurrence count

Match(W,d) =
n∑

i

xi · wi · CM(wi). (2.1)

2.4 Backend Question-Answering System

A QA system typically consists of a question classifier module that deter-

mines the type of question and an answer extraction module that generates

answer candidates from the KB and selects the most appropriate candidates us-

ing some scoring function (Ravichandran and Hovy, 2002; NIST and DARPA,

2003).

Our system is able to handle six types of wh-questions: “person name”,

“place”, “date”, “length/height”, “price” and “access information”. Heuris-

tic rules that consist of 114 Japanese cue phrases were hand-crafted in this

work to classify the types of the user utterances. For instance, the input is

determined to be a question of the person name type when the cue phrase

“Daredesuka (who)” is included in the ASR result, and is determined to be a

question of the price type when “Ikuradesuka (how much)” is included. Each

rule maps the input to the corresponding type2. Six types of NEs that corre-

spond to the target question types were labeled a priori. We used the Japanese

NE tagger CaboCha (T. Kudo, 2003) to detect “person name”, “place”, “date”,

“length/height” and “price”. “Access information” was manually labeled for

the Tourist information KB.

We implemented an answer extraction module that consists of commonly-

used procedures. The system extracts NEs or answer candidates NEi that

correspond to the wh-question type from the retrieved documents. It then com-

putes the score of QA QA SCORE for each answer candidate NEi using the

following three features. Here, Senti denotes the sentence containing NEi

and Bunsetsui denotes a set of bunsetsus3 that have a dependency relation-

ship with the bunsetsu containing NEi.

CM(CPi): The ASR CM of the cue phrase CPi (such as “who” or

“where”) used to classify the question type, which corresponds to the

type of NEi.

MSi: The number of times nouns in the input wh-question appear in

Senti.
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MDCi: The number of times nouns in the input wh-question appear in

Bunsetsui.

Then, the score of QA QA SCORE for NEi is calculated as

QA SCORENEi
= CM(CPi) · MSi · MDCi. (2.2)

In the baseline system for the preliminary analysis, the sentence containing

the NEi with the highest score (product of Match of the document containing

NEi and QA SCORENEi
) is used for an answer.

2.5 Use of N-Best Hypotheses of ASR and
Contextual Information for Generating
Responses

Errors are inevitable in large vocabulary continuous speech recognition. The

retrieval result would be severely damaged if some important information was

not correctly recognized. Even if the first-best hypothesis includes an error,

the correct recognition result may be included in the N-best hypotheses. We

thus use the N-best hypotheses of the ASR result to create a search query and

extract an answer.

Users of interactive retrieval systems tend to make utterances that include

anaphoric expressions4 . In these cases, it is impossible to extract the correct

answer by only using the current utterance. Since the deterministic anaphora

resolution (Matsuda and Fukumoto, 2006) is complex and prone to errors,

stochastic matching is used in information retrieval, and we adopt a strategy

that concatenates contextual information or nouns in the user’s previous utter-

ances to generate a search query (Murata et al., 2006). The simplest way is to

use all the utterances made by the current user. However, this might also add in-

appropriate contexts because the topic might have changed during the session.

De Boni (Boni and Manandhar, 2005) proposed an algorithm for detecting top-

ics based on similarity of question sequences in a question-answering task with

typed text input. We track the topic using metadata from the KB or the title of

the document. The topic is tracked using the current document that have been

focused on, which usually correspond to a sightseeing spot or Wikipedia entry.

For example, as long as the user is apparently talking about the Golden Pavil-

ion, the topic is fixed to the “Golden Pavilion”. Thus, the occurrence counts of

nouns within the context (weighted by their ASR CM) are incorporated when

generating a search query Wi.

2.6 Field Test of Trial System

We carried out a field test at Kyoto University museum. Users ranged in a

wide variety of ages from children to seniors and apparently had little expe-
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rience with using spoken dialogue systems. During an exhibition that lasted

three months, 2,564 dialogue sessions were collected. A trigram language

model for the ASR system was trained using the KB, a dialogue corpus from a

different domain, and Web texts (Misu and Kawahara, 006a). The vocabulary

size of the model was 55,000. The average word accuracy for the information

queries and the wh-questions was 72.0%.

We constructed a test set using 1,416 in-domain utterances that include

1,084 information queries as well as 332 wh-questions collected over a par-

ticular period of time (the first one third of the period). The average length

(number of words) of the utterances was 4.8. These utterances were manually

transcribed and labeled with the correct answers (= documents for information

queries or answer NEs for wh-questions).

3. Optimization of Dialogue Management in
Document Retrieval System

3.1 Choices in Generating Responses

In this chapter, among the many choices available in the system, we focus on

choices related to the generation of responses and confirmations. Confirmation

is indispensable to avoid inappropriate documents from being presented espe-

cially when the score for retrieval is low. It may also be “safer” to present the

entire document than to present a specific answer to the user’s wh-question,

when the score for answer extraction is low. For example, in the example di-

alogue in Figure 3, if the system cannot find the exact answer of “1,397” for

U2, the system can present a document about the history of the pavilion that

may include information about the construction.

This kind of choices in conventional studies were made based on combina-

tions of empirical knowledge, such as the ASR performance and the task type.

However, hand-crafting heuristic rules is usually costly, and subtle changes in

choices can seriously affect the performance of the whole system. Therefore,

we propose a formulation where the above choices are optimized through on-

line learning.

3.2 Optimization of Responses based on Bayes
Risk

In the following subsections, we review the Bayes risk-based dialogue man-

agement that we have proposed in (Misu and Kawahara, 2009).

Bayes risk L(dj |W) is minimized in general pattern classification to deter-

mine the optimal class dj for an input W. In the Bayes classifier this is defined
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by

L(dj |W) =

n∑

i=1

l(dj |di)p(di|W), (2.3)

where (d1, d2, . . . , dn) denotes the given classes and p(di|W) denotes the pos-

terior probability for class di of W. l(dj |di) is the loss function and represents

the loss of predicting class dj when the true class is di.

These classes (d1, d2, . . . , dn) in our document retrieval task correspond to

all documents. We assume the loss function among classes is the same, and

we extend the framework to reward (negative loss; l(dj |di) < 0) appropriate

classifications:

l(dj |di) =

{
−Rwd if j = i,
Penalty otherwise.

(2.4)

As a result, from Equation (2.3), we obtain the Bayes risk L(dj |W) to de-

termine document dj for input W :

L(dj |W) = −Rwd ∗ p(dj |W) + Penalty ∗ (1 − p(dj |W)). (2.5)

In the spoken dialogue system, there are several choices in the manner of

response or action to the user’s request. Thus, we can define the Bayes risk

for each response candidate. The Rwd and Penalty values are determined

depending on the manner of response, and are defined by the degree of benefit

to the user based on the correct information presentation and the loss caused

by redundant time:

L(Resi(dj)|W) = −RwdResi
∗ p(dj |W)

+PenaltyResi
∗ (1 − p(dj |W)). (2.6)

The optimal choice is made by selecting the response that has the minimal

amount of risk.

The relationship between the proposed method and conventional

cost/reward functions used in dialogue management is as follows: The dia-

logue management proposed by Niimi (Niimi and Kobayashi, 1996) can be

thought of as a case where the reward function is constant, and the penalty

differs depending on the manner of confirmation, i.e., the explicit or implicit

confirmation. The dual cost method (Dohsaka et al., 2003) takes into consid-

eration the cost of several methods of presentation as a penalty, but the reward

is constant.

3.3 Generation of Response Candidates

Bayes risk-based dialogue management (Misu and Kawahara, 2009) is ac-

complished by comparing the possible responses hypothesized by varying the
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conditions for generating the search queries for KB retrieval and the manner of

response and then selecting an appropriate response from the set of these re-

sponses. This chapter focuses on response generation, and we do not deal with

optimization in search query generation in (Misu and Kawahara, 2009). That

is, among the retrieved candidate documents by varying the manner in which

the N-best hypotheses of ASR are used (the 1st, 2nd, or 3rd hypothesis, or all

of them) and choosing whether to use contextual information, the candidate

document is fixed to the hypothesis with the maximum likelihood (=matching

score) of retrieval.

The possible response set Res includes answering Ans(di), presentation

Pres(di), confirmation Conf(di), and rejection Rej(di). Ans(di) denotes

the user’s specific wh-question being answered, which is generated by extract-

ing one specific sentence that includes an answer named entity (NE) to the

wh-question. Pres(di) denotes a simple presentation of document di, which

is actually made by summarizing it. Conf(di) is an explicit confirmation5 for

presenting document di. Rej denotes a rejection: the system gives up making

a response from document di and request the user for a rephrasal. This flow is

illustrated in Figure 4.

3.4 Definition of Bayes Risk for Candidate
Response

The dialogue management we propose is accomplished by comparing and

then selecting from possible responses hypothesized by varying the condition.

We define the Bayes risk based on the reward for success, the penalty for fail-

ure, and the probability of success, which is approximated by the confidence

measure of the document matching (Section 3.5), for response candidates. That

is, a reward is given depending on the manner of response (RwdRet or RwdQA)

when the system presents an appropriate response. On the other hand, when the

system presents an incorrect response, a penalty is given based on extraneous

time, which is approximated by the total number of sentences in all turns before

the appropriate information is obtained. For example, the penalty for a confir-

mation is 2 {system’s confirmation + user’s approval}, and that of a rejection

is 1 {system’s rejection}. When the system presents incorrect information, the

penalty for a failure FailurePenalty (FP ) is calculated, which consists of

an improper presentation, the user’s correction, and the system’s request for

rephrasal. Penalty for additional sentences to complete a task (AddSent) is

also given as extraneous time before accessing the appropriate document when

the user rephrases a information query/wh-question. The value of AddSent is

calculated as an expected number of additional sentences before accessing the

correct response assuming the probability for success by rephrasal was p. The
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Figure 4. Overview of Bayes risk-based dialogue management.

AddSent for a retrieval is calculated as

AddSent = FP + p ∗ 1 + (1 − p)(FP + p ∗ 1 + (1 − p)(. . . ))

∼=
(FP + p)

p
. (2.7)

In the experiment described in this chapter, we use the success rate in the

field trial (Misu and Kawahara, 2007). In particular, p = 0.6 is used. Thus,

AddSent depends on variable FP .

The Bayes risk for the response candidates is formulated as follows using

the success rate of document retrieval p(di|W), success rate of answer ex-

traction pQA(di|W), and the reward pair (RwdRet and RwdQA;RwdRet <
RwdQA) for successful presentations as well as the FP for inappropriate pre-

sentations.

Answering wh-question using document di

Risk(Ans(di)) = −RwdQA ∗ pQA(di|W) (2.8)

+(FP + AddSent) ∗ (1 − pQA(di|W))
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Presentation of document di (without confirmation)

Risk(Pres(di)) = −RwdRet ∗ p(di|W) (2.9)

+(FP + AddSent) ∗ (1 − p(di|W))

Confirmation for presenting document di

Risk(Conf(di)) = (−RwdRet + 2) ∗ p(di|W) (2.10)

+(2 + AddSent) ∗ (1 − p(di|W))

Rejection

Since the success rate is 0 in this case, Risk(Rej) is given as follows.

Risk(Rej) = 1 + AddSent (2.11)

Figure 5 shows the relation between success rates and risks for response

candidates. The risks of four response candidates are illustrated. Note that,

the x-axis is p(di|W) for Pres(di), Conf(di) and pQA(di|W) for Ans(di).
The optimal response candidate is determined for p(di|W) and pQA(di|W) as

shown in the bold line.

1

FP+AddSent

P(d|W), 

PQA(d|W)

- RwdRet

Risk(Act(di))

- (RwdRet-2)

Pres.ConfRej

- RwdQA

Ans

2+AddSent

1+AddSent

0

Risk(Ans(d))

Risk(Pres(d))

Risk(Conf(d))

Risk(Rej)

Figure 5. Success rates v.s. risks for response candidates.

Figure 6 shows an example of calculating a Bayes risk (where FR = 6,

RwdRet = 5, RwdQA = 30). In this example, since the answer to the user’s

question does not exist in the knowledge base, the score of answer extraction is

low. Therefore, the system chooses a confirmation before presenting the entire

document.
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User utterance: When did the shogun order to build the temple?

(Previous query:) Tell me about the Silver Pavilion.

Response candidates:

Document with the largest score:
→ p(Silver Pavilion history) = 0.4
→ pQA(Silver Pavilion history) = 0.2 : In 1485

- Risk(Ans(Silver Pavilion history; In1485)) = 8.4
- Risk(Pres(Silver Pavilion history)) = 6.4
- Risk(Conf(Silver Pavilion history)) = 4.8

* Rejection

- Risk(Rej) = 9.0
↓

Response: Conf(Silver Pavilion history)

“Do you want to know the history of the Silver Pavilion?”

Figure 6. Example of Bayes risk calculation.

3.5 Confidence Measure of Information
Retrieval and Question-Answering

Documents are retrieved using the matching module described in Sec-

tion 2.3. The matching score Match(W,di) is then transformed into a con-

fidence measure p(di) using a logistic sigmoid function. This is used as an

approximation of p(di|W)6:

p(di) =
1

1 + exp{−θ1 ∗ Match(W,d) − θ2}
. (2.12)

Here, θ1 and θ2 are parameters of the sigmoid function (θ1 > 0). The

score of question-answering QAScore is also transformed into a likelihood

pQA(di|W) using another sigmoid function which is defined using another

parameters of θ3 and θ4 (Θ = (θ1, . . . , θ4)).

4. Online Learning of Bayes Risk-based
Dialogue Management

4.1 Parameter Optimization by Online Learning

The Bayes risk-based dialogue strategy is trained by updating the parame-

ters of sigmoid functions Θ = (θ1, · · · , θ4) so as to appropriately estimate the

success rate of retrieval and question-answering. For tractable inputs, the sys-

tem will learn to present documents or answers more efficiently. In contrast,
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for intractable inputs, such as erroneous or out-of-system inputs, the system

will learn to make confirmations or gives up as quickly as possible (appropri-

ate action for such queries is “rejection”). Thus, training with several dialogue

sessions should lead to optimal decisions being made considering the current

success rate of retrieval.

The proposed method is also expected to adapt to changes in the data, by

periodically conducting parameter updates. This is one of the advantages of

using the proposed method, as compared to the previous works (Levin and

Pieraccini, 2006; Horvitz and Paek, 2006).

The training procedure can be described in four steps.

1 (At each step t) Generate response candidates Pres(di), Conf(di),
Ans(di), and Rej from document di that has the largest likelihood

p(di).

2 Generate response Rest(di) (or select response candidate with minimum

risk) for di and calculate actual reward/penalty.

3 Update parameters Θ. θ1 and θ2 are updated when the input is an in-

formation query, and θ3 and θ4 is updated for wh-questions. This is

elaborated in the following subsections.

4 Return to step 1: t ← t + 1.

4.2 Optimization using Maximum Likelihood
Estimation

We adopt the maximum likelihood estimation for learning the parameters

Θ used for probability function (Kurita, 1994). Let the set of the learning

samples be {< Matchp, Cp > |p = 1, . . . , t}, where a teaching signal Cp

is given as a binary of 1 (success) or 0 (failure)7. If we assume the output of

Equation (2.12) (relabeled as zp) as an estimate of the conditional probability

given an input Matchp, the log-likelihood l for the samples is given by the

following cross entropy error function:

l =

t∑

p=1

{Cp ln zp + (1 − Cp) ln(1 − zp)}. (2.13)

The maximum likelihood estimate (MLE) of the weights is computed as one

that maximizes this log-likelihood for previous t samples (Kurita, 1994). The

MLE weights are used as Θt+1.

As an algorithm to solve the maximum likelihood equations numerically,

we adopt the Fisher’s scoring algorithm that considers the variance in the score

via the second derivative of the log of the likelihood function with respect to



44 SPOKEN DIALOGUE SYSTEMS TECHNOLOGY AND DESIGN

Θ (or Fisher information that is often used in natural gradient approaches of

RL (Peters and Schaal, 2008)). This is a type of Newton’s method, and the

MLE is calculated quickly (in less than five seconds) by matrix calculation.

We demonstrate that the optimal value is obtained with a small number of

samples.

4.3 Optimization using Steepest Descent

The parameters Θ can be optimized by the steepest descent method that sim-

ply uses the first derivative. The parameters Θ are updated using the following

equation in order to minimize the mean square error between the estimated risk

and the actual reward/penalty:

Θt+1 = Θt + δ
∂

∂Θ
(ARP − Risk(Rest(di))

2. (2.14)

Here, δ is a learning rate, which is empirically set to 0.001.

4.4 Online Learning Method using
Reinforcement Learning

The optimal decisions can also be obtained using reinforcement

learning (RL)8. The goal of the online learning using RL is

to estimate the value Q(S,A) of each response (or action) A =
(Pres(di), Conf(di), Ans(di), Rej) for state space. In a document retrieval

task, since the matching score Match(W,d), which corresponds to the state

space S in this task, can take any positive number, we need to train the value

Q(S,A) for the continuous state space. We thus represent the values of re-

sponses for the current state by a function approximation system instead of a

lookup table (Singh et al., 2002). It should be noted that the POMDP solution

technique using belief states with a delayed reward (e.g. (Williams and Young,

2007)) is similar to a RL for the continuous state space.

We approximate Q(S,A) with triangle functions τ given by

τm(S) =

{
1 − |Sλ − mλ| if |Sλ − mλ| < 1,
0 otherwise,

(2.15)

and values VA = (V 0
A, V λ

A , . . . , V nλ
A ) for grid points. Thus, the value function

Q(S,A) is represented as follows:

Q(S,A) =

{ ∑n
m=0 V mλ

A · τm(S) if S < nλ,
V nλ

A if S ≥ nλ.
(2.16)

Here, λ denotes the grid size and n denotes the number of grid points. Figure 7

illustrates an example of a value function Q(S, a) for an action a, where five
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grid points and triangle functions n = 4 are used to approximate the func-

tion (VA = (−4, 2, 5, 6, 8) are used.). There is another plane whose x-axis

is QAScore; Q(QAScore,Ans(di)) is calculated in the plane. The opti-

mal choice is made by selecting the response that has the minimum value of

Q(S,A) or Q(QAScore,A).
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Figure 7. Example of a value function.

The values V are updated through online learning by the following proce-

dures: For each step t, the system generates an action to execute ate based on

the ǫ-greedy strategy. That is, the best response that has the minimum value is

selected for a probability 1− ǫ, and responses is randomly selected for a prob-

ability ǫ, which was set to 0.2. Value parameters Vae of the selected response

at
e were updated using the temporal difference (TD) algorithm:

V nλ (t+1)

ae
= V nλ (t)

ae
+ δ TDError

∂Q(S, ae)

∂V nλ
ae

= V nλ (t)

ae
+ δ (Rae − Q(S, ae)) · τn(S). (2.17)

Here, Rae denotes the actual reward/penalty for the selected response ae. The

parameters of λ, n and δ were empirically set to λ = 1.5, n = 6 and δ = 0.001
based on the result of a preliminary experiment.
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5. Evaluation of Online Learning Methods

We evaluated the online learning methods. The set of 1,416 utterances

(1,084 information queries and 332 wh-questions) is used in this evaluation.

We trained the dialogue strategy by optimizing the parameters. We evaluated

the improvement by using a 10-fold cross validation by splitting the utterance

set into ten (set-1, · · · , set-10), that is, one set was used as a test set to evaluate

performance, and the other nine were used as training data. Since the method

using RL has a random factor in the ǫ-greedy strategy, the result of the method

is an average of the 10 trials.

The evaluation measures were the success rate and the average number of

sentences for information access. We regard a retrieval as successful if the

system presented (or confirmed to present) the appropriate response for the

utterance. The actual reward/penalty ARP (or R) is obtained by assigning 1

into p(di|W) of equations in Section 3.4 for success and 0 for failure, for the

response candidates9 . We rewarded correct presentation by 10 (RwdRet = 10)

and correct question-answering by 30 (RwdQA = 30) considering difference

in the number of samples in the test set. The FP was set to 6 based on typical

recovery patterns observed in the field trial (Misu and Kawahara, 2007). All

parameters (Θ or V) were initialized to zero.

Figure 8 shows the relationship between the number of steps t for learning

and the success rate of information access, and Figure 9 shows the relationship

between the number of steps t and the average number of expected ARP per

query obtained by the step t strategy at that time10. A small number of ARP

implies a better dialogue strategy. By using Bayes risk-based strategy using

ML estimation using Fisher’s scoring algorithm (BRML), we could achieve

a significantly higher performance than that of the steepest descent method

(BRSD). The eventual performance of BRML was almost comparable to that

of the method using RL with grid points (RLG).

We then evaluated the performance in terms of convergence speed. The

BRML was converged very quickly with almost 50 samples. This convergence

speed is one of the advantages of the BRML method such as when developing a

new system or adapting it to changes in the tendency in the data. In contrast, the

convergence speed of the RLG was considerably slower than that of the BRML

requiring 500 steps. Of course other techniques, such as the natural gradient

approach (Peters and Schaal, 2008) may improve the speed, but training by

RLG requires a large number of iterations, especially when dealing with a

continuous state space. One reason for this is that the RLG considers each

response action as an independent one using no a priori knowledge about the

dependency between responses. However, this assumption is not true (at least

between “Presentation”, “Confirmation” and “Rejection”). For example, if the

system is rewarded by “Confirmation”, it is supposed to obtain a better reward
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Figure 8. Number of step vs. Success rate of information access.
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Figure 9. Number of step vs. Actual reward/penalty (ARP).

by “Presentation”. In contrast, if it is penalized by confirmation, the penalty is

supposed to be less with rejection. In the method using Bayes risk, the values
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of responses are optimized simultaneously in one step via the estimation of the

success rate of retrieval. Thus, the method can estimate the risk of response

with a fewer number of parameters. For these reasons, we consider that the

training by BRML was converged with a small number of steps.

The target of the optimization in BRML is parameters of the logistic sig-

moid function that estimate posterior probability of success, and it does not

depend on the values of reward and penalty. This means that the optimality of

the dialogue strategy by the proposed method is guaranteed. For example, if

we replace the rewards by RwdRet = 0 and RwdQA = 0, we will obtain a

dialogue strategy that minimize the number of sentences in all turns before the

appropriate information is obtained without parameter re-tuning. This prop-

erty is an important advantage over the other approaches that require the whole

training process using the re-tuned parameters.

6. Conclusions

We have proposed an online learning method of dialogue framework to gen-

erate an optimal response based on Bayes risk. Experimental evaluations by

real user utterances demonstrated that the optimal dialogue strategy can be

obtained with a small number of training samples. Although we only imple-

mented and evaluated a simple explicit confirmation that asks the user whether

the retrieved document is a correct one or not, the proposed method is ex-

pected to incorporate more various responses in document retrieval tasks, such

as a clarification request and an implicit confirmation.

We used only two parameters of the matching score and bias for the logistic

regression (Equation (2.12)) to estimate the success rate, but this can be eas-

ily extended to incorporate various feature parameters, such as a difference of

score (margin) with the second best candidate or a system’s previous response.

The Bayes risk-based strategies presented in this chapter assume a sooner re-

ward, and cannot be directly applied to a dialogue task where a reward/penalty

is given as a delayed reward. However, we can optimize the entire dialogue by

introducing a cumulative future reward and the optimization process of WF-

STs (Hori et al., 2008).

Notes
1. http://trec.nist.gov/data/qamain.html

2. This method is expected to realize high precision for our task, but high recall is not expected. We

thus back off inputs to the information query mode in case they are not classified as questions.

3. Bunsetsu is defined as a basic unit of Japanese grammar and it consists of a content word (or a

sequence of nouns) followed by function words. We conducted the dependency structure analysis on all

sentences in the knowledge base.

4. Demonstratives (e.g. “it”) are typically omitted in Japanese. And, the utterance U2 in Figure 3

usually becomes “When was build”.

5. We adopted an explicit confirmation such as “Do you want to know the document’s title?”

http://trec.nist.gov/data/qamain.html
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6. This corresponds to a logistic regression of the success rate.

7. We regard a retrieval as successful if the system presented (or confirmed) the appropriate docu-

ment/NE for the query.

8. In this task, a reward or a penalty is given as a sooner reward. This problem corresponds to a

multi-armed bandit problem with a continuous state space.

9. These values were calculated using the manually labeled correct responses.

10. The response with the minimum risk is selected in the Bayes risk-based strategies and the response

with the minimum value is selected in the strategy using RL.
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Abstract Continuous advances in the field of spoken dialogue systems make the processes

plex. To solve problems emerging from this complexity, a technique which has

attracted increasing interest during the last decades is based on the automatic

generation of dialogues between the system and a user simulator, which is an-

other system that represents human interactions with the dialogue system. This

chapter describes the main methodologies and techniques developed to create

user simulators, and presents a discussion of their main characteristics and the

benefits that they provide for the development, improvement and assessment of

this kind of systems. Additionally, we propose a user simulation technique to

test the performance of spoken dialogue systems. The technique is based on

a novel approach to simulating different levels of user cooperativeness, which
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allows carrying out a more detailed system assessment. In the experiments we

have evaluated a spoken dialogue system designed for the fast food domain. The

evaluation has focused on the performance of the speech recogniser, semantic

analyser and dialogue manager of this system. The results show that the tech-

nique provides relevant information to obtain a solid evaluation of the system,

enabling us to find problems in these modules which cannot be observed taking

into account just one cooperativeness level.

Keywords: User modelling; Evaluation methodologies.

1. Introduction

The design of dialogue systems is a complex task that generally requires the

use of expert knowledge acquired in the development of previous systems, in-

cluding tests taken with users interacting with the system. The development of

these systems is usually an iterative process in which different prototypes are

released and tested with real users (Nielsen, 1993). From these tests, objec-

tive and subjective measures can be obtained concerning the appropriateness

of several aspects of the system (Möller, 2004). The tests provide a basis for re-

finements of the prototype systems until eventually a system is obtained which

is as perfect as possible in terms of correct functioning and user satisfaction.

However, employing user studies to support the development process is very

expensive and time consuming. The use of techniques like Wizard of Oz (Dow

et al., 1986; Carbini et al., 2006) for system design reduces the costs by avoid-

ing the need for a functional prototype for testing purposes, but unfortunately

it does not avoid the need for constant human intervention to obtain useful

results. For these reasons, during the last decade many research groups have

been attempting to find a way to automate these processes, leading to the ap-

pearance of the first user simulators. These simulators are automatic systems

that represent human interactions with the dialogue system to be tested.

Research in techniques for user modelling has a long history within the

fields of natural language processing and spoken dialogue systems. The main

purpose of a user simulator is to improve the main characteristics of a spoken

dialogue system through the generation of corpora of interactions between the

system and the simulator (Möller et al., 2006). Collecting large samples of

interactions with real users is an expensive process in terms of time and effort.

Moreover, each time changes are made to the system it is necessary to collect

more data in order to evaluate the changes. The user simulator makes it possi-

ble to generate a large number of dialogues in a very simple way. Therefore,

these techniques contribute positively to the development of dialogue systems,

reduce the time and effort that would be needed for their evaluation and also

allow to adapt them to deal with individual user needs and preferences.
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Simulated data can be used to evaluate different aspects of a dialogue sys-

tem, particularly at the earlier stages of development, or to determine the ef-

fects of changes to the system’s functionalities. For example, in order to eval-

uate the consequences of the choice of a particular confirmation strategy on

transaction duration or user satisfaction, simulations can be done using differ-

ent strategies and the resulting data can be analyzed and compared. Another

example is the introduction of errors or unpredicted answers in order to evalu-

ate the capacity of the dialogue manager to react to unexpected situations.

A second usage is to support the automatic learning of optimal dialogue

strategies using reinforcement learning, given that large amounts of data are

required for a systematic exploration of the dialogue state space. Corpora of

simulated data are extremely valuable for this purpose, considering the costs

of collecting data from real users. In any case, it is possible that the optimal

strategy may not be present in a corpus of dialogues gathered from real users,

so additional simulated data may enable additional alternative choices in the

state space to be explored (Schatzmann et al., 2005).

According to the level of abstraction at which the dialogue is modelled,

it is possible to find in the literature user simulators working at the word

level (López-Cózar et al., 2003; Araki et al., 1997; Pietquin and Beaufort,

2005) or the intention level (Griol et al., 2008; Jung et al., 2009). Working

at the word level, the input to the simulator is either the words in text format

or the user utterances. Words in text format allow testing the performance of

the spoken language understanding (SLU) component of the dialogue system,

and that of the dialogue manager in dealing with ill-formed sentences. Using

utterances (voice samples files) enables deeper checking of the robustness of

the system. For example, it allows testing the performance of techniques at

the ASR level to deal with noisy conditions. It also enables to test the perfor-

mance of the SLU module in dealing with ASR errors, and that of the dialogue

manager in dealing with SLU errors.

If the simulator works at the intention level, it receives as input abstract rep-

resentations of the semantics of sentences, for example frames (Eckert et al.,

1997; Levin et al., 2000; Scheffler and Young, 2002; Scheffler and Young,

2001). Hence, it is not possible to check the performance of the speech recog-

niser or the SLU component, but only that of the dialogue manager. This strat-

egy is useful, however, to address the problem of data sparseness and to opti-

mise dialogue management strategies.

In this chapter we summarize the main characteristics and advantages of

user simulation techniques and present a technique to enhance a rule-based

user simulator previously developed by including different levels of user co-

operativeness. Providing a fine-grained scale of user cooperativeness makes it

possible to carry out a detailed evaluation of the performance of a spoken dia-
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logue system, assessing its ability to deal with responses that do not necessarily

match every system prompt.

Our study has been evaluated by means of a Spanish dialogue system called

Saplen (López-Cózar et al., 1997), designed to answer customers queries and

register product orders in a fast-food restaurant. Our user simulator has been

used to improve the system by identifying problems in the performance of

the speech recogniser, semantic analyser and dialogue manager. Moreover,

the evaluation results provide valuable information about how to best tune the

dialogue management strategies and language models for speech recognition

to meet the needs of real users.

The remainder of this chapter is organised as follows. Section 2 discusses

previous studies on user simulator for spoken dialogue systems. Section 3

presents our two user simulators: the initial one and an enhanced simulator

which implements a fine-grained scale user cooperativeness to better evalu-

ate spoken dialogue systems. Section 4 presents the experiments carried out

employing the enhanced simulator to evaluate the performance of the Saplen

dialogue system. Section 5 discusses the experimental results, the findings

by employing three types of user cooperativeness, and possibilities for future

work. Finally, Section 6 presents the conclusions.

2. Related Work

The implementation of user simulators has been carried out using mainly

two techniques: rule-based methods (Chung, 2004; Komatani et al., 2003;

Lin and Lee, 2001; López-Cózar et al., 2003) and corpus-based ap-

proaches (Schatzmann et al., 2006; Griol et al., 2008). There are also in the

literature hybrid techniques which combine features of these two approaches.

For example, Cuayáhuitl et al. (2005) present a technique that combines a

goal-oriented method with the bigram model using (Hidden Markov Models)

HMMs, whereas Georgila et al. (2005) extend this study using n-grams.

It is also possible to classify the different approaches with regard to the

level of abstraction at which they model dialogue. This can be at the acoustic

level, the word level or the intention level. The latter is a particularly useful

compressed representation of human-computer interaction. Intentions cannot

be observed, but they can be described using speech-act and dialogue-act the-

ory (Searle, 1969; Traum, 1999; Bunt, 1981). For dialogue modelling, simu-

lation at the intention level is the most convenient, since the effects of recog-

nition and understanding errors can be modelled and the intricacies of natural

language generation can be avoided (Young, 2002).

In this section we explain the main features of rule-based and corpus-based

approaches and discuss a number of user simulators representative of each
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type. The end of the section discusses issues concerning the evaluation of

user simulators.

2.1 Rule-based User Simulators

Using the rule-based approach, the designer of a user simulator creates a

set of rules that decide the behaviour of the simulator. The advantage of this

approach is in the certainty of the reactions of the simulator, which enables the

designer to have complete control over the experiments. An initial example can

be found in the study presented in (Araki et al., 1997), which proposes to evalu-

ate spoken dialogue systems using a system-to-system interaction method that

automatically generates dialogues. An additional system, called coordinator,

includes linguistic noise in the interaction in order to simulate speech recog-

nition errors in the communication channel, as can be observed in Figure 1.

The evaluation measured the system’s robustness in sorting out problems in

the communication, focusing on task completion and the number of dialogue

turns per dialogue for a given word error rate.

Figure 1. Concept of system-to-system dialogue with linguistic noise (Araki et al., 1997).

Another technique, described in (Chung, 2004), allows two types of sim-

ulated output (text and speech) receiving as input simulated semantic frames

(Figure 2). In the experiments carried out in the restaurant information domain,

the authors generated 2,000 dialogues in text mode, which were particularly

useful for extending the coverage of the NL parser, and to diagnose problems

overlooked in the rule-based mechanisms for context tracking.

In order to check the n-gram language models employed by the speech

recogniser (bigrams and trigrams), the authors generated 36 dialogues in spe-

ech mode. Of these dialogues, 29 were completed without errors, with the

correct desired data set achieved. Regarding the erroneous dialogues, three of

them showed problems due to ASR errors, whereas four presented errors with
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Figure 2. SDS integrated with user simulator (Chung, 2004).

the parsing and the context tracking mechanisms. The simulator was applied

to provide restaurants’ multiple constraints in single turns, for which typically

empty data sets were retrieved. In earlier development cycles, these experi-

ments were crucial to find combinations of constraints that yielded problematic

responses of the system.

Filisko and Seneff (2006) propose an advanced rule-based user simulator

that could be configured by the developer in order to show different behaviours

in the dialogues. The authors were interested in checking error recovery mech-

anisms of a SDS working in the flight reservation domain. The goal was to

acquire out-of-vocabulary city names by means of subdialogues in which the

user had to speak-and-spell city names, e.g., “Nelson N E L S O N”. In order

to make its responses as realistic as possible, the simulator combined segments

of user utterances available from a speech corpus for the application domain.

To combine the segments, the simulator employed a set of utterance templates.

This way, when generating a response, it chose one template, filled the existing

gaps (for example, departure and destination cities) and produced the complete

sentence (Figure 3).
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Figure 3. Generation of a user simulator’s response (Filisko and Seneff, 2006).

2.2 Corpus-based User Simulators

Using the corpus-based (or data-based) approach, the simulator uses prob-

abilistic methods to generate a response for each system’s prompt, with the

advantage that the uncertainty of the method can better reflect the unexpected

behaviours of users interacting with the system. The advantage of this ap-

proach lies in its simplicity and in that it is totally domain independent. The

main disadvantage, however, is that it may be too limited to give a realistic

simulated behaviour because, although user actions are dependent on the pre-

vious system action, they should also be consistent throughout the dialogue as

a whole.

Statistical models of user behaviour have been suggested as the solution

to the lack of data when training and evaluating dialogue strategies. Using

this approach, the dialogue manager can explore the space of possible dia-

logue situations and learn new potentially better strategies. The most extended

methodology for machine-learning of dialogue strategies consists of modeling

human-computer interaction as an optimization problem using Markov Deci-

sion Process (MDP) and reinforcement learning methods.

Eckert et al. (1997) introduce the use of statistical models to predict the

next user action by means of an n-gram model. The proposed model has the

advantage of being both statistical and task-independent. Its main weakness

is that it approximates the complete history of the dialogue by only a bigram

model. In (Levin and Pieraccini, 1997), the bigram model was modified by
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considering only a set of possible user answers following a given system action

(the Levin model). Both models have the drawback of considering that every

user response depends only on the previous system turn. Therefore, the user

simulator can change objectives continuously or repeat information previously

provided.

In the case of advanced dialogue systems, the possible paths through the dia-

logue state space are not known in advance and the specification of all possible

transitions is not possible. Partially Observable MDPs (POMDPs) outperform

MDP-based dialogue strategies since they provide an explicit representation

of uncertainty. However, the state space is too big for an exact POMDP op-

timization and currently there are no methods for exhaustively searching the

complete state space of a dialogue system in which the state space is emergent

rather than predetermined. This issue has been addressed by constraining the

state space to a manageable size and by focusing on task-oriented systems in

which the goal is to elicit a finite (generally fairly small) set of values from the

user to fill the slots in a form.

One possible way to address some of these issues is to collect and analyze

vast amounts of data covering the different ways in which users interact with

a system and the different choices that can be applied in dialogue manage-

ment. However, controlling all these factors with real users in actual interac-

tions would be a daunting, if not impossible task. A more efficient method for

collecting data under controlled conditions would be to simulate interactions in

which the various user and system factors can be systematically manipulated.

Scheffler and Young (1999) propose a graph-based model. The arcs of the

network symbolize actions, and each node represents user decisions (choice

points). In-depth knowledge of the task and great manual effort are neces-

sary for the specification of all possible dialogue paths. Pietquin and Beau-

fort (2005) combined characteristics of the models proposed in (Scheffler and

Young, 1999) and (Levin and Pieraccini, 1997). The main objective was to

reduce the manual effort necessary for the construction of the networks. A

Bayesian network was suggested for user modelling. All model parameters

were hand-selected.

Georgila et al. (2005) propose to use HMMs, defining a more detailed de-

scription of the states and considering an extended representation of the history

of the dialogue. Dialogue is described as a sequence of Information States (Bos

et al., 2003). Two different methodologies are described to select the next

user action given a history of information states. The first method uses n-

grams (Eckert et al., 1997) with values of n from 2 to 5 to consider a longer

history of the dialogue. The best results were obtained with 4-grams. The

second methodology is based on the use of a linear combination of 290 char-

acteristics to calculate the probability of every action for a specific state.
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Georgila et al. (2006) present a data-based user simulator which takes into

account advanced n-grams to consider that user actions are conditioned by the

current status of tasks, and not only by speech acts and tasks. One example of

this type of current status is whether or not the information needed to perform

a given action has been confirmed. The simulator actions were decided con-

sidering a probability distribution learned in the training. The authors carried

out experiments with the Communicator 2001 corpus (dialogues concerning

flights, hotels, and car reservation). The goal of the evaluation was to measure

how “human-like” the behaviour of the simulator was, considering as measures

the expected accuracy, precision, recall and perplexity.

Cuayáhuitl et al. (2005) propose a method for dialogue simulation based

on HMMs in which both user and system behaviours are simulated. Instead

of training only a generic HMM model to simulate any type of dialogue, the

dialogues of an initial corpus are grouped according to the different objectives.

A submodel is trained for each one of the objectives, and a bigram model is

used to predict the sequence of objectives.

In (Schatzmann et al., 2007a; Schatzmann et al., 2007b), a technique for

user simulation based on explicit representations of the user goal and the user

agenda is presented. The user agenda is a structure that contains the pending

user dialogue acts that are needed to elicit the information specified in the

goal. This model formalizes human-machine dialogues at a semantic level as

a sequence of states and dialogue acts. An EM-based algorithm is used to

estimate optimal parameter values iteratively.

Wang et al. (2005) address the issue of generating language model train-

ing data during the initial stages of dialogue system development by means of

a user simulator. The proposed simulation technique obtains the probability

model via an interplay between a probabilistic user model and a dialogue sys-

tem that answers queries for a restaurants information domain. The main goal

was to find a way to acquire language model training material in the absence of

any in-domain real user data. The dialogues that were obtained by means of the

interaction between the user simulator and the dialogue system are then used

to acquire adequate coverage of the possible syntactic and semantic patterns

to train both the recognizer and the natural language system. Experimental

results verify that the resulting data from user simulation runs are much more

refined than the original data set, both in terms of the semantic content of the

sentences (i.e., different types of queries) as well as the probability distribution

of the within-class values (e.g., cuisine types, neighbourhood names, etc.).

Griol et al. (2008) present a statistical approach to develop a user sim-

ulator for learning optimal dialogue strategies. The user simulator replaces

the functions performed in a dialogue system by the ASR and the NLU mod-

ules, as shown in Figure 4. The user answers are generated by taking into ac-

count the information provided by the simulator throughout the history of the
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dialogue (user register), the last system turn, and the objective(s) predefined

for the dialogue. A labelled corpus of dialogues is used to estimate the user

model, which is based on a classification methodology. An error simulator is

used to introduce errors and confidence measures from which it is possible to

adapt the error simulator module to the operation of any ASR and NLU mod-

ules. The results of its application to learn a dialogue model for the DIHANA

project (Griol et al., 2006) demonstrate that the coverage of the dialogue man-

ager is increased by incorporating the successful simulated dialogues and that

the number of unseen situations can be reduced. A study of the evolution of the

strategy followed by the dialogue manager shows how it modifies its strategy

by detecting new correct answers that were not defined in the initial strategy.

Figure 4. Architecture of the DIHANA dialogue system. (1) Interaction with real users. (2)

Operation with the user simulator (Torres et al., 2008).

A data-driven user simulation technique for simulating user intention and

utterance is introduced in (Jung et al., 2009). The user intention modeling

and generating method uses a linear-chain conditional random field, and a

two-phase data-driven domain-specific user utterance simulation method and

a linguistic knowledge-based ASR channel simulation method. Different eval-

uation metrics were introduced to measure the quality of user simulation at

intention and utterance. The main conclusions obtained from experimentation

with a dialogue system for car navigation indicate that the user simulator was

easy to set up and showed similar tendencies to real human users.
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2.3 Hybrid User Simulators

As stated above, there also exist hybrid techniques which combine features

of rule-based and corpus-based approaches. One example is in (Torres et al.,

2008), were the user simulator interacts with a dialogue system that provides

information about train schedules and other services (Bonafonte et al., 2000).

The system’s dialogue manager uses a stochastic dialogue model that is a bi-

gram model of dialogue acts. Using this model, the dialogue manager selects

the following state taking into account the last user turn and its current system

state. The user simulator proposed in this work is a version of this dialogue

manager, which has been modified to play the user role. It uses the same bi-

gram model of dialogue acts. Using this model, the user simulator selects the

following user action depending only on the last system action, as in (Eck-

ert et al., 1997). Additional information (rules and restrictions that depend on

the user goals) is included in the model to achieve the cooperation of the user

and the consistency of the dialogues. Figure 5 shows the block diagram of the

dialogue system extended with the user simulator modules. A user dialogue

manager (UDM) and a user reply generator (URG) are the components of the

user simulator. These modules are very similar to their corresponding modules

on the system side (SDM and SRG).

Figure 5. Architecture of the user simulator proposed to interact with the BASURDE dialogue

system.(Torres et al. 2008).

2.4 Evaluation of User Simulators

There are no generally accepted criteria for what constitutes a good user

simulator. Typically used methods are adopted from other research fields
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such as Information Retrieval and Machine Learning. A first classification di-

vides evaluation techniques into direct evaluation methods and indirect meth-

ods (Young, 2002).

2.4.1 Direct Methods. Direct methods evaluate the user simu-

lator by measuring the quality of its predictions. Typically, the Recall measure

has been used to take into account how many actions in the real response are

predicted correctly, whereas the Precision measure has been used to consider

the proportion of correct actions among all the predicted actions.

For example, Schatzmann et al. (2005) show the results of precision and

recall obtained from the evaluation of different user simulators. The maximum

values are located around 35%. One drawback of these measures is that they

consider a high penalty for the actions that are unseen in the responses on the

simulator, although they could be potentially provided by a real user.

Another example is (Scheffler and Young, 2001), which defines evalu-

ation features at three dimensions: high-level features (dialogue and turn

lengths), dialogue style (speech-act frequency; proportion of goal-directed ac-

tions, grounding, formalities, and unrecognized actions; proportion of informa-

tion provided, reprovided, requested and rerequested), and dialogue efficiency

(goal completion rates and times). The simulation presented in (Schatzmann

et al., 2007a) was evaluated by testing the similarity between real and simu-

lated data by means of statistical measures (dialogue length, task completion

rate and dialogue performance).

In (Georgila et al., 2006), the use of Perplexity for the evaluation of user

simulator is introduced. It determines whether the simulated dialogues contain

sequences of actions that are similar to those contained in the real dialogues.

In (Cuayáhuitl et al., 2005), the comparison between the simulated corpus and

a corpus acquired with real users is carried out by training a HMM with each

corpus and then measuring the similarity between the two corpora on the basis

of the distance between the two HMM.

The aim of the work described in (Ai and Litman, 2008) is to extend the

previous work to evaluate the extent to which state-of-the-art user simulators

can mimic human user behaviours and how well they can replace human users

in a variety of tasks. Schatzmann et al. propose a set of evaluation measures

to assess the quality of simulated corpora. These evaluation measures have

proven to be sufficient to discern simulated from real dialogues (Griol et al.,

2009).

Since this multiple-measure approach does not offer an easily reportable

statistic indicating the quality of a user simulation, Williams (2007) proposes

a single measure for evaluating and rank-ordering user simulations based on

the divergence between the simulated and real users’ performance. In their

study, they recruited human judges to assess the quality of three user simula-
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tors. Judges were asked to read the transcripts of the dialogues between the

computer tutoring system and the simulators and to rate the dialogues on a

5-point scale from different perspectives. They first assessed human judges’

abilities in distinguishing real from simulated users, finding that it is hard for

human judges to reach good agreement on the ratings. However, these ratings

provide consistent ranking on the quality of the real and the user simulator

models. They concluded that this ranking model can be used to quickly assess

the quality of a new simulation model without manual efforts by ranking the

new model against the traditional ones.

2.4.2 Indirect Methods. The main objective of indirect methods

of evaluation is to measure the utility of the user simulator within the frame-

work of the operation of the complete system. These methods try to evaluate

the operation of the dialogue strategy learned by means of the simulator. This

evaluation is usually carried out by verifying the operation of the new strategy

through a new interaction with the simulator. Then, the initial strategy is com-

pared with the learned one using the simulator. The main problem with this

evaluation resides in the dependence of the acquired corpus on the user model.

For example, Schatzmann et al. (2005) present a series of experiments that

investigate the effect of the user simulator on simulation-based reinforcement

learning of dialogue strategies. The results indicate that the choice of the user

model has a significant impact on the learned strategy. The results also demon-

strate that a strategy learned with a high-quality user model generalizes well to

other types of user models. Lemon and Liu (2007) extend this work by eval-

uating only one type of stochastic user simulation but with different types of

users and under different environmental conditions. This study concludes that

dialogue policies trained in high-noise conditions perform significantly better

than those trained for low-noise conditions.

Ai et al. (2007) evaluate what kind of user simulator is suitable for de-

veloping a training corpus for using Markov Decision Processes (MDPs) to

automatically learn dialogue strategies. Three different user simulators, which

were trained from a real corpus and simulate the word level, were evaluated

using a speech-enabled Intelligent Tutoring System that helps students under-

stand qualitative physics questions. The first model, called Probabilistic Model

(PM), is meant to capture realistic student behavior in a probabilistic way. The

second model, called Total Random Model (TRM) ignores what the current

question is or what feedback is given and randomly picks one utterance from

all the utterances in the entire candidate answer set. The third model, called

Restricted Random Model (RRM) differs from the PM in that given a certain

tutor question and a tutor feedback, it chooses to give certain, uncertain, neu-

tral, or mixed answer with equal probability. The results of their work suggest

that with sparse training data, a model that aims to randomly explore more
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dialogue state spaces with certain constraints can actually outperform a more

complex model that simulates realistic user behaviours in a statistical way.

3. Our User Simulators

This section of the chapter focuses on our initial user simulator and its appli-

cation to evaluate the performance of the Saplen dialogue system. It addresses

improvements made in the simulator to create an enhanced version. This ver-

sion implements a novel technique to carry out a detailed evaluation of the

performance of spoken dialogue systems, assessing their ability to deal with

responses that do not necessarily match every system prompt.

3.1 The Initial User Simulator

In a previous study (López-Cózar et al., 2003) we developed a user simulator

which is the basis for the enhanced user simulator discussed in this chapter.

The purpose of the initial simulator was to interact automatically with a spoken

dialogue system in order to create a corpus of dialogues that could be used for

testing the performance of the system. We carried out experiments with this

simulator employing the Saplen dialogue system, previously designed in our

lab to provide fast food information and register product orders (López-Cózar

et al., 2002). As can be observed in Figure 6, the simulator receives the current

prompt generated by the dialogue system as well as the frame(s) obtained from

the analysis of the previous response of the simulator. Each response of the

simulator is an utterance (voice samples file) recorded by a client of the fast

food restaurant, which is taken from a speech database.

The interaction between the simulator and the dialogue system is carried

out by means of a set of scenarios that indicate the goals the simulator must

try to achieve during the interaction. For example, a scenario may spec-

ify that the simulator must order one ham sandwich, one large beer and one

chocolate milkshake, and provide the telephone number, postal code and ad-

dress of a user. After the simulator has selected the appropriate scenario goal,

e.g., <POSTAL CODE> = “18001”, it retrieves an utterance from the speech

database for which the associated frame matches the selected goal, e.g., “my

postal code is 18001”. This utterance is the response of the simulator.

In this version of the simulator, the generated responses always fulfilled the

system expectations, because the level of user cooperativeness was the high-

est in all cases. For example, if the system prompted for the user’s address,

the simulator provided an address; if the system prompted for the user’s tele-

phone number, the simulator provided a telephone number and so on, as can

be observed in the following sample dialogue:

(1) Saplen: What would you like to have?

(2) User simulator : Three ham sandwiches.
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Figure 6. Interaction between the initial version of the user simulator and the Saplen system.

(3) Saplen: I have to confirm your order. Did you say six ham sand-

wiches? Please say yes or no.

(4) User simulator : No.

(5) Saplen: OK. How many sandwiches did you say?

(6) User simulator : Three.

(7) Saplen: OK. So that’s three ham sandwiches. Please say your tele-

phone number.

(8) User simulator : 9 5 8 2 7 5 3 6 0.

(9) Saplen: I need to confirm your telephone number. Did you say 9, 5,

8, 2, 7, 5, 3, 6, 0? Please answer yes or no.

(10) User simulator : Yes.

(11) Saplen: OK. Telephone number 9, 5, 8, 2, 7, 5, 3, 6, 0. Please say

your postal code.

(12) User simulator: 1 8 0 0 1.

(13) Saplen: OK. Postal code 1, 8, 0, 0, 1. Please say your address, for

example, Elm street, number 13, second floor, apartment letter e.

(14) User simulator : Andalucia street number 58 first floor letter e.

(15) Saplen: I need to confirm your address. Did you say Andalucia

street, number 58, first floor letter e? Please answer yes or no.

(16) User simulator : Yes.

(17) Saplen: OK. Address Andalucia street, number 58, first floor letter
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e. Would you like to drink something?

(18) User simulator : No.

(19) Saplen: OK. I need to confirm your order. I think you ordered three

ham sandwiches. Is this correct? Please answer yes or no.

(20) User simulator : Yes.

(21) Saplen: OK. The price is 12 euros. Is this OK for you? Please an-

swer yes or no.

(22) User simulator : Yes.

(23) Saplen: OK. The delivery service will take 30 minutes approxi-

mately to get to your address. Is this OK for you? Please answer yes or

no.

(24) User simulator : Yes.

(25) Saplen: OK. Thank you very much for using our automatic tele-

phone service. Good night.

An advantage of this kind of interaction between the simulator and the di-

alogue system is that it makes it possible to estimate the system performance

interacting with users who behave “optimally” as they provide exactly the data

requested by the system in each interaction. In fact, this initial user simulator

was useful to improve the performance of the Saplen system by identifying

problems in the performance of the speech recogniser, semantic analyser and

dialogue manager. Moreover, the evaluation results provided valuable informa-

tion about how to best tune the dialogue management strategies and language

models for speech recognition to meet the needs of real users (López-Cózar

and Callejas, 2005). However, a drawback of the “optimal” behaviour exhib-

ited by the simulator may not be very realistic.

3.2 The Enhanced User Simulator

In order to address this drawback of the initial simulator, we have devel-

oped an enhanced user simulator which shows a more realistic behaviour. To

do so, this simulator implements three cooperativeness levels: low, medium

and high. The high level corresponds to the behaviour of the initial user simu-

lator. To implement the medium cooperativeness the simulator does not always

respond with the kind of utterance requested by the dialogue system, although

it always generates responses that are appropriate for the system prompts. For

example, the simulator may repeat a piece of data when the system prompts to

confirm the data using a Yes/No response. This behaviour can be observed in

the following sample dialogue:

(1) Saplen: What would you like to have?

(2) User simulator: Three ham sandwiches.

(3) Saplen: I have to confirm your order. Did you say six ham sand-

wiches? Please say yes or no.
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(4) User simulator: Three.

(5) Saplen: OK. So that’s three ham sandwiches. Please say your tele-

phone number.

This behaviour of the simulator can be useful to model experienced users

who know how to make the interaction go faster by providing in advance the

data that the system will require in subsequent prompts, e.g. uttering directly

‘Three’ instead of ‘No’ in turn (4). Simulating this type of user makes it pos-

sible to evaluate the ability and “intelligence” of the dialogue system to deal

appropriately with responses that do not match every system prompt exactly.

To implement the low cooperativeness the simulator generates appropriate

responses for some system prompts, but for others it generates responses that

are completely inappropriate. This behaviour can be observed in the following

sample dialogue:

(1) Saplen: What would you like to have?

(2) User simulator: Andalucia street number 58 first floor letter e.

(3) Saplen: I need to confirm your address. Did you say Andalucia street,

number 58, first floor letter e? Please answer yes or no.

(4) User simulator: Yes.

(5) Saplen: OK. Address Andalucia street, number 58, first floor letter e.

Would you like anything to eat?

The main advantage of the enhanced user simulator is that it makes it pos-

sible to model real users who because of inexperience or being nervous may

answer some prompts with unexpected utterances. Therefore, this type of sim-

ulation allows us to test the robustness of the speech recogniser and semantic

analyser to deal with these utterances. In addition, it can be useful to test the

ability of the dialogue manager to appropriately handle data items that are not

expected. For example, if the address data were provided unexpectedly in ad-

vance, the dialogue manager should not prompt for these data later.

4. Experiments

The goal of the experiments has been to study whether the dialogues gen-

erated employing the enhanced user simulator provide a better basis for the

system assessment than the initial simulator.

The evaluation has been carried out in terms of word accuracy (WA), sen-

tence understanding (SU) and task completion (TC).

WA is the proportion of correctly recognised words, which is computed

taking into account the number of words inserted, deleted and substituted by

the speech recogniser. SU is the proportion of correctly understood sentences

regardless of the possible speech recognition errors. In other words, we say

that there is sentence understanding if the semantic representation obtained by



70 SPOKEN DIALOGUE SYSTEMS TECHNOLOGY AND DESIGN

the semantic analyser is correct even though some words might have been in-

correctly recognised. TC is the proportion of successful dialogues, i.e., the

percentage of dialogues in which the simulator achieves all the scenario goals.

In order to avoid excessively long dialogues between the system and the sim-

ulator, which would not be accepted by real users, the simulator cancelled the

interaction with the system if the total number of turns (i.e. of system plus

user simulator turns) exceeded a threshold set to 30 turns. The reason for using

this maximum limit is that, taking into account the structure of the scenarios

as well as the dialogue management strategy of the Saplen system, a dialogue

without any error correction requires 15 turns in total to make the orders, pro-

vide the user data (post code, telephone number, and address) and answer the

confirmation prompts generated by the system. Considering 30 as an interac-

tion limit means that we permitted 30 - 15 = 15 correction turns per dialogue,

which we consider an ample margin for the user simulator to correct possible

errors. Cancelled dialogues are not considered successful and thus decrease

the TC rate.

4.1 Speech Database and Scenario Corpus

To carry out the experiments we have employed a speech database that we

collected in a fast food restaurant and contains around 800 dialogues between

clients and restaurant assistants. The database is comprised of 18 sentence

types: product orders, telephone numbers, postal codes, addresses, queries,

confirmations, amounts, food names, ingredients, drink names, sizes, flavours,

temperatures, street names, building numbers, building floors, apartment let-

ters, and error indications.

Selecting at random 5,500 client utterances among the 18 sentence types

in the database, we have created two utterance corpora, one for training the

language models and the other for testing them, ensuring that no training ut-

terances were included in the testing corpus. Both corpora include the ortho-

graphic transcriptions of the utterances as well as their corresponding semantic

representations (frames). One half of the utterances that the simulator employs

to correct system errors and to confirm data are used for training and the other

half are used for testing. These utterances are not used as scenario goals given

that they are scenario-independent.

To automatically generate dialogues between the Saplen system and the pro-

posed user simulator we have designed 50 scenarios. The scenario goals are

selected by choosing frames at random in the test utterance corpus correspond-

ing to product orders, telephone numbers, postal codes and addresses.

Employing the simulator we have generated 20 dialogues per each sce-

nario, cooperativeness level and type of language model for speech recogni-
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tion, which makes a total of 20 x 50 x 3 x 2 = 6,000 dialogues. These dialogues

have been saved in log files for further evaluation.

4.2 Language Models for Speech Recognition

The Saplen system was configured to use two different kinds of lan-

guage model for speech recognition: one was based on 17 prompt-dependent

language models (PDLMs), in the form of word bigrams (Rabiner et al.,

1996), whilst the other was based on one prompt-independent language model

(PILM), also a word bigram. Both kinds of language model have been used in

previous studies (López-Cózar and Callejas, 2005).

The problem with the PDLMs is that they provide very poor recognition re-

sults if the users respond to system prompts with a type of utterance that does

not match the active grammar (e.g. an address when the system prompted for a

telephone number). This happens because the utterances are analysed employ-

ing a grammar compiled from utterances of a different type. Therefore, this

language model is not appropriate to provide users with a natural interaction

that enables them to answer system prompts with utterances that do not strictly

match what the system requires, which is something that they would probably

do when interacting with a human operator.

Contrary to what happens with the PDLMs, the PILM permits the recogni-

tion of any kind of utterance within the domain, which helps to provide users

with more flexible interaction. However, the accuracy is in general lower than

with the PDLMs given that the vocabulary is much larger and there are many

more types of utterance to be considered.

5. Results

Table 1 shows the average results obtained for the three levels of user co-

operativeness and the two language models for speech recognition in terms of

word accuracy (WA), sentence understanding (SU) and task completion (TC).

As can be observed, better performance is achieved for higher cooperativeness

levels regardless of the language model employed. The differences in the per-

formance are more clearly observed when the PDLMs are employed. When the

cooperativeness is high the simulator always provides responses that match the

current system prompt. Therefore using the PDLMs each utterance is analysed

employing the appropriate recognition grammar.

The scores decrease when the level of cooperativeness is medium or low

given that for these conditions the simulator sometimes provides utterances

that do not match the current system prompt. According to the results set out

in the table, it can be said that the system should only employ the PDLMs if

the cooperativeness of real users were high, thus achieving TC = 70.56%. For

the other cooperativeness levels the performance would be very poor.
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Table 1. Evaluation results (in %) for the three levels of user cooperativeness employing

PDLMs and PILM.

PDMLs PILMs

Cooperat. level WA SU TC WA SU TC

High 90.05 85.18 70.56 75.40 57.86 11.67

Medium 70.56 70.76 21.67 76.60 55.71 5.56

Low 43.69 56.82 11.13 77.87 53.28 4.47

When the PILM is employed the values for WA and SU are similar for the

three level of cooperativeness. The reason is that regardless of the level, the

simulator responses always match the recognition grammar, as it is compiled

from training utterances permitted for all the system prompts. Taking into ac-

count the results set out in the table, it can be said that the system performance

is totally unacceptable for the PILM regardless of the cooperativeness level,

since TC is 11.67% as the greatest.

These results show that the system should only employ the PDLMs if the

cooperativeness of the real users were high since the system performance can

be considered more or less acceptable (TC = 70,56%). The results also show

that when the PILM is used the system performance is too poor for an interac-

tion with real users regardless of the type of language model employed, since

TC is too low (only 11.67% in the best case).

5.1 Detection of Problems in the Performance
of the Dialogue System

The main objective of the experiments was to carry out an evaluation of

the Saplen system in order to identify problems with the speech recogniser,

semantic analyser or dialogue manager, to fix those and thus increase the sys-

tem’s robustness to deal with a variety of users. To do this we have considered

the log files created during the dialogue between the simulator and the Saplen

system, have focused on the dialogues with very low values for the evalua-

tion measures, and have analysed these to find the reasons for the unacceptable

system performance.

5.1.1 Findings for the High Cooperativeness Level. When

the PDLMs are employed, the utterances that the simulator generates as re-

sponses always match the active speech recognition grammars, which cause

WA to be quite high (90.05%). The 10% word error rate is caused by three

factors. One is that some ’Yes/No’ answers to confirmation prompts are mis-

recognised, e.g. the word ’sı́’ (yes) is sometimes substituted by the word ‘te’.

One possible solution to this problem might be to change the languate model
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so that it only allows recognisng ‘sı́’ or ’No’, and ask the user explicitly to utter

any of these two words.

Another reason is that there are problems recognising some addresses for

which not all data items are recognised. The third reason is that there are

many recognition errors if the speakers have strong southern Spanish accents,

as they usually do not pronounce the final ‘s’ of plural words, wich causes

the recognition of the singular form of substantives and adjectives instead of

plurals. Given that these errors in the number correspondence do not affect the

semantics of the utterances, most of the product orders are correctly understood

even though some words are incorrectly recognised.

When the PILM is employed, there are also many speech recognition errors

in the responses to system confirmation prompts, especially if these are ut-

tered by speakers with strong southern Spanish accents. Given that these users

omit the final ‘s’ of plural words, as discussed above, the acoustic similarity

increases and thus the word ‘no’ is often substituted by the word ‘dos’ (two),

‘uno’ (one) or ‘error’, whereas the word ’sı́’ (yes) is often substituted by the

word ‘seis’ (six). Moreover in many cases the words ‘sı́’ and ‘no’ are discarded

by the semantic analyser of the system as their confidence scores are smaller

than the lowest confidence threshold employed (set to 0.3). Because of these

problems there are many repetitive confirmation turns to get data confirmed,

which lengthens the dialogues and causes some of these to be cancelled as the

interaction limit (30 turns) is reached before all the scenario goals are achieved.

A possible solution to this problem is not to use the PILM for confirmations.

Instead, the system should use the PDLM specific for confirmations and force

the user utter either ’Yes’ or ’No’.

5.1.2 Findings for the Medium Cooperativeness Level.
When the PDLMs are employed the WA for the medium cooperativeness is

lower than for the high cooperativeness (70.56% vs. 90.05%). The reason is

that in addition to facing the problems discussed in the previous section, in this

case the Saplen system has to overcome the problem that the sentences uttered

to answer confirmation prompts are not permitted by the active grammars.

If the cooperativeness is medium, the simulator answers confirmation

prompts by repeating the data that the dialogue system is trying to confirm,

although it always prompts for a ’Yes/No’ response. The problem identified

in the analysis is that the grammar employed to recognise responses to confir-

mation prompts was initially created considering only users who would utter

either a confirmation, a negation or an error indication (i.e. high cooperative-

ness). Because of this, the system confirmation strategy employing the PDLMs

fails for the medium cooperativeness as the responses of the simulator are not

permitted by the grammar. On the contrary, product orders, telephone num-

bers, postal codes and addresses are more or less well understood, although
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the errors in gender/number correspondences and those for some addresses

discussed above also occur in these dialogues. As a consequence of all the

problems the average TC employing the PDLMs is 21.67%, which is obvi-

ously too low to consider the system performance acceptable for real users

behaving with medium cooperativeness.

When the PILM is employed WA is 76.6%, which is very similar to that

obtained for the low cooperativeness (77.87%) employing the same language

model. One reason for this low rate is the large amount of errors in gen-

der/number correspondences (e.g. ‘verdes’ (green) substituted by ‘verde’). As

commented above, these errors happen especially when the words are uttered

by speakers with strong southern Spanish accents. This problem suggests that

we should model plurals as pronunciation variants, as they do not have an in-

fluence on the concept accuracy.

Also the same problems detected for the high cooperativeness with the re-

cognition of some addresses are found for the medium cooperativeness, which

means that the system needs to employ extra turns to get and confirm all the

data items in the addresses.

In addition we observe a problem in the confirmation strategy that is not

observed for the high cooperativeness and that is particularly noticeable in the

confirmation of telephone numbers. If the cooperativeness is medium the simu-

lator confirms the data by repeating the telephone number instead of generating

the ‘Yes/No’ response requested by the system. To have a telephone number

correctly understood, the Saplen system requires on the one hand that all its

digits are recognised with confidence scores greater than the higher confidence

threshold (set to 0.5). On the other hand, the system requires an implicit con-

firmation from the user when it includes the recognised number if the prompt

is to get the postal code.

According to the method employed to assign confidence scores to frame

slots, the confidence score of a slot that contains a telephone number is the low-

est confidence score of the digits. For example, the confidence score for the re-

cognition hypothesis “nine (0.5684) five (0.9652) eight (0.5647) one (0.5894)

two (0.6954) three (0.9654) three (0.4362) four (0.6584) five (0.5898)” would

be 0.4362.

Because of all these factors, the system has problems confirming some tele-

phone numbers, especially when these are uttered by speakers with strong

southern Spanish accents. The reason is that employing a telephone number

to confirm a telephone number tends to require another confirmation, given

that it is likely that at least one digit is misrecognised or recognised with low

confidence. This problem provokes repetitive dialogue turns that lengthens

the dialogues, causing some of these to be cancelled as the interaction limit

is reached. Again, this problem might be addressed by using the specific lan-
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guage model for confirmations, which allows recognising only either ’Yes’ or

’No’.

5.1.3 Findings for the Low Cooperativeness Level. When

the PDLMs are employed, the WA is very low (43.69%). One reason for this is

the high number of errors in the confirmation turns given that these users do not

answer confirmation prompts with ’Yes/No’ responses but they repeat the data

the system is trying to confirm, as it happened with the medium cooperative-

ness. Another reason is that for these users the simulator selects at random the

kind of utterance to answer system prompts to enter product orders, telephone

numbers, postal codes or addresses. This decreases the average TC employ-

ing the PDLMs to 11.13%, which is obviously too low to consider the system

performance acceptable for real users with low cooperativeness.

When the PILM is employed, the value of WA (77.87%) is very similar

to that obtained for the other cooperativeness levels (75.4% and 76.6%), given

that in the three cases the same kind of language model is employed throughout

the whole dialogue regardless of the system prompt. Consequently, the SU rate

(53.28%) is also similar to that for the other cooperativeness levels (57.86%

and 55.71%).

As discussed before, the behaviour of the simulator for the low coopera-

tiveness is very similar to that for the medium cooperativeness, with the dif-

ference that the former features a random selection of utterances to answer

system prompts to enter product orders, telephone numbers, postal codes and

addresses. Because of this difference, the interaction for the low cooperative-

ness reveals a problem in the semantic analyser of the Saplen system which

is not observed for the other two levels: in some cases telephone numbers are

correctly recognised but are understood as postal codes, while postal codes are

correctly recognised but understood as telephone numbers.

The reason is that the system employs its current prompt to differentiate be-

tween both kinds of utterance. Therefore, when it prompts to get a telephone

number, it considers that the recognised sequence of digits is a telephone num-

ber. Similarly, when it prompts for a postal code, it assumes that the sequence

is a postal code, and when it prompts for a building number, it considers that

the digit sequence is a building number.

This simple understanding method works well if the cooperativeness level

is high or medium and the simulator produces the expected kind of utterance.

However, if the cooperativeness level is low, the simulator may answer prompts

to enter a telephone number with a product order, telephone number, postal

code or address, which causes the possible confusion if the postal code is ran-

domly selected.

To solve this problem it could be possible to include knowledge in the se-

mantic rules about the different format of telephone numbers (nine digits) and
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postal codes (five digits). This way, the semantic analyser could guess whether

the utterance is a telephone number or a postal code regardless of the prompt,

and the system could ask the user to confirm the guess if the utterance type

does not match the current prompt.

5.2 Future Work

Future work to improve the proposed technique includes studying alterna-

tive methods to simulate more precisely the behaviour of real users. One pos-

sibility would be to set the level of user cooperativeness dynamically as the di-

alogue evolves. In the current set up this selection is made beforehand and the

setting remains fixed throughout all the dialogue. A different strategy would be

to consider that a real user may change his cooperativeness depending on the

success of the interaction. For example, the cooperativeness of the simulator

could be set to low at the beginning of the dialogue and it could be changed

to medium or high dynamically as long as the system restricts the interaction

flexibility as an attempt to recover from understanding problems.

We also plan to enable the simulator’s ability to model the users’ changes of

mind. In our application domain these changes may be related to modifications

in the ordered products, which will be useful to test the system functionality

that handles the product orders.

6. Conclusions

This chapter has provided a survey on how to test spoken dialogue systems

by means of user simulators. These simulators are systems designed to interact

automatically with spoken dialogue system, replacing more or less faithfully

the behaviour of users interacting with dialogue systems. This type of simula-

tor has attracted the interest of the research community in the last decade, as

they allow evaluating dialogue systems in a very simple way, employing a high

number of dialogues that can be automatically generated. Therefore, the sim-

ulators reduce the time and effort required for the evaluation of the dialogue

systems each time the systems are modified.

The chapter has surveyed the recent literature on user simulators for spo-

ken dialogue systems focusing on the main implementation approaches (rule-

and corpus-based as well as hybrid methods), addressing as well performance

evaluation (direct and indirect evaluation methods). The survey also discussed

a possible classification of user simulators in terms of the level of abstraction

at which they model dialogue (acoustic, word or the intention levels).

The chapter has discussed as well our own contributions to this field, pre-

senting firstly our initial simulator and then an enhanced version of it that

enables assessing spoken dialogue systems by employing different levels of

user cooperativeness. The improved simulator has been employed to test the
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performance of a previously developed dialogue system (Saplen) using two

front-ends for speech recognition: one based on 17 prompt-dependent lan-

guage models (PDLMs) and the other based on one prompt-independent lan-

guage model (PILM). We have described the speech database, the scenario

corpus and the language models for speech recognition employed in the ex-

periments. The results show that Saplen should only employ the PDLMs if

the cooperativeness of the real users is high since the system performance can

be considered more or less acceptable. Moreover, when the PILM is used the

system performance is too poor for an interaction with real users regardless of

the type of language model employed.

Focussing on the dialogues with very low values for the evaluation mea-

sures, we found the main problems in the performance of the dialogue system

for the three cooperativeness levels considered, which let us think of possible

ways to improve the system’s performance in terms of speech recognition, spo-

ken language understanding and dialogue management. The chapter finished

presenting possibilities for future work in order to improve the performance of

the enhanced user simulator, concretely to study alternative methods to simu-

late more precisely the behaviour of real users, and to provide the simulator

with the ability to model changes of mind of the users.
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Abstract Anger recognition in speech dialogue systems can help to enhance human com-

mization techniques for successful anger classification using acoustic cues. We

evaluate the performance of a broad variety of features on both a German and

an American English voice portal database which contain “real” (i.e. non-acted)

continuous speech of narrow-band quality. Starting with a large-scale feature ex-

traction, we determine optimal sets of feature combinations for each language,

by applying an Information-Gain based ranking scheme. Analyzing the rank-

ing we notice that a large proportion of the most promising features for both

databases are derived from MFCC and loudness. In contrast to this similar-

ity also pitch features proved importance for the English database. We further

calculate classification scores for our setups using discriminative training and

Support-Vector Machine classification. The developed systems show that anger
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puter interaction. In this chapter we report on the setup and performance opti-
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recognition in both English and German language can be processed very simi-

larly reaching comparable results.

Keywords: Emotion recognition; IVR dialogue anger recognition; Acoustic and prosodic

feature selection and classification; Affective speech.

1. Introduction

Detecting emotions in human computer interaction is gaining more and

more attention in the speech research community. Moreover, classifying hu-

man emotions by means of automated speech analysis is achieving a perfor-

mance, which makes deployment possible. Emotion detection in Interactive

Voice Response (IVR) dialogue systems can be used to monitor quality of ser-

vice or to adapt emphatic dialogue strategies (Yacoub et al., 2003; Shafran

et al., 2003).

Especially anger recognition can deliver useful information to both the cus-

tomer and the carrier of IVR platforms. It indicates potentially problematic

turns or slots to the carrier so he can monitor and refine the system. It can

further serve as trigger to switch between tailored dialogue strategies for emo-

tional conditions to better react to the user’s behavior (Metze et al., 2008;

Burkhardt et al., 2005b). Some carriers have also been experimenting with

re-routing the customers to the assistance of a human operator when problems

occur. Problems and uncertainties arise from the imbalance in complexity be-

tween human computer interaction and models trained for these interactions.

The difficulty is to capture the various and diverse patterns of human expres-

sion that convey emotional information by automated measurements.

In this chapter we analyze the importance of different acoustic and prosodic

measurements, i.e. we examine expressive patterns that are based on vocal

intonation. Applying our anger recognition system (Polzehl et al., 2009) we

capture these expressions extracting low-level audio descriptors, e.g. pitch,

loudness, MFCC, spectrals, formants and intensity. In a next step statistics

are applied to the descriptors. These statistics mostly encompass moments,

extrema, linear regression coefficients and ranges of the respective acoustic

contours. We gain insight into the importance of our features by ranking them

according to their Information-Gain Ratio. Looking at high-ranked features

we report on their distribution and numbers in total as well as in relation to

each other. We compare our features on an English and a German corpus

both containing telephony conversations with IVR systems. Finally, we obtain

classification scores from the assorted sets by means of discriminative clas-

sification by training Support Vector Machines. Applying cross-validation to

our training data we estimate optimal parameter settings and give results on a

separated hold-out set.
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2. Related Work

Other systems also model the course of acoustic contours by dynamic meth-

ods (Vlasenko and Wendemuth, 2007). However, static modeling, as described

in Section 5, outperforms dynamic modeling in almost all recent and current

works on anger recognition. Also lexical and contextual information has been

applied for the present task. Lexical features model the information given

by the spoken utterances or word hypotheses obtained from automatic speech

recognition (ASR). Lee (Lee and Narayanan, 2005; Lee et al., 2008) calcu-

lates the class-dependent discriminative power of a word using the self-mutual

information criterion. Basing on this criterion he introduces the “emotional

salience” of a word with respect to a class. Following his theory, a salient

word is the one which appears more often in one class than in other classes. In

order to give a word-dependent, class-independent score of emotional salience

he applies a weighted summation over all classes. The higher the emotional

salience of a word the more discriminative it is. Expanding the basic unit from

separated words to phrases Metze et al. (2009) include contextual word infor-

mation by calculating emotional salience of n-grams. Also the use of n-grams

directly had been proposed (Steidl, 2009; Shafran and Mohri, 2005). Other

linguistic features, e.g. the part-of-speech (POS) or bag-of-words (BOW) rep-

resentations are reported on by Schuller et al. (2009). Finally, some systems

also include models of contextual dialogue information (Lee and Narayanan,

2005; Liscombe et al., 2005; Schmitt et al., 2009). These features also com-

prise, the barge-in heuristic of a user, repetitions, ASR errors or the dialogue

history.

Note that for any linguistic consideration the transcripts of the spoken words

are needed. Systems have to be equipped with an ASR component or tran-

scripts have to be added manually. The aim of the present contribution is to

describe a system that works with acoustic cues only, independent from the

ASR component.

3. Overview of Database Conditions

When comparing existing works on anger recognition one has to be aware

of essential conditions in the underlying database design. The most restricted

database settings would certainly have prearranged sentences performed by

professional speakers (one at a time) recorded in audio studios tolerating al-

most no background noise and performing close capturing of speech signals.

Real life speech does not have any of these settings.

Offering as much as 97% accuracy for recognition of angry utterances

in a 7 class recognition test performed by humans the TU Berlin EMO-

DB (Burkhardt et al., 2005a) bases on speech produced by German speaking

professional actors. Here it is important to mention that the database contains
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10 pre-selected sentences all of which are conditioned to be interpretable in

6 different emotions and neutral speech. All recordings have wideband qual-

ity. Classifying for all emotions and neutral speech automatically (Schuller,

2006) resulted in 92% accuracy. For this experiment he chose only a subset

of the EMO-DB speech data that, judged by humans, exceeded a recognition

rate of 80% and a naturalness evaluation value of 60%. Eventually, 12% of all

utterances selected contained angry speech. He implemented a high number

of acoustic audio descriptors such as intensity, pitch, formants, Mel-frequency

Cepstral Coefficients (MFCCs), harmonics to noise ratio (HNR), and further

information on duration and spectral slope. He compared different classi-

fication algorithms and obtained best scores with Support Vector Machines

(SVM).

A further anger recognition experiment was carried out on the DES database

(Enberg and Hansen, 1996) which contains mostly read Dutch speech and also

includes free text passages. All recordings are of wide band quality as well.

The main difference to the EMO-DB is that the linguistic content had not been

controlled entirely during recordings. The people chose their words according

to individual topics. The accuracy for human anger recognition for this cor-

pus resulted in 75%. This accuracy bases on a five class recognition test. The

approach by Schuller results in 81% accuracy when classifying for all emo-

tions. Voting for the class that has the highest prior probability would reach an

accuracy of 31% only.

It is essentially important to note that also these results are based on acted

speech data, containing consciously produced emotions, performed by profes-

sional speakers. Human recognition rates were obtained by comparing impres-

sions of the labelers during the perception test with the intended emotions of

actors’ performances. In cases where there is no professional performance, i.e.

when looking at natural speech utterances, we need to rely on the labels of the

testers only. To obtain a measurement for consistency of such corpora the inter

labeler agreement measurement can be applied. It is the ratio of the chance

level corrected proportion of times that the labelers agree to the maximum pro-

portion of times that the labelers could agree. The inter labeler agreement of

two labelers is given by Cohen’s Kappa. We apply Davies extension of Co-

hen’s Kappa (Davies and Fleiss, 1982) for multiple labelers to give a value of

coherence among the labelers.

Lee and Narayanan (2005) as well as Batliner (2000) used realistic IVR

speech data. These experiments use call center data of narrow-band quality.

Also the classification tasks were facilitated. Both applied binary classifica-

tion, i.e. Batliner discriminates angry from neutral speech, Lee and Narayanan

classify for negative versus non-negative utterances. Given a two class task

it is even more important to know the prior probability of class distribution.

Batliner obtains an overall accuracy of 69% using Linear Discriminative Clas-
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sification (LDC). Unfortunately no class distribution or inter labeler agreement

for his corpus is given. Lee and Narayanan reached a gender dependent accu-

racy of 81% for female and 82% for male speakers. He measured inter labeler

agreement with 0.45 for male and 0.47 for female speakers, which can be in-

terpreted as moderate agreement. For both gender classes, constant voting for

the non-negative class would mean to achieve roughly 75% accuracy already

and - without any classification - outperforms the results obtained by Batliner.

Note that, given any class distribution skewness, the accuracy measurement

allows for false bias since it is influenced by the majority class to a greater

extent than it is influenced by other classes. If a model of the majority class

yields better scores than other models for other non-majority classes and the

class distribution is not balanced the resulting accuracy measurement gives

overestimated figures. In the present case of anger recognition such an in-

equality in model performance is often the case. We therefore emphasize the

general use of balanced performance measurements, such as the f1-measure,

which will be discussed in Section 8.

4. Selected Corpora

Nearly all studies on anger recognition are based on a singular corpus mak-

ing a generalization of the results difficult. Our aim in this study is to compare

the performance of different features when trained and tested on different lan-

guages. Both of the databases we used do have background noise, recordings

do include cross- and off-talk, speakers are free in choice of words and would

never enunciate words as clearly as trained speakers do.

The German database roughly captures 21 hours recordings from a Ger-

man Interactive Voice Response (IVR) portal offering telephone-related ser-

vices and assistance in troubleshooting. The data can be subdivided into 4683

dialogs, averaging 5.8 turns per dialog. For each turn, 3 labelers assigned one

of the following labels: not angry, not sure, slightly angry, clear anger, clear

rage or marked the turns as non applicable when encountering garbage. The la-

bels were mapped onto two cover classes by clustering according to a threshold

over the average of all voters’ labels as described in (Burkhardt et al., 2009).

Following Davies extension of Cohen’s Kappa (Davies and Fleiss, 1982) for

multiple labelers we obtain a value of κ = 0.52 which corresponds to moderate

inter labeler agreement (Steidl et al., 2005). Finally, our training setup contains

1761 angry turns and 2502 non-angry turns. The test setup includes 190 angry

turns and 302 non-angry turns which roughly corresponds to a 40/60 split of

anger/non-anger distribution in the sets. The average turn length after cleaning

out initial and final pauses results in 1.8 seconds.

The English database originates from a US-American IVR portal capable of

fixing Internet-related problems jointly with the caller. Three labelers divided
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the corpus into angry, annoyed and non-angry utterances. The final label was

defined based on majority voting resulting in 90.2% neutral, 5.1% garbage,

3.4% annoyed and 0.7% angry utterances. 0.6% of the samples in the corpus

were sorted out since all three raters had different opinions. While the number

of angry and annoyed utterances seems very low, 429 calls (i.e. 22.4% of all

dialogues) contained annoyed or angry utterances. In order to be able to com-

pare results of both corpora we matched the conditions of the English database

to the conditions of the German database, i.e. we collapsed annoyed and angry

to angry and created a test and training set according to the 40/60 split. The

resulting training set consists of 1396 non-angry and 931 angry turns while the

final test set comprises 164 non-angry utterances and 81 utterances of the anger

class. The inter labeler agreement in the final set results in κ = 0.63, which

also resembles moderate agreement. The average turn length after cleaning

out initial and final pauses is approx. 0.8 seconds. Details of both corpora are

listed in Table 1.

Table 1. Database comparison of both corpora.

German English

Domain Mobile Internet Support

Number of Dialogs in Total 4682 1911

Duration in Total 21h 10h

Average Number of Turns per Dialog 5.7 11.88

Number of Raters 3 3

Speech Quality Narrow-band Narrow-band

Deployed Subsets for Anger Recognition

Number of Anger Turns in Train set 1761 931

Number of Non-Anger Turns in Train set 2502 1396

Number of Anger Turns in Test set 190 81

Number of Non-Anger Turns in Test set 302 164

Average Utterance Length in Secondsa 1.80 0.84

Average Duration Anger in Seconds 3.27 ± 2.27 1.87 ± 0.61

Average Duration Non-Anger in Seconds 2.91 ± 2.16 1.57 ± 0.66

Cohen’s Extended Kappa 0.52 0.63

awithout initial or final turn pauses

5. Prosodic and Acoustic Modeling

Our prosodic and acoustic feature definition provides a broad variety of in-

formation about vocal expression patterns that can be useful when classifying

speech metadata. Our approach is structured into two consecutive steps. In

the first step an audio descriptor extraction unit processes the raw audio format
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and provides speech descriptors. In the second step a statistics unit calculates

various statistics on both the descriptors and certain sub-segments of them.

5.1 Audio Descriptor Extraction

All descriptors are extracted using 10ms frame shift. For any windowing we

used Gaussian windows. The resulting audio descriptors can be sub-divided

into 7 groups: pitch, loudness, MFCC, spectrals, formants, intensity and other.

5.1.1 Pitch. Starting with the group of perceptually motivated mea-

surements we extract pitch by autocorrelation as described in (Boersma and

Weenink, 2009). To avoid octave jumps in pitch estimation we post-process

a range of possible pitch values using relative thresholds between voiced and

unvoiced candidates. Remaining octave confusions between sub-segments of

a turn are further processed by a rule-based path finding algorithm. In order

to normalize for the absolute height of different speakers we convert pitch into

the semitone domain using the mean pitch as reference value for a whole turn.

As pitch is not defined for unvoiced segments we apply piecewise cubic inter-

polation and smoothing by local regression using weighted linear least squares.

5.1.2 Loudness. Another perceptively motivated measurement is

the loudness as defined by (Fastl and Zwicker, 2005). This measurement oper-

ates on a Bark filtered version of the spectrum and finally integrates the filter

coefficients into a single loudness value in sone units per frame. In contrast to

pitch this measurement is always defined so we obtain a continuous descriptor

contour.

5.1.3 MFCC. We further filter the spectrum into Mel domain units.

After filtering a discrete cosine transformation (DCT) gives the values of the

Mel frequency cepstral coefficients (MFCC). We place the filter centers in

equally spaced intervals of 100 Mel distance. We compute a number of 16

MFC coefficients and keep the zero coefficient. Although MFCCs are most

commonly used in speech recognition tasks they often give excellent perfor-

mance in anger recognition tasks as well (Nobuo and Yasunari, 2007).

5.1.4 Spectrals. Other features drawn from the cepstral repre-

sentation of the speech signal are the center of spectral mass gravity (spectral

centroid) and the 95% roll-off point of spectral energy. Both features capture

aspects related to the spectral slope (also called the spectral tilt) and corre-

spond to perceptual impression of sharpness and brightness of sounds (Fastl

and Zwicker, 2005). Another measurement drawn from spectral representa-

tion is the magnitude of spectral change over time, also known as spectral flux.

The more abruptly changes in the spectrum occur the higher the magnitude of
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this measurement. Grouping the center of spectral mass, the roll-off point and

the spectral flux together these features will be referred to as spectrals in the

following experiments.

5.1.5 Formants. Further, we extract 5 formants center frequencies

and estimate the respective bandwidths. Looking for formants up to approx

3.5kHz we apply a pre-emphasis of 6dB/octave before computing LPC coeffi-

cients after Burg as given by (Press et al., 1992). We extract formants only for

voiced regions as the algorithm yields reasonable results for voiced segments

only.

5.1.6 Intensity. Taken directly from the speech signal we extract

the contour of intensity. Taking the square of discrete amplitude values we

convert every windowed frame’s energy into dB scale relative to the auditory

threshold pressure. To avoid any DC offset we subtract the mean pressure

before calculation.

5.1.7 Others. Referred to as other features we calculate the

Harmonics-to-Noise Ratio (HNR). Similar to pitch processing this measure-

ment is taken from the autocorrelation domain. The HNR estimates the amount

of harmonicity in the signal by means of periodicity detection. Also this mea-

surement is calculated for voiced segments only. Next, we add a single coef-

ficient for the correlation between pitch and intensity as an individual feature.

Examining the signal amplitude we calculate the Zero-Crossing-Rate and es-

timate the average amplitude over the turn. Finally, taken from the relation of

pitched and non-pitched speech segments we calculate durational or rhythm-

related features such as pause lengths and the average expansion of voiced

segments.

5.2 Statistic Feature Definition

The statistic unit derives means, moments of first to fourth order, extrema

and ranges from the respective contours in the first place. Resulting features

are e.g.: the standard deviation of the pitch, the average loudness level, the

mean of a Mel frequency cepstral coefficient, the maximum change in spectral

flux, the range of variations in bandwidths of a certain formant, the distribution

skewness of intensity level or the minimal level of harmonicity.

Special statistics are then applied to certain descriptors such as pitch and

loudness. These descriptors are examined with a linear regression analysis.

We also include the error coefficient from the analysis in order to have an

estimation of linearity of the contours.

Furthermore, pitch, loudness and intensity are additionally processed by a

Discrete Cosine Transformation (DCT). Applying DCT to these contours di-
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rectly we model their spectral composition. There exist different norms of

DCT calculation. We refer to a DCT type III which is defined as:

Xk =
1

2
x0 +

N−1∑

n=1

xn cos[
π

N
n(k +

1

2
)] k = 0, . . . , N − 1. (4.1)

A high correlation of a contour with the lower coefficients indicates a rather

slowly moving time behavior while mid-range coefficients would rather cor-

relate with fast moving audio descriptors. Higher order coefficients would

correlate with micro-prosodic movements of the respective curves, which cor-

responds to a kind of shimmer in the power magnitude or jitter in pitch move-

ment.

A crucial task is the time normalization. Dealing with IVR speech we usu-

ally deal with very short utterances that often have command-like style. We

suppose, every turn is a short utterance of one prosodic entity. Consequently

we calculate our statistics to account for whole utterances. Note that this seems

suboptimal for longer utterances. We keep this approach for the current status

of experiments due to our corpus design.

In order to exploit the temporal behavior at a certain point in time we append

Delta coefficients of first (∆) and second (∆∆) order and calculate statistics

on them alike.

As already mentioned, some features tend to give meaningful values only

when applied to specific segments. We therefore developed an extended ver-

sion of the speech-silence detection proposed by (Rabiner and Sambur, 1975).

After having found voiced points we move to the very first and the very last

point now looking for adjacent areas of relatively high zero-crossing rates.

Also any non-voiced segment in between the outer borders is classified into

high and low zero-crossing regions corresponding to unvoiced or silent spe-

ech segments. Eventually, we calculate features on the basis of voiced and/or

unvoiced sounds both separately and jointly. In order to capture magnitudes

of voiced to unvoiced relations we also compute these quotients as ratio mea-

surements. We apply it to audio descriptors such as intensity and loudness to

obtain:

ratio of mean of unvoiced to mean of voiced points;

ratio of median of unvoiced to median of voiced points;

ratio of maximum of unvoiced to maximum of voiced points.

In some utterances we notice an absence of unvoiced sounds. In fact the

English database includes less unvoiced sounds than the German does. This

can be due many reasons. First, standard English usually entails a lower level
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of pressure when producing unvoiced sounds, e.g. fricatives and especially

the glottal ”h” sound. Also the phonological strong aspiration is normally ex-

pected to occur with less pressure in English (Wells, 1982). Thus in English

language these sounds may be harder to detect from ZCR and our detection

algorithm may fail. Secondly, this can refer to a difference in speaking style.

The average utterance length of English samples shows nearly half the length

of German utterances. This could indicate a more command-like speaking

style, i.e. omitting words that are not necessary, consequently being less out-

spoken. After all, 16% of all utterances in the German training set and 22% of

all utterances in the German test set were of no unvoiced sound share. For the

English database these figures raised to 27% and 33% respectively. The longer

the turns the more reasonable this measurement can be applied.

In total, we obtain some 1450 features. Table 2 shows the different audio

descriptors and the number of features calculated from them. Table 2 also

shows figures of f1 performance, which will be discussed in the Section 6

and Section 8. Note that the different number of features can take bias on

the performance comparison. Further insight can be gained when examining

individual feature performance, e.g. produced by a feature ranking scheme as

proposed in Section 6.

Table 2. Feature groups and performance on the German and English database.

Feature Group Number of f1 Performance on f1 Performance on

Features German DB English DB

pitch 240 67.7 72.9

loudness 171 68.3 71.2

MFCC 612 68.6 68.4

spectrals 75 68.4 69.1

formants 180 68.4 67.8

intensity 171 68.5 73.5

other 10 56.2 67.2

6. Feature Ranking

In order to gain insight about which of our features are most suitable for

the given classification task we apply a filter-based ranking scheme, i.e. the

Information-Gain-Ratio (IGR) (Duda et al., 2000). This measure evaluates the

gain in information that a single feature contributes in adding up to an average

amount of information needed to classify for all classes. It is based on the

Shannon Entropy H (Shannon, 1948) for a class distribution P (p1, . . . , pK) of

P samples which is measured in bit unit and defined as
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H = −
K∑

i=1

pi · log2(pi). (4.2)

Now let Ψ be the totality of our samples and Ψi ∈ Ψ the subset of ele-

ments that belongs to class index i. The average information needed in order

to classify a sample out of Ψ into a class i1 . . . iK is given by

H(Ψ) = −
K∑

i=1

pi · log2(pi) with pi =
|Ψi|

|Ψ|
. (4.3)

To estimate the contribution of a single feature every unique value is taken

as partition point. For non-discrete features a discretization has to be executed.

Let Ψx,j with j = 1 . . . J bins be the partition blocks of Ψx, holding values

of a single feature x, the amount of information contributed by this feature is

given by

H(Ψ|x) =

J∑

j=1

|Ψx,j|

|Ψ|
· H(Ψx,j). (4.4)

The Information Gain (IG) of a feature is then given as its contribution to

reach the average needed information for classification:

IG(Ψ, x) = H(Ψ) − H(Ψ|x). (4.5)

The IGR accounts for the fact that information gain is biased towards fea-

tures with high number of individual values in their span. IGR normalizes the

information gain by the amount of total information that can be drawn out of

J splits:

IGR(x,Ψ) =
IG(Ψ, x)

H(
|Ψx,1|
|Ψ| , . . . ,

|Ψx,J |
|Ψ| )

. (4.6)

Table 3 presents the 20 top-ranked features for the English and the German

corpus according to IGR. To obtain a more general and independent ranking

we performed 10-fold cross validation as described in Section 8.1. The ranking

presented accounts for the average ranking throughout the folds.

For the English database almost all features are of loudness descriptor origin

predominantly capturing the moments of the contour or its maximum and range

applied to the original contour, not its derivatives. The picture is much more

diverse when we look at the German ranks. Although the loudness features

that are present are of the same kind as those on the English set we note also

formant, MFCC and intensity descriptors.
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Table 3. Top-20 ranked features for German and English databases.

German Database English Database

intensity DCT coeff2 loudness max

loudness std loudness std of voiced points

loudness max loudness std

5th formant bandwidth std loudness mean

5th formant std loudness inter-quartile range

intensity err. of lin.reg over loudness mean voiced points

voiced points of ∆∆

loudness std of voiced points intensity skewness of voiced points

loudness DCT coeff1 of ∆∆ loudness inter-quartile range of

voiced points of ∆

intensity err. lin.reg over voiced points of ∆ loudness median

loudness inter-quartile range loudness median over voiced points

loudness DCT coeff2 of ∆ loudness DCT coeff16

MFCC coeff15 std over whole utterance loudness std voiced points of ∆

loudness mean voiced points loudness DCT coeff26

pitch lin.reg over ∆ loudness DCT coeff12

MFCC coeff1 min of voiced segments loudness max unvoiced points

pitch mean of ∆∆ intensity lin.reg. of voiced points

of ∆∆

pitch mean loudness DCT coeff20

loudness DCT coeff11 loudness DCT coeff30

loudness inter-quartile range of voiced points loudness max of ∆

MFCC max of coeff10 of voiced segments loudness DCT coeff1 of ∆

7. Normalization

In order to compare observations from different (normal) distributions we

apply z-normalization, which results are also known as z-scores, normal scores

or standardized variables (Duda et al., 2000). New values are derived by sub-

tracting a population mean from its own score and then dividing it by the pop-

ulation standard deviation. Each feature results in a normalized value having a

mean of zero and unit standard deviation.
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Let µ(x) be the mean of a feature population and σ(x) be its standard devi-

ation. A standardized feature value x̃i is then given by

x̃i =
xi − µ(x)

σ(x)
. (4.7)

The resulting distance is also called Mahalanobis distance and measures the

distance from x to µ(x) in units of standard deviations.

Other normalizing steps are taken in the feature extraction unit, e.g. pitch

is converted in semitones relative to the turn mean value. Thus we normalize

for different heights of different speakers’ voices. Also intensity is normalized

by a fixed relation to the auditory threshold in dB. For more information see

Section 5.

8. Classification

When classifying patterns into classes there are, besides issues of normal-

ization, three major choices, i.e. the evaluation strategy, the desired measure

for evaluation and the applied classification algorithm. Normally we strive to

obtain results that are not only valid for current experimental setups but also

for any unknown data. In other words, we want to maximize the external va-

lidity. Doing so, the most common technique is the cross validation. Also the

measurement of classification success is crucial. Unbalanced class sizes and

random chance probabilities often blur the actual accomplished classification

success with statistical bias. Finally, the choice of the classification algorithm

has to be in line with computational resources, real-time requirements and the

size of training examples.

8.1 Cross Validation

To avoid over-fitting of our classification algorithm we apply a 10-fold cross

validation on the training set. I.e. we partition all our training data in 10 fixed,

equally sized splits, each mirroring the class distribution of the whole training

set. Now we run the evaluation on 10 folds. Each fold treats 9 out of 10 splits

as training material and uses one split for testing. For each of the 10 passes a

different split is chosen as test split. Since a test split has never been included

in the training material the 10 estimations provide independent estimations.

After all folds have been processed the resulting estimations are averaged. Our

partitions are designed in a speaker independent way, i.e. a speakers in the

test split of a fold never occurred in the training material of that fold. This

procedure gives advantage over the traditional definition of one global training

set and one global test set, where all the material in the training set serves

for building one global model and the evaluation is done processing the unseen

global test set once. By applying cross validation we obtain a better impression
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about how successful the classifier operates when encountering different test

splits. The traditional way provides only one such result. However, in order to

be comparable to our former systems we additionally keep a fixed holdout set

(global test set) for evaluation.

8.2 Evaluation Measurement

In order to compare results from different feature sets we calculate classi-

fication success using the f1-measurement. In information retrieval in general

the concepts of precision and recall are essential estimates to analyze classifi-

cation results. The recall of a class measures how many examples - out of all

examples of a class at hand - were effectively classified into the right class. The

precision on the other hand considers the classified examples and counts how

many of these examples - that were already classified into the class at hand -

actually belong to that class. Note that we can always reach a recall of 100%

by simply collecting all examples into one class. However, this class would

have the worst precision. On the other hand we could act overcautiously and

only assign an example to a class when we are absolutely sure of doing the

right allocation. In this case we would result in a high precision in that class

but we would probably reject a lot of examples that originally belong to the

class. What we want to achieve is a classification of both high recall and high

precision. The F-measure is one measurement capable of dealing with the

problem (Witten and Frank, 2005). It accounts for the harmonic mean of both

precision and recall of a given class.

Let TP be the number of true positive and TN be the number of true neg-

ative examples that are correctly classified into the respective positive (Anger)

or negative (Non-Anger) class. A false positive FP occurs when the outcome

is incorrectly predicted as positive when it is actually negative. A false nega-

tive FN occurs when the outcome is incorrectly predicted as negative when it

is actually positive. Then the F-measure of a class is given by:

F =
2 × recall × precision

recall + precision
=

2 · TP

2 · TP + FP + FN
. (4.8)

Since we normally want to classify examples into more than only one class

we need to consider the sizes of training examples in each class. The often

used accuracy measurement would allow for false bias since it is influenced

by the majority class to a greater extent than by other classes. If we have

an unbalanced class distribution and the model of the majority class yields

better scores than other models for other non-majority classes the resulting

accuracy measurement gives overestimated figures. Since our class distribution

is unbalanced and our models tend to fit the majority class to a greater extent

we use the f1-measurement for final classification success estimation. The f1
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is defined as the arithmetic (unweighted) mean of F-measures from all data

classes, i.e.:

f1 =
Fanger + Fnon−anger

2
. (4.9)

The f1 accounts for a balanced estimation of overall success.

8.3 Classification Algorithm

To obtain f1-scores we used Support Vector Machines (SVM) (Vapnik and

Cortes, 1995). One reason for this choice is that SVMs are proven to yield

good results for small data sets. SVMs view data as sets of vectors in a multi-

dimensional space. The task of the algorithm is to find the hyper-plane in that

separates the binary classes and provides a maximal margin in between the

vectors from different classes. Maximizing the corridor between the hyper-

plane and the data points the classification provides a high degree of gener-

alization. Furthermore, the algorithm defines the hyper-plane by means of

support-vectors, which are to be selected out of all data vectors. Although

the training run can be very costly in the test phase only those vectors that

had been selected as support vectors are computationally relevant. SVMs can

be extended to non-linear feature spaces by passing the original data points

through kernel functions, which according to our experiments leads to little

improvement in terms of classification scores but rises costs drastically at the

same time. The choice of the best kernel function can only be done experimen-

tally. We use a linear kernel function for the present experiments.

9. Experiments and Results

9.1 Analyzing Feature Distributions

Figure 1 shows the relative distributions of the feature sets grouped to their

audio descriptor’s origin when expanding the feature space from 50 top-ranked

features to 500 top-ranked features. The number of features in total is 1450.

Comparing ranks we notice that the top 50 ranks of the English database are oc-

cupied by intensity, spectrals and predominantly loudness features only. Pitch,

formants and MFCC descriptors are not generating top rank features within the

top 100 ranks. However, beyond this point pitch features become much more

important for the English database than for the German.

Table 2 already suggests that the different audio descriptor groups are of

more equally weighted importance for the German database than they are for

the English one. Also the feature distribution in the top-ranks suggest a more

heterogeneous distribution in the German set. In general it seems as for the

German set loudness and MFCCs are building the most important descriptors.
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The more features the more important become MFCC contours. Note that also

here the absolute number of MFCCs features affects the distribution more and

more when the feature space expands.

As we expand the feature space for the English database three descrip-

tor groups are of most importance: loudness, MFCC and pitch. Also cross-

comparing the languages it seems that loudness is of higher impact for the

English database as there are consistently more loudness features among all

sizes of feature spaces for the English database. On the opposite, MFCC de-

scriptors are more important to the German database. Note that these charts do

not tell about how good the classification would be. This issue is discussed in

the following section.
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Figure 1. Feature group distribution group from top-50 until top-500 ranked features.
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9.2 Optimal Feature Sets

Table 2 already gives the f1-measurements for classification of features de-

rived from separated audio descriptor groups. To obtain better results we are

now looking for the best combination of features from all descriptor groups.

We thus need to find the parameters, i.e. the optimal number of features and

the actual features included in that set. We make use of the IGR ranking again.

Moving along the top ranks we incrementally admit a rising number of top-

ranked features for classification. As expected, the scores predominantly rise

as we start expanding the feature space. At a certain point no relevant informa-

tion seem to be added when including more top-ranked features. In this phase,

the scores seem to remain at a certain level showing some jitter. After including

even more features we notice an overall decrease of performance again. Fig-

ure 2 shows the development of f1-measurement by incremental expansion.
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Figure 2. Determination of optimal feature set size.

The optimal number of top-ranked features to include into the feature space

resulted in 231 for the German database and 264 for the English database.

Looking at Figure 1 once more we can clearly see that on basis of the English

database there is a higher number of pitch and loudness features in the top 250

feature space whereas in the German database more MFCC features can be

found.

Note that the saw-like shape of the graphs in Figure 2 indicate a non-optimal

ranking since some feature inclusions seem to harm the performance. This is

because the IGR filter uses heuristics to estimate the gain of information a

single feature offers. Also any feature combination effects are not considered
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by the filter, although it is known that features that are less discriminative can

develop high discrimination when integrated into a set. However, in the present

experiments the IGR filter estimates the gain of single features independent

from any set effects. Regarding the magnitude of the jitter we can see that it

is as low as approx. 1% which after all proves a generally reasonable ranking.

Regarding other requirements, as to lower to computational costs, one could

also stop at the first local maximum of the f1 curves resulting in a reduced

feature set of 66 features for the English and 165 features for the German

database without losing more than 1% f1.

9.3 Optimal Classification

In a final step we adjusted the complexity of our classification algorithm

which results in a best score of 78.2 f1 for the English and 74.7 f1 for the Ger-

man database. All parameter settings were obtained by cross-validation eval-

uation. Previous studies on both corpora yielded a much lower performance

compared to our new findings. The former system described in (Schmitt et al.,

2009) with the English database reached 72.6% f1 while the system described

in (Burkhardt et al., 2009) developed for the German database reached 70% f1.

The performance gain on the training set of respectively 5.6% and 4.7% f1 in

our study can be attributed to the employment of the enhanced feature sets and

the feature selection by IGR filtering.

Applied to the holdout sets we obtain figures presented in Table 4. For both

languages the models capture more of Non-Anger information than of Anger

information. Consequently the F-measure of the Anger class is always lower

than the one of the Non-Anger class. We also see a better recall of Anger

in English language. At the same time we see a better precision in German

classification. After all, the overall performance of the final systems proved to

be equivalently high.

Note, that for given the class distribution of roughly 33/66 split in the test

set constant classification into the majoritiy class would result in approx. 40%

f1.

Table 4. System performance figures on test sets.

Database Class Recall Precision F-measure f1-measure

German Non-Anger 88.9% 84.9% 86.7% 77.2%

Anger 63.7% 72.0% 67.6%

English Non-Anger 82.3% 86.0% 84.1% 77.0%

Anger 72.8% 67.0% 69.8%
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10. Discussion

Looking at classification scores we observe comparable results for both lan-

guages. Also the number of features needed for a reasonable anger classifi-

cation seems similar. The difference in performance between test and train

sets indicates that the calculated scores are reliable. Absolute scores prove a

good overall classification success. Computational complexity can be reduced

considerably without losing much classification score. However, we found dif-

ferences in feature space setup in between the databases. The following section

presents possible explanations and discussion questions.

10.0.1 Signal Quality. One hypothesis for explaining the dif-

ferences in feature distribution could be that callers may have dialed in via

different transmission channels using different encoding paradigms. While the

English database mostly comprises calls that were routed through land line

connections the German database accounts for a greater share of mobile tele-

phony transmission channels. Since fixed line connections transmit usually

less compressed speech it can be assumed that there is more information re-

tained in it. An analysis of the impact of information detail level on a anger

recognition task remains to future research, as more information transmitted

in total does not automatically mean more relevant information among total

information.

10.0.2 Speech Length. Another hypothesis for explaining the

differences in the results could be the discrepancy in average turn length. The

turn length can have a huge effect on statistics when applying a static fea-

ture length classification strategy. To estimate the impact of the average turn

length we subsampled the German database to match the English average turn

length. We processed the sub-samples analogously to the original database. As

a result we obtain major differences in the ranking list when operating on the

shorter subset. While MFCC features account for roughly 35% in the original

ranked German feature set the number drops to 22% on the subset. Accord-

ingly, this figure becomes closer to the figure of 18% when working on the

English corpus. Consequently we can hypothesize that the longer the turn the

more important the MFCC features become. A possible explanation could

be the increasing independence of the MFCC from the spoken context when

drawing features on turn length. Though 70% of the MFCC features on the

original set are also among the top ranked features on the subset the differ-

ences seem to be concentrated on the features from voiced speech parts. Also

the higher MFCC coefficients seem to be affected from replacement. Further

experiments showing the impact of inter-lingual feature replacements can be

found in (Polzehl et al., 2010).
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On the other hand, loudness and pitch features tend to remain on the orig-

inal ranks when manipulating the average turn length. After all, we still ob-

serve a large difference between the German and the English databases when

looking at pitch features. Sub-sampling did not have any significant effect.

Consequently this difference is not correlated with the average turn length of

the database. Further, there is no clear effect from band limitation coming

from different transmission channels. Pitch estimation by autocorrelation re-

constructs the pitch into similar intervals for both databases. On the basis of

these findings we can further hypothesize that there might exist a larger dif-

ference in emotional pitch usage in between German and English language at

a linguistic level. In English language pitch variations might have a generally

larger connection to vocal anger expression than in German.

10.0.3 Speech Transcription. Finally, the procedures of train-

ing the labelers and the more precise differences in IVR design and dialogue

domain could be considered as possible factors of influence as well. Also, as

the English database offers a higher value of inter labeler agreement we would

expect a better classification score for it. After all, though the classification re-

sults on the training sets mirror this difference they seem very balanced when

classifying on the test sets. However, a difference in performance between test

and training sets which accounts for less than 4% seems to indicate reasonable

and reliable results for our anger recognition system on both corpora.

11. Conclusions

On the basis of the selected corpora, we have shown that detecting angry

utterances from IVR speech by acoustic measurements in English language

is similar to detecting those utterances in German language. We have set up

a large variety of acoustic and prosodic features. After applying IGR filter

based ranking we compared the distribution of the features for both languages.

Working with both languages we determine an absolute optimum when includ-

ing 231 (German database) and 264 (English database) top-ranked features into

the feature space. With respect of the maximum feature set size of 1450 these

numbers are very close.

When choosing the optimum number of features for each language, the rela-

tive importance of feature groups is also similar. Features derived from filtering

in the spectral domain, e.g. MFCC, loudness, seem to be most promising for

both databases. They account for more than 50% of all features. However,

MFCCs occur more frequently under the top-ranked features when operating

on the German database, while operating on the English database loudness

features are more frequently among top ranks.

Another difference lies within the impact of pitch features. Although they

are not among the top 50 features they become more and more important



Salient Features for Anger Recognition 103

when including up to 300 features for the English language. They account

for roughly 25% when trained on the English database while the number is as

small as roughly 10% when trained on the German corpus.

In terms of classification scores we obtain equally high f1 scores of approx.

77% for both languages. The classification baseline, which is given by con-

stant majority class voting, is approx. 40% f1. Our results clearly outperform

the baseline and improve previous versions of our anger recognition system.

Moreover, the overall level of anger recognition preformance in IVR speech

opens up deployment possibilities for real life applications.
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Abstract We aim to automatically and appropriately classify Japanese psycho-mimes that

represent users’ emotional aspects, such as “pokapoka” and “tikutiku,” and vi-

sualize the classification results as a map by using a self-organizing map (SOM)

algorithm as the basis of the implementing a spoken dialogue application with

emotional agents. Dealing with psychomimes and visualizing their classification

has become increasingly important because they reflect the speaker’s emotions

and frequently appear in communication, particularly in Japanese.

it is difficult to communicate meaning to people who do not understand psy-

chomimes because they are not directly perceivable. We experimentally classi-

fied psychomimes with SOM and represented the results as maps with significant

three-vector dimensions, i.e., three verb classes assigned by a verb thesaurus dic-

tionary. The experimental results demonstrated that our method was effective in

accomplishing a precision rate for classification that was higher than 80% in

almost every group attained by setting an adequate threshold according to the

distribution of the SOM node data. Moreover, we demonstrated the importance

of selecting not one or two verb classes but three to depict the classification

results as a map that can express subtle differences in emotion.

Keywords: Onomatopoeia classification and visualization; Verb thesaurus.
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1. Introduction

Recent developments in speech recognition technology have made it possi-

ble to apply various studies to the development of useful applications. When

applied to task-oriented systems, these technologies have played key roles, in-

cluding an operator that can accept hotel reservations (Price, 1990; Allen et al.,

1995) and a guide that can give users directions (Takahashi and Takezawa,

2002; Nishimura et al., 2003; Gruenstein et al., 2006). There have been ad-

ditional studies that have dealt with the development of emotional agents as

well as task-oriented systems (Nisimura et al., 2006; Mera et al., 2010). These

studies have included models for interpreting the agent’s feelings and emo-

tional factors. The users of the system seem to be able to communicate with

the agents as if they were humans because they can talk and dance through

these models.

However, agents that are capable of displaying such emotions are still in the

phase of development in many respects and are confronted by many problems.

One of these is that they can only deal with certain grammatical categories

(such as nouns and verbs) in the speaker’s utterances. Moreover, even if the

proper categories are being used, they can only deal with words that have been

manually given an emotional value beforehand. In other words, agents cannot

interpret several emotional phrases (such as those in onomatopoeias or mimetic

words, particularly, psychomimes) that represent the speaker’s psychological

or emotional states. Agents that cannot interpret these may irritate system

users because psychomimes are frequently used in Japanese. Therefore, we

need to develop agents that can interpret these in Japanese at the very least.

Agents face an additional challenge in that psychomimes can be generated

continuously and thus their meanings subsequently change, both continuously

and contextually. We must be able to process such changes.

We focused on an artificial neural network algorithm, the self-organizing

map (SOM) (Kohonen, 2001), and used it to classify psychomimes. The rea-

son we used SOM was that it could classify data without having to prepare

supervised information and it could depict the results as a visually meaningful

map. This visual representation is very important because psychomimes rep-

resent speaker’s emotions where we cannot directly observe precise meanings

as will be described in the following section. Moreover, many sources have

reported SOM can effectively classify given data (such as corpora) into several

classes. Although these reports have certainly let us understand that SOM can

effectively be used for various targets such as noun classification, it was not

clear whether the algorithm could deal with psychomimes in the same way.

Here, we discuss how effective SOM was in classifying psychomimes in our

experiments.
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This chapter is organized as follows. We briefly explain studies related to

psychomimes and emotional spoken dialogue systems in Section 2. We sum-

marize SOM and our method of using it in Section 3 and discuss our experi-

mental evaluation in Section 4. Conclusions and our future work are presented

in Section 5.

2. Psychomimes and Emotional Spoken
Dialogue Systems

This section first defines psychomimes and compares them to the broader

category of onomatopoeia. We then discuss related studies on emotional spo-

ken dialogue systems that are necessary to process psychomimes.

2.1 Onomatopoeias and Psychomimes

Onomatopoeia, including psychomimes, represents figures of speech in

which words represent sounds and objects states. Japanese particularly like

to use onomatopoeia. Two examples of onomatopoeia that represent pain are

1. Watashi no yubi ga tikutiku itamu.
(noun + particle) (noun + particle) (psychomime) (verb)

= My finger prickles.

2. Watashi no yubi ga zukizuki itamu.
(noun + particle) (noun + particle) (psychomime) (verb)

= My finger throbs.

We cannot accurately determine the meanings of these two sentences be-

cause they have two different forms of onomatopoeia in Japanese and their

translated sentences have different verbs in English. That is, we cannot un-

derstand them without processing the forms of onomatopoeia that represent

emotional or psychological states. Therefore, an emotional spoken dialogue

system must be capable of processing them, at least in Japanese.

Moreover, we need to categorize the forms of onomatopoeia into several

groups according to how easily they can be processed. For example, it is easy

to discern the meanings of sound-symbolic words because the word represen-

tation is based on sounds: gangan is comprehensible by hitting an object such

as a tin bucket because its meaning is based on the sound. It is also easy to

discern the meanings of general mimetic words because the word representa-

tion depends on directly perceivable objects, events, and states; bukabuka is

visually able to be perceived because it is based on being buggy or too big. In
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contrast, psychomimes like tikutiku and zukizuki in sentences (1) and (2) are

difficult to discern because they are related to the speaker’s emotional state and

are not directly accessible to anyone except the speaker. Hence, we must de-

velop a method of processing such figures of speech that can be implemented

in an emotional spoken dialogue system.

We must also note that new forms of onomatopoeia are often generated, and

that their meanings are not static but rather changeable. Thus, we must be able

to deal with the characteristics of psychomimes in the same way.

2.2 Emotional Spoken Dialogue Systems

To the best of our knowledge, there have been few studies related to tech-

nology that can detect feelings. One such study, however, describes the Meipu

system (Mera et al., 2010). Meipu is an animated agent who can interpret

users’ spoken input and respond to it by moving or speaking (Figure 1). She

behaves like a human on the basis of human-emotion modeling or the emotion-

generating calculations (EGCs) (Mera, 2003).

Figure 1. Animated agent called Meipu. It can respond to range of spoken utterances and

perform various actions such as dancing and greeting with emotion based on emotion generating

calculations.

An agent’s emotion in EGCs is calculated with respect to each event or sen-

tence. An event is analyzed as a case frame representation according to defined

equations that consist of two or three grammatical terms: subject, object, and

predicate. The representation is then divided into two categories, e.g., “plea-

sure” or “displeasure” using favorite values (FVs). An FV is the degree of

like/dislike for the terms; it is given a real number on a scale of [-1.0, 1.0]

based on the results of a questionnaire.

The basic concept behind EGCs is a case frame representation, although

we have made Meipu’s actions correspond to her emotions. She can easily

comprehend sentences (1) and (2) as shown in Section 2.1, in English because

the verbs ‘prickle’ and ‘throb’ refer to emotional states and they are one of the

EGCs grammatical terms (the predicate). However, she cannot comprehend

psychomimes because they do not correspond to any EGCs terms in Japanese.

That is, the possibility of calculation depends on the grammatical terms in the
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defined case frame. The psychomimes in Japanese do not fulfill this condition.

In addition, EGCs cannot automatically give a real number to newly generated

or recently changed psychomimes. We therefore need to expand this method

to process psychomimes.

We used an SOM algorithm to solve the problems related to emotional pro-

cessing, to analyze the characteristics of psychomimes and to express the subtle

differences in meaning.

3. Self-Organizing Map

3.1 What is SOM?

A self-organizing map (SOM) is an artificial neural network algorithm, first

proposed by Teuvo Kohonen, in which a learning process could be automati-

cally and appropriately performed without having to prepare supervised infor-

mation (Kohonen, 2001).

This process is carried out between an input layer and a competitive layer, as

shown in Figure 2. The former is for a vector input represented by vectors such

as co-occurrence frequencies in target documents, and the latter is for learning

and for depicting the result as a map.

Figure 2. Basic concept behind the SOM algorithm. The x is an input vector, x =
{x1, x2, ..., xn}. m is the model or reference vector from the i th node, like a neuron, drawn

in an hexagonal shape. Each component represents a kind of weight attached to each input

component in the input vector and the changes during the learning process.
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In the learning stage, the SOM first tries to find special node c, the winner

node, according to the equation below. In other words, it is capable of finding

a best-match reference node, mc, which is the most similar to input vector x in

all nodes mi:

∀i, ‖x − mc‖ ≤ ‖x − mi‖. (5.1)

Next, the SOM renews each component mi in the selected vector and adja-

cent vectors around it so as to make themselves become more similar than the

previous state according to

mi(t + 1) = mi(t) + hci(t)(x(t) − mi(t)) if ∀i ∈ Nc(t), (5.2)

mi(t + 1) = mi(t) otherwise,

where Nc(t) is a region called the “neighborhood” near a winner node in step

or time t, which is an integer on a discrete-time scale, and hci(t) is a neighbor-

hood function for detecting the region. We use the following simple equation

instead of the Gaussian function

hci(t) = a(t), (5.3)

a(t) = a(0) (1 −
t

T
) (0 < a(t) < 1),

where value a(t) is defined with a learning rate. This value is usually decreasing

in time because it depends on t and T , which means the number of total steps

for learning. Therefore, hci(t) is also decreasing.

This means that the SOM processes not only the winner node but also some

neighboring nodes, which become narrow and gradually decrease in number

as iteration progresses. That is, the learning scope of SOM is broader in the

earlier process and narrower in the latter process.

Let us consider some container data composed of two dimensions: width

and height. If the width is broader and the height is lower, we call that container

a dish or pan. If the width is narrower and the height is higher, on the other

hand, we call that container a cup or glass. Now, suppose we have a case where

an input vector looks like a pan, as shown in Figure 3.

The input enables SOM to determine a winner node and temporarily select

six neighborhood nodes. After this selection, the value of each selected area is

updated according to Equation (5.2). For example, if the height of each node is

greater than that of the winner, it decreases, while it increases if the height of

each node is lower than that of the winner. After this update, the SOM receives

the next input and repeats the process.
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Figure 3. SOM sample case where the input is performed. The area with diagonal lines

indicates winner node. The area with filled nodes near the winner indicates the neighborhood.

As a result, all the nodes gradually become similar, as seen in Figure 4. In

other words, after the learning process, specific areas are composed of similar

nodes with almost identical container-like characteristics.

As previously mentioned and seen from the Equation (5.3), the neighbor-

hood region narrows and gradually decreases in size as iteration progresses.

For this reason, the nodes around the center of the region are repeatedly af-

fected, while the ones farther from the center are almost never affected. Such

a distribution is then acquired, as seen in Figure 5, where we should regard a

value or values next to 0.0 as a border and the area surrounded by the borders

as a classified area. Thus, we can represent these values with grayscale or color

intensity results in comprehensible classified groups; i.e., an SOM.

3.2 Natural Language Processing Studies using
SOM

The SOM algorithm has been used in several studies on natural language

processing, including the classification of various words and the categorization

of large documents (Honkela et al., 1995; Kaski et al., 1998). Several studies

have been conducted in the Japanese language from various viewpoints, in-
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Figure 4. SOM sample results after the learning process is repeated. We can see three areas,

i.e., three groups, which seem to be related to containers like a glass (top left), a pan (middle

right), and a dish (bottom left).

Figure 5. Simulated and virtual distribution of each acquired area. If Figure 4 is viewed from

the side, each area should have such distribution. These data are presented as examples, and are

not real data.

cluding semantic word maps (Ma et al., 2002), author maps (Jin, 2003), and

object-form maps (Kurosawa et al., 2008).

Kurosawa et al. (Kurosawa et al., 2008), in particular, attempted to classify

containers such as pans, bowls, and plates according to keywords related to

the containers’ objects. The keywords they used were heuristics in a sense
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and made use of the classification of containers. For example, the keyword

“no soko” (which means “bottom of”) and its co-frequencies between contain-

ers can be used to distinguish them because the keyword rarely appears when

expressing a shallow object like a plate. Focusing on these keywords, they

confirmed that similar containers were classified into the same group and were

continuously arranged beside each other along some invisible axes (e.g., deep-

shallow and small-large). It is important for SOM to be capable of arrang-

ing items according to such continuous data because bowls and plates do not

contain distinct borders. Psychomimes also have continuous characteristics.

For example, Akita defined two psychomimes “pokapoka” and “hokahoka” as

‘feeling pleasantly warm’ for the former and ‘feeling pleasantly hot’ for the

latter (Akita, 2006), with their differences depending on their adjectives, i.e.,

their temperatures did not involve a distinct border. As we previously men-

tioned, SOM can deal with these types of data. Therefore, we need to ensure

that this algorithm can be adapted to our needs, i.e., to classify psychomimes.

4. Experiment

We conducted an experiment to classify psychomimes with SOM. We will

explain the procedure, results, and evaluation in this section. Three viewpoints

are presented particularly in terms of evaluation:

Is SOM capable of classifying psychomimes precisely?

How many vector dimensions does SOM require before it can provide

results?

Do the results become more accurate?

4.1 Psychomimes and their Groupings

We adopted 228 psychomimes determined by Akita (Akita, 2006) and com-

piled sentences in which the psychomimes occurred as a corpus (as will be

explained in the next section). We particularly focused on psychomimes di-

rectly preceding verbs because it was highly likely that such psychomimes

would modify the verb.

To compare the classification results derived by SOM, we manually defined

groups on the basis of Akita’s definitions. Although some may feel this proce-

dure was subjective, the definitions were so simple that there was little room

for arbitrary interpretations, e.g., because “kurakura” is defined as ‘feeling

dizzy being attracted’ and “furafura” is defined as simple ‘being dizzy’, we

can classify both of them into the same group (“Dizzy”). Thus, we can ob-

jectively classify the psychomimes by focusing on specific words, like ‘dizzy’,

that occur in definitions. Our defined groups based on this procedure are listed

in Table 1.
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Table 1. Our manually classified psychomime groups based on certain words in the Akita’s

definitions.

Group Name Ico Num. of Mimes Example Focus Words

Dizzy ♠ 9 eye, dizzy

Heart Beat ♥ 9 throb, heart

Pain ♦ 9 sore, pain, pang, gripping

Smell ♣ 5 smell

Temperature △ 14 cool, cold, hot, warm

Stimulus ▽ 9 pungent, skin

Others 64

4.2 Corpus

We used a Google n-gram model (7-gram data) as a corpus (Kudo and

Kazawa, 2007). All sentences in the original data were composed of seven

morphemes determined by morphological analysis using the part-of-speech

tagger in Figure 6a. However, the psychomime “gangan” was divided erro-

neously because it was unregistered in the morpheme database. To avoid these

errors, we created a sequential letter string connecting the seven morphemes

(Figure 6b), and we used “ChaSen” (Matsumoto et al., 2000) as a part-of-

speech tagger to morphologically analyze all the strings. These strings were

improved so that we could precisely analyze the psychomimes by register-

ing them. We could thus acquire more precise morphemes (Figure 6c) and

psychomime-verb combinations.

4.3 Vector Space

We need to represent data as vectors with n dimensions when performing

SOM. Some specific components for the representation, such as frequencies

of words, are generally designated as the vector space of the target task. We

particularly focused on the co-occurrence frequency between verbs and the

psychomimes that preceded them: ‘gangan’ and ‘work’ in Figure 6c, ‘tikutiku’

and ‘itamu’ in sentence (1), and ‘zukizuki’ and ‘itamu’ in sentence (2).

However, the number of co-occurrence combinations in our corpus was so

enormous that the vector dimensions of components also became enormous.

Thus, we categorized the verbs using a verb thesaurus dictionary (Takeuchi

et al., 2008) to decrease the size. The thesaurus was an example-based one in

which verb meanings were hierarchically classified. We particularly used the

lowest hierarchy, called a ‘frame’. The verbs ugoku (move) and shifutosuru

(shift) in this classification were included in the same frame (“change of posi-

tion”). In other words, we could deal with some verbs as the same component
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Figure 6. Procedure for obtaining a more precise corpus. A morphological analysis was

carried out after seven morphemes were connected.

of the vector instead of as verbs themselves. If the co-occurrence frequencies

between the psychomime gangan and the verbs ugoku and shifutosuru were 20

for the former and 40 for the latter, this meant that 60 (20 + 40) was regarded as

this vector’s component. As a result, the total number of our vector dimensions

was reduced from 1164 (verbs) to 165 (frames).

This decrease should certainly enable SOM to learn its map more easily

and efficiently. However, such a vector component based on frequency may

not work well because SOM is sensitive to differences between component

values, as we found from the previous study (Kurosawa et al., 2008). There-

fore, we adopted the following pi, the co-occurrence ratio of the frames per

psychomime, in Equation (5.4):
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pi =
vi∑n
i=1 vi

, (5.4)

where the value vi means the co-occurrence frequency that emerged in the i th

frame. Table 2 lists example data including two psychomimes with five frames.

All values ( vi and pi ) in this figure are the same as those in Equation (5.4).

Table 2. Example table comparing frequency and ratio. The latter one is superior to the

former one because of homogeneity.

Psychomime Frame i

1 2 3 4 5
P5

i=1 vi

pokapoka frequency vi 22 1 5 23,503 2 23,533

ratio (%) pi 0.09 0.00 0.02 99.85 0.01 -

hokahoka frequency vi 4 0 0 108 0 112

ratio (%) pi 3.57 0.00 0.00 96.43 0.00 -

The frequency of “pokapoka” is 23,503 and the frequency of “hokahoka” is

108 in frame 4. In such cases, the difference between both values is so large

that SOM cannot classify them into the same group. However, because these

words both have similar ratios (99.85 and 96.43), SOM classifies them into the

same group.

4.4 SOM Parameters

We performed a two-stage experiment using a SOM tool called a

som pak (Kohonen, 2001). This subsection describes the SOM parameters

we adopted, which were determined through preliminary experiments.

The parameters for the first stage were the number of steps, T = 50, 000,

and the learning rate, a(0) = 0.05 in Equations (5.2) and (5.3). The map

dimensions were 64 and 48 and the initial neighborhood size was 32. However,

the parameters for the second stage were T = 500, 000 and a(0) = 0.01. The

map dimensions were also 64 and 48, but the initial neighborhood size was 21.

The neighborhood size of this stage was smaller and the number of steps was

higher than in any of the parameters for the first stage. These parameters in the

second stage were to reduce the run-time cost of iteration for learning because

iteration would take more time. If we used them through all the iterations,

the necessary time would have increased although the results might have been

better. That is, the first stage was to avoid iteration and aim at enable learning

to occur globally and roughly by restricting the parameters. In contrast, the
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second stage was carried out to acquire more refined learning results, even

though SOM would need more computer resources.

4.5 Results

The map acquired by SOM is shown in Figure 7. We added icons so as

to easily identify the psychomime groups in Table 1. Several psychomimes

with icons are arranged in the corner at right. This is one of the characteristics

of this algorithm, i.e., learning is faster around the corner, while learning is

slower at the center of the map. At a glance, this map seems to be classified

well to the right of the center because the same icons are closely arranged

beside each other (e.g., triangles △ and spades ♠). That is, the psychomimes

defined as “Temperature” are collected at the center of the right side. Figure 8

is a magnification of Figure 7.

The classification results become clearer in Figure 8 because the displayed

grayscale nodes look like lines and an area surrounded by the lines seems to

come into existence. This might seem like a subjective conclusion; however,

the reasoning behind it is that the borders and so-called inner area are arbitrary.

This indicates we must clearly determine group areas with distinct borders.

4.5.1 Determination of Group Areas. We needed to clearly

determine group areas for an objective evaluation; however, the separate areas

did not seem to have distinct borders (Figures 7 and Figure 8). We focused on

significant frames assigned by using a verb thesaurus to divide the areas into

appropriate groups. First, we selected three from 165 frames. We will detail

the selection process in the next section.

These three frames were then changed so that they ranged from 0.0 to 1.0,

according to their distributions. Values over 0.0 were identified as data and

given color representations. We also mixed colors where nodes consisted of

more than two frames. Examples of these representations are given in Figures 9

and 10. The three-color illustration enabled us to determine the separate group

areas.

For example, in Figure 10, the psychomimes, surrounded by rectangles, be-

long to the “Temperature” group previously mentioned. The green (left side)

area generally consists of cool psychomimes, while the pink area (center of the

right side), which is a mix of blue and red, consists of hot ones. This means that

SOM could detect a specific group divided into two sub-groups. Moreover, we

can detect slightly different meanings within hot psychomimes because two

areas, red (lower area of the right side) and pink (the right side), in the hot-

psychomime areas have subtle differences in nuance. This means SOM and its

visualization technique can classify the psychomimes hierarchically through

overlapping areas as in a Venn diagram. That is, we can accurately express

the subtle differences in emotion included in the psychomime group. This is a
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Figure 8. Details of map in Figure 7.

very crucial aspect because psychomimes need to include nuances in emotion.

This is why we adopted SOM and selected three frames.

4.5.2 Recall and Precision. Once we determine the group area

in the SOM map, as described in the previous section, we can calculate various

measures, including precision and recall, using the area for objective testing as

follows:
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Figure 9. SOM maps to determine each group area using three frames: green, red and blue.

They were drawn from the same region used in Figure 8. In fact, these three areas overlapped

in original color map and were only represented as one comprehensible map. However, we

involuntarily divided it into three sub-maps. Reason we did this was that it was difficult to

depict map for publication by using grayscale representation.

precision =
Nappropriate

Narea
, (5.5)

recall =
Nappropriate

Ngroup
,

F = 2 ×
precision × recall

precision + recall
,

where Narea means the number of all psychomimes included in the colored

area, Ngroup means the number of psychomimes (with open rectangles) in-

cluded in the target group, e.g. “Temperature,” and Nappropriate means the

number of appropriately classified psychomimes. In this equation, a psy-

chomime is only counted once as unique, even if it appears in the overlapping

area. That is, the whole areas are regarded as a union in which two sets overlap

although a different weight can be given to the overlapping area, which is not

our present concern.

We focused on two maximization values to use our experimental knowledge

to detect the group area: the F-measure and precision. First, we calculated the

F-measure in Equation (5.5) and selected three frames such that the F-measure

was maximized. The calculated results are listed in Table 3. The F-measures

in each group were also calculated after some frames had been omitted for two

main reasons:

frames that co-occurred with less than or equal to two psychomimes;

frames that co-occurred with more than 30 psychomimes.

Frames in the first description were omitted because we may not see the

relation between frames without overlapping areas. Moreover, we needed to
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Figure 10. This map is not our system output but figure drawn for this section. The mock

figure represents Figure 9 as only one map because three maps make it difficult to discuss our

results. In this figure, letters ‘R’, ‘G’, and ‘B’ mean original colors ‘Red’, ‘Green’, and ‘Blue’.

Letters ‘W’, ‘P’, ‘Y’, and ‘L’ mean overlapping colors of ‘White’, ‘Pink’, ‘Yellow’, and ‘Light-

blue’. For example, area labeled ‘P’ is where two colors (‘Red’ and ‘Blue’) overlap.

avoid group classifications that only included one or two psychomimes because

the precision of such groups may have been 100%, i.e., 1/1 or 2/2. The reason

frames in the second description were omitted is that we also needed to avoid

acquiring a huge area because the recall may have been 100%. In this study,

we set 30 as a threshold that was twice the maximum number of psychomimes

(14). As a result, the number of frames decreased to 120.
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Table 3. Precision and recalls when F-measure was maximized in each group. The upper

value in a cell is the precision/recall value, while the lower one is the number of psychomimes

per calculation.

Psychomime Group

Dizzy Heart Pain Smell Temp. Stimu.

precision (%) 46.2 22.2 33.3 25.0 45.8 45.5

6/13 6/27 7/21 4/16 11/24 5/11

recall (%) 66.7 66.7 77.8 80.0 78.6 55.6

6/9 6/9 7/9 4/5 11/14 5/9

Maximization of each F-measure

When the maximum F-measure was adopted, the precisions were low while

the recalls were relatively higher, except in the “Stimulus” group. Given that

the number of psychomimes was greater than 20 in the three groups ( “Heart”,

“Pain”, and “Stimulus” ), this tendency may have resulted from the number in

each group, where some incorrect psychomimes were included. That is, better

recalls, caused by expanding each group, naturally resulted in worse precision

results because of their inverse relationship.

Maximization of each precision

Next, we focused on precision by selecting three frames so that we could

maximize it. The calculated results are listed in Table 4 after the frames were

omitted in the same way. As a result of focusing on precision, these values were

clearly better than those in the previous results, but the tendency was almost

the same, i.e., the precision results were low and the recalls were relatively

higher.

Table 4. Precision and recalls when maximizing precision in each group.

Psychomime Group

Dizzy Heart Pain Smell Temp. Stimu.

precision (%) 46.2 22.7 40.0 25.0 50.0 57.1

6/13 5/22 4/10 4/16 9/18 4/7

recall (%) 66.7 55.6 44.4 80.0 64.3 44.4

6/9 5/9 4/9 4/5 9/14 4/9

As we described in the two experimental evaluations, the precision results

were lower although the recalls were higher. The reason for the lower preci-
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sion was due to manual classification based on Akita’s definition. We classified

each psychomime into only one group because of the calculations for precision

and recall in this study. This manipulation, however, might be too strict, be-

cause psychomimes have various ambiguities and may need to be classified

into more than one group. We need to reconsider our manually defined psy-

chomime groups.

Because of the lower precision, we feel our proposed method is more suit-

able to tasks related to extracting psychomimes rather than evaluating them

even though they were not typical in these groups. If this is correct, there are

those who would naturally assume that three frames are needed to draw certain

maps. We will discuss this next, with a focus on the maximization of both

F-measures and precision results.

4.5.3 Effects of Selecting Frames and Combinations
of Frames. We adopted three frames to illustrate the classification

results, which contained subtle differences in nuance. However, it was not

clear whether three was an appropriate value. We can depict the results as a

map even if we only use one vector component. Four or more components may

alternatively be needed. We discuss the appropriate number of frames in this

section.

Maximization of each F-measure

We have listed the calculated values that change the number of needed

frames in Table 5. ‘The number of frames’ in this table means how many

are needed to depict the classification results as a map; “1” means only one

frame is needed to do so.

Focusing on row “1” for both precision and recall, appropriate psychomimes

were found in the four to eleven range due to the use of one frame. This resulted

from our adopting the frequency of frames instead of the verbs themselves. In

short, our frame representation was effective.

Taking the results into consideration in detail by comparing the precision

row “1” with row “3” in Table 5 makes it difficult to conclude that the latter

one is superior to the former one. This is because three groups were better

(“Dizzy,” “Heart,” and “Stimulus”) and the rest were worse (“Pain,” “Smell,”

and “Temperature”), although the increase in the latter might have been more

abrupt than that in the others. In contrast, when these rows were compared in

recall, row “3” was superior to the former one, because the values in almost

every group increased.

Moreover, row “3” in the precision was comparable to row “5.” Only one

group was better (“Pain”), and one group was worse (“Smell”), while the others

all had the same value. This did not indicate the difference between the two

factors related to the number of frames. In contrast, when we focused on the
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Table 5. Precision and recalls calculated by changing needed number of frames (only one,

three, or five) when maximizing F-measure in each group. Results using three frames are the

same as those in Table 3.

Num.of Psychomime Group

Frames Dizzy Heart Pain Smell Temp. Stimu.

1 21.1 20.0 37.5 28.6 50.0 36.4

4/19 3/15 6/16 4/14 7/14 4/11

precision(%) 3 46.2 22.2 33.3 25.0 45.8 45.5

6/13 6/27 7/21 4/16 11/24 5/11

5 46.2 22.2 35.3 22.7 45.8 45.5

6/13 6/27 6/17 5/22 11/24 5/11

1 44.4 33.3 66.7 80.0 50.0 44.4

4/9 3/9 6/9 4/5 7/14 4/9

recall (%) 3 66.7 66.7 77.8 80.0 78.6 55.6

6/9 6/9 7/9 4/5 11/14 5/9

5 66.7 66.7 66.7 100.0 78.6 55.6

6/9 6/9 6/9 5/5 11/14 5/9

recall, only one group was better (“Smell”), and one group was worse (“Pain”),

while the others all had the same value. This was just an inverse relation when

comparing precision and therefore did not reveal the difference between the

two factors.

However, the numbers of combinations when using five frames was so enor-

mous that they were too costly to calculate. We could not find any differences

between both factors from our experimental data with any degree of certainty,

but the cost of calculation was a legitimate reason to take them into account

and to choose one of them. Consequently, we concluded that three-frame rep-

resentation should be adopted.

Maximization of each precision

In the same way, we have listed the calculated values changing the number

of required frames in Table 6.

Comparing precision row “3” with row “1” seemed to indicate that “1”

was relatively worse; three groups were worse (“Dizzy,” “Heart,” and “Stim-

ulus”), two were the same (“Pain” and “Temperature”), while one was better

(“Smell”). It might seem difficult to conclude that row “3” was superior to row

“1” because there were no significant differences. However, the key point is

that this comparison illustrates an unexpected transition. That is, the transition

of frames occurred in the “Dizzy” and “Stimulus” groups as it is clear that
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Table 6. Precision and recalls calculated by changing the required number of frames when

maximizing the precision in each group. Results using three frames were the same as those in

Table 4.

Num.of Psychomime Group

Frames Dizzy Heart Pain Smell Temp. Stimu.

1 21.1 20.0 50.0 28.6 50.0 36.4

4/19 3/15 4/8 4/14 7/14 4/11

precision (%) 3 46.2 22.7 40.0 25.0 50.0 57.1

6/13 5/22 4/10 4/16 9/18 4/7

5 46.2 22.7 40.0 23.5 50.0 57.1

6/13 5/22 4/10 4/17 9/18 4/7

1 44.4 33.3 44.4 80.0 50.0 44.4

4/9 3/9 4/9 4/5 7/14 4/9

recall (%) 3 66.7 55.6 44.4 80.0 64.3 44.4

6/9 5/9 4/9 4/5 9/14 4/9

5 66.7 55.6 44.4 80.0 64.3 44.4

6/9 5/9 4/9 4/5 9/14 4/9

the values of the denominator were decreased from 19 and 11 ( in row “1” )

to 13 and 7 ( in row “3” ) , respectively. As previously mentioned, the area

is regarded as a union, and for this reason the increase in the number of the

frames should generally increase the number of psychomimes. Despite this,

the denominators were actually decreased in two groups. This decrease means

that the results when selecting one frame may be a local solution rather than an

optimal solution because more appropriate values result from the other frames.

This indicates that we should avoid local solutions. For this reason, we should

adopt three-frame representation.

This type of decrease is also seen in the “Dizzy” group in Table 5. The three-

frame representation may result in more accurate results in the same way.

Moreover, it is important to discuss whether we should avoid local solutions,

particularly when adapting an evolutionary computing method, for example.

An ‘automatically defined groups’ method (ADG), which is a kind of genetic

programming (GP), is capable of automatically classifying data into accurate

groups in the same way as discussed in this chapter (Hara et al., 2008; Hara

et al., 2005). To avoid local solutions, this method needs to make use of ‘mu-

tation’ steps where a completely different combination is often and randomly

selected. The probability of ‘mutation’ needs to increase or decrease accord-

ing to the given data. As we previously mentioned, our data were open to local

solutions and needed global searches. Thus, our experimental results indicate
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that the increase in mutation probability seems to result in proper classification

if evolutionary computing methods like ADG are adapted to our psychomime

data.

However, when we focused on the recall, the three-frame representation

was superior to one-frame representation because three groups were better

(“Dizzy,” “Heart,” and “Temperature”) while the others all had the same value.

Therefore, we should adopt three-frame representation.

By comparing precision row “3” with precision row “5”, it is uncertain

which factors were useful because all values were the same. However, we

should adopt three-frame representation, as previously mentioned in the dis-

cussion on maximizing the F-measure.

The details discussed above led us to conclude that three-frame representa-

tion could effectively be adapted to our data, given sufficient conditions, and

that it was useful for depicting the results as maps using RGB intensity. By

using a three-frame representation technique, we will attempt to obtain more

precise results.

4.5.4 Effects of Narrowing Area of Groups. As previously

mentioned, when the areas were determined, it was possible to calculate mea-

sures such as precision: however, one issue remains when detecting the areas.

That is, our corpus data might include some peculiar psychomime-verb com-

binations related to tagging errors (Figure 6). If a morpheme is erroneously

regarded as a verb, an incorrect psychomime-verb combination is observed.

Some psychomimes areas may possibly cause errors.

If this assumption is correct, psychomimes that include this type of error

should be arranged near the border (Figure 5) because these psychomimes and

their co-frequencies rarely appear. Figure 10 seems to indicate that there are

many incorrect psychomimes around the border. Therefore, to address such

incorrect combinatorial effects, we adopted another value, 50% in this study

as seen in Figure 11, as a threshold to determine new restricted areas where

incorrect psychomimes were pushed aside.

By adopting the threshold value, the area was restricted as a result of omit-

ting nodes around the border and more reliable nodes could be drawn replacing

them with more reliable nodes, as shown in Figure 12. The calculated values

are listed in Tables 7 and 8. In addition, the number of frames was again set to

three.

The precision results in both figures were better; in particular, four of them

(“Dizzy,” “Smell,” “Temperature,” and “Stimulus”) were over 70% and two

of them (“Temperature,” and “Stimulus”) reached 100% although there were

few psychomimes. This suggests that SOM can be a useful tool for classifying

psychomimes if given an appropriate threshold and restricted areas. The recall

figures, on the other hand, were worse except for the “Smell” group. In terms
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Figure 11. Function of the threshold based on simulated and virtual distributions in Figure 5.

Table 7. Precision and recalls when maximizing the F-measure in each group.

Psychomime Group with threshold 50%

Dizzy Heart Pain Smell Temp. Stimu.

precision (%) 75.0 42.9 66.7 80.0 70.0 80.0

3/4 3/7 6/9 4/5 7/10 4/5

recall (%) 33.3 33.3 66.7 80.0 50.0 44.4

3/9 3/9 6/9 4/5 7/14 4/9

Table 8. Precision and recalls when maximizing the precision in each group.

Psychomime Group with threshold 50%

Dizzy Heart Pain Smell Temp. Stimu.

precision (%) 75.0 42.9 75.0 80.0 100.0 100.0

3/4 3/7 3/4 4/5 4/4 3/3

recall (%) 33.3 33.3 33.3 80.0 28.6 33.3

3/9 3/9 3/9 4/5 4/14 3/9

of this tendency in recalls, the previous procedures without using a threshold

were superior to the one related to restriction mentioned here.

Moreover, taking the number of the determined psychomimes between both

precision results into consideration, their tendencies were different although

the precision results were particularly higher in the “Temperature” group, i.e.,

it was ‘4/4’ for maximizing precision, while it was ‘7/10’ in maximizing the
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Figure 12. Nodes over 50% in the “Temperature” group. This is regarded as a threshold

because area is restricted. This map was also not our system output but the figure drawn for this

section.

F-measure. The former, i.e., when four psychomimes were selected by maxi-

mizing the precision, can be regarded as typical feelings related to temperature.

In contrast, the latter one with 10 psychomimes might include atypical mean-

ings by frames being selected not directly related to the group. In other words,

this might cast some light not on related meanings but more or less on differ-

ent meanings because psychomimes generally have two or more meanings and

these different meanings cannot be distinguished.

Should we use a typical sample or an atypical one? Should we use a small

denominator for more precise grouping, or a large denominator for broader ex-
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traction? This is obviously a trade-off. Although we focused on both maximiz-

ing the F-measure and precision to calculate the precision and recalls, we also

need to focus on other types of information, e.g., the number of psychomimes,

the similarity between the three frames, and the definitions of equations to op-

timize classification and visualization. Therefore, it is not easy to determine

which method is most useful because such determination depends on the tar-

get application. We will explain this in greater detail later by focusing on the

relation between precision and recall.

4.5.5 How to Take Advantage of Knowledge. This subsec-

tion discusses ways of taking advantage of the knowledge we have described

here.

In fact, it is difficult to use these data to determine the appropriate threshold

because there is a trade-off between precision and recall, as Tables 3 and 4 il-

lustrate, i.e., as precision increases, recall decreases. Moreover, as previously

mentioned, there is also a trade-off between selecting whether to maximize

the F-measure or precision. We therefore need to consider the purpose this

method is being used for. For example, if the intended purpose is to present

new psychomimes to native Japanese speakers, lower precision may be accept-

able because they will clearly notice incorrect classifications. For Japanese

learners who do not know psychomimes, however, lower precision may result

in incorrect learning.

We can adapt this notion to an emotional agent in the same way. That is,

when the agent needs to issue an utterance including psychomimes, lower pre-

cision may be acceptable because users will clearly notice incorrect or atypical

usage. When the agent needs to understand what users are saying, on the other

hand, higher recall should be adopted, because lower precision would almost

certainly result in unnatural communication between the agent and users.

4.5.6 Toward Implementing Emotional Spoken Dialogue
System. We know that SOM can classify psychomimes by focusing

on the co-occurrence between psychomimes and verbs. If FVs assigned to

verbs are already registered during the process of EGCs, its extension algo-

rithm is easy to produce: for example, by using weighted calculation. Even

though verbs are not registered in the case frame database, we can use the verb

thesaurus in the same way.

Moreover, intensity or norm calculations are easy to carry out because each

psychomime represents itself as a vector. Thus, our proposed method of using

SOM can be effective for a broad range of emotional spoken dialogue systems

although we have not yet implemented a specific system.

Another important detail is that this method is not speech-based but rather

text-based. Text-based systems seem to perform better than speech-based ones,
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but even so they frequently result in morphological failure; therefore, we need

additional preprocessing. When we expand our method to a speech-based ap-

proach, we will also need different types of preprocessing. For instance, we

must implement error-detection and correction modules related to automatic

speech recognition.

5. Conclusions and Future Work

We proposed a classification method using the SOM algorithm and a visu-

alization method using a three-vector-component representation. Our experi-

mental results indicated that SOM could hierarchically classify psychomimes

with a maximum precision of 80% if given an appropriate threshold. We also

found three-vector-component representation was a necessary and sufficient

condition for depicting classification results as a map, which had subtle nu-

ances after we analyzed our experimental data. We thus concluded that SOM

could be a useful tool for classifying psychomimes and our proposed method

was effective for doing this.

In future research, we intend to look at ways of classifying psychomimes,

which are often ambiguous, into multiple groups. We also need to adapt other

vector spaces, such as latent semantic analysis and probabilistic latent semantic

analysis to obtain greater precision, and to optimize appropriate vector compo-

nents for drawing color-maps through experiments and analyses by controlling

factors, such as the number of psychomimes in a selected area and the similar-

ity of three frames.

After these investigations are completed, we intend to implement an emo-

tional spoken dialogue system that can process psychomimes as people do in

human-human communication.
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Abstract Spoken dialogue technology has developed considerably over the past thirty

years both in terms of research activity as well as in terms of commercially de-

ployed applications. This chapter presents an overview of trends in dialogue

research based on an analysis of papers that were presented at Eurospeech-

Interspeech conferences in 1989, 1999, and 2009. Following this some chal-

lenges are identified, in particular, the issues faced by individual researchers

and those in small groups who wish to build viable end-to-end dialogue systems

and the difficulties that are often encountered by academic researchers when

research. The chapter concludes with a discussion of some opportunities for fu-

ture research, including the integration of dialogue technology into voice search

applications and the application of spoken dialogue technology in ambient intel-

ligence environments.

Keywords: Spoken dialogue systems; Voice search; Ambient intelligence.

1. Introduction

The vision of being able to interact with machines using speech goes back a

long way but it is only within the past few decades that this dream has become

a reality with the emergence of spoken dialogue systems. Progress has been

made on two fronts: on the one hand, in terms of research into the computa-

tional modelling of spoken dialogue, and on the other, in terms of an increasing

number of commercially deployed systems. The aim of this chapter is to exam-

ine how spoken dialogue technology has developed over the past thirty years,

W. Minker et al. (eds.), Spoken Dialogue Systems Technology and Design, 135

trying to access the many resources and toolkits that are required for dialogue
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to describe some challenges facing dialogue researchers, and to outline some

opportunities and avenues for future research.

There has been extensive research activity over the past three decades in

terms of funded projects, workshops, special conference sessions, special jour-

nal issues, and books. There have also been major developments on the com-

mercial front with the emergence of deployed applications in areas such as call

centre automation and voice search on mobile phones. On the research front

there has been a healthy competition between those researchers who rely on

predominantly hand-crafted, rule-based methods and those who favour data-

driven approaches and machine learning. Furthermore, there has been a move

away from contrived and restricted applications that aim to demonstrate a par-

ticular theory or methodology towards more realistic and more useful systems

that can be deployed in everyday environments. These developments in spoken

dialogue systems research over the past three decades are substantiated through

an analysis of papers on dialogue presented at Eurospeech-Interspeech, the

main international conferences for speech research, in 1989, 1999, and 20091.

Following this some of the challenges faced by dialogue researchers are ex-

amined, looking first at what sorts of research projects and questions are feasi-

ble and useful to investigate and then discussing the problem of how to access

appropriate tools and resources to carry out this research. Some new initiatives

are described, including a project that aims to make tools and resources more

widely available to researchers, and a spoken dialogue challenge that enables

researchers to participate in the development and evaluation of a large-scale,

ongoing project. Next some opportunities and new areas for research are ex-

plored, in particular, the integration of dialogue technology into voice search

systems and the role of dialogue systems in ambient intelligence environments.

The final section provides a brief summary of the main conclusions.

2. Research in Spoken Dialogue Technology

2.1 The Nature of Dialogue Research

Dialogue has been studied in a wide range of disciplines including soci-

olinguistics, ethnography, communication science, media studies, social psy-

chology, conversation analysis, and natural language processing. The domains

of dialogue research have included global communication between nations,

ethnic groups and religions; organisational communication within businesses

and in contexts of employment; and various other areas such as cross-cultural,

male-female, intergenerational, and professional communication, in contexts

such as doctor-patient and teacher-student communication.

Spoken dialogue technology focuses specifically on a computational ap-

proach to dialogue, looking at how dialogue can be automated on a computer to

support human-machine communication. Early work in this area can be traced
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back to the 1970s when researchers first explored ways of interacting with ma-

chines using typed input and output (see (McTear, 1987) for a review of this

work). It is only within the past three decades or so that researchers began to

integrate speech into the dialogue interface, giving rise to a new branch of Hu-

man Language Technologies known as Spoken Dialogue Technology (McTear,

2004).

Two main directions can be identified in spoken dialogue research:

1 Modelling dialogue as a fundamental aspect of human behaviour.

2 Providing tools to enable humans to access data, services, and resources

on computers.

Modelling dialogue includes the computational modelling of human conver-

sational competence in order to gain a better understanding of how human

dialogue works, usually based on models from linguistics and artificial intelli-

gence. Much of dialogue research from the 1970s and 1980s was of this nature.

A different approach aimed to simulate human dialogue but without actually

attempting to model human conversational competence. ELIZA (Weizenbaum,

1966) and PARRY (Colby, 1975) are early examples of dialogue simulation,

and the tradition has continued to the present day with an annual competi-

tion, known as the Loebner prize, in which conversational dialogue systems

are judged according to the extent to which their performance is ”human-

like” (http://www.loebner.net/Prizef/loebner-prize.html).

2.2 Academic and Commercial Research

Research and development in spoken dialogue technology is carried out both

in academic and commercial laboratories, although there are differences in

emphasis. Generally speaking, academic researchers focus on topics such as:

1 Advancing the technologies involved in spoken dialogue systems — spe-

ech recognition, spoken language understanding, response generation,

and text-to-speech synthesis.

2 The use of technologies from artificial intelligence (AI), and more re-

cently the use of statistical methods, for various aspects of the dialogue

management process.

3 Dialogue phenomena — aspects of speech and language that are pecu-

liar to dialogue, such as disfluencies in spontaneous speech, the use of

prosody and paralanguage, and the production and perception of emo-

tion.

Commercial developers, on the other hand, are guided by business needs and

performance factors. Here the focus is on producing usable systems that pro-

http://www.loebner.net/Prizef/loebner-prize.html
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vide a return on investment. Thus there are two rather distinct communi-

ties interested in interactive speech systems, each with their own conferences

and publications (Pieraccini and Huerta, 2005; Jokinen and McTear, 2010).

Broadly speaking, academic researchers are motivated to make new contribu-

tions to knowledge and to engage in scientific exploration in order to ”push

back the frontiers of knowledge,” whereas commercial developers are driven

more by factors such as improving customer experience and generating rev-

enue.

2.3 Three Decades of Research in Spoken
Dialogue Systems

There has been active research in spoken dialogue systems since the

late 1980s, supported by a number of large-scale research programs in-

cluding the DARPA Communicator Project, Japan’s Fifth Generation pro-

gram, and the European Union’s ESPRIT, Language Engineering, and

HLT (Human Language Technology) programs. Dialogue research is pub-

lished in various speech and language journals, such as Speech Commu-

nication, Computer Speech and Language, IEEE Transactions on Audio,

Speech, and Language Processing, Computational Linguistics, and Natu-

ral Language Engineering; at conferences such as Interspeech, ICASSP,

ACL, SIGdial (http://www.sigdial.org/), and Text, Speech and Dialogue

(http://www.tsdconference.org/tsd2010/); and at workshops such as SEM-

DIAL (http://www.illc.uva.nl/semdial/), the Young Researchers Roundtable

on Spoken Dialogue Systems (YRRSDS) (http://www.yrrsds.org/), and the

2009 with plans for future workshops on an annual basis. A new jour-

nal, Dialogue and Discourse, was launched in 2009 which, in the words

of the editors, is ”dedicated exclusively to work that deals with language

”beyond the single sentence”, in discourse (i.e., text, monologue) and dia-

logue, from a theoretical as well as an experimental and technical perspective”

(http://www.dialogue-and-discourse.org/). Taken together, these publications,

conferences and workshops indicate a healthy interest in dialogue research and

a variety of outlets where researchers can publish and present their work.

The remainder of this section reports on an analysis that was

made of papers on the topic of spoken dialogue systems that were

presented at the Interspeech conferences in (http://www.isca-

speech.org/archive/eurospeech 1989/index.html), 1999 (http://www.isca-

speech.org/archive/eurospeech 1999/index.html), and 2009 (http://www.isca-

speech.org/archive/interspeech 2009/index.html). The main purpose of the

analysis was to discover trends in the number of sessions in the conferences

First International Workshop on Spoken Dialogue Systems (http://www.uni-

ulm.de/en/in/iwsds2009/workshop/introduction.html), first held in December

1989

http://www.sigdial.org
http://www.tsdconference.org/tsd2010
http://www.illc.uva.nl/semdial
http://www.yrrsds.org
http://www.uni-ulm.de/en/in/iwsds2009/workshop/introduction.html
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http://www.uni-ulm.de/en/in/iwsds2009/workshop/introduction.html
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http://www.isca-speech.org/archive/eurospeech1989/index.html
http://www.isca-speech.org/archive/eurospeech1989/index.html
http://www.isca-speech.org/archive/eurospeech1989/index.html
http://www.isca-speech.org/archive/eurospeech1999/index.html
http://www.isca-speech.org/archive/eurospeech1999/index.html
http://www.isca-speech.org/archive/eurospeech1999/index.html
http://www.isca-speech.org/archive/interspeech2009/index.html
http://www.isca-speech.org/archive/interspeech2009/index.html
http://www.isca-speech.org/archive/interspeech2009/index.html
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that were devoted specifically to dialogue, the number of papers presented

across all sessions that were concerned with dialogue, and the range of topics

that were addressed. Table 1 presents the titles of sessions that were devoted

to spoken dialogue in each of the conferences along with the number of papers

that appeared in each of the sessions, distinguishing between those sessions

that involved oral presentations (O) and those that were poster sessions (P).

Table 1. Spoken dialogue sessions at Interspeech conferences.

Eurospeech ’89 Eurospeech ’99 Interspeech ’09

Language pro-

cessing: Human

Factors, Psy-

chology, and

Human-Machine

Dialogue (O)

5 Dialogue(O) 5 Spoken Dialogue

Systems (P)

15

Dialogue 1 (P) 12 Special Session:

Machine Learning

for Adaptivity in

Dialogue Systems

(O)

6

Dialogue 2 (P) 15 User Interactions in

Spoken Dialog Sys-

tems (O)

6

Prosody (O) 5

Spoken dialogue

systems (O)

5

Total 5 42 27

As can be seen from Table 1, there was no session devoted exclusively to

dialogue in 1989, although one session included the term human-machine di-

alogue in its title. In this session 5 out of a total of 10 papers were concerned

with dialogue. In 1999 the situation had changed dramatically, with 5 sessions

devoted to dialogue, comprising a total of 42 papers. This number was reduced

to 3 sessions and 27 papers in 2009. However, there was also a tutorial entitled

Statistical approaches to dialogue systems, indicating the importance of this

new approach to spoken dialogue systems research.

However, papers on dialogue also appeared in other sessions that were not

specifically devoted to dialogue. A search was made for all papers in which

words such as dialogue, conversation or interaction appeared in the title, re-

vealing that papers on dialogue appeared in a wide range of sessions. Indeed,
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as shown in Table 2, there were around 15 additional papers on dialogue that

did not appear in sessions that were specifically devoted to the topic of dia-

logue.

A more detailed analysis of each of the papers identified involved assigning

each paper to a specific category, as follows:

Spoken dialogue systems — descriptions of complete systems, some-

times with an emphasis on extension to a new domain or language.

Dialogue management — discussion of strategies for dialogue manage-

ment, such as the use of forms to represent the current dialogue state

and to control the dialogue strategy, or the use of statistical methods for

dialogue control.

Dialogue modelling — research involving the modelling of various as-

pects of dialogue, such as adaptivity, co-operation, user behaviours, user

preferences, and turn-taking.

Dialogue phenomena — analysis of a range of phenomena that occur in

dialogue, such as paralanguage, gaze behaviours, prosody, and affect.

Error handling — the detection and treatment of errors in human–

machine dialogues.

Design methods and tools — the design and development of dialogue

systems, including data collection, Wizard of Oz methods, design strate-

gies, and development methods and tools.

Evaluation — methods for the evaluation of dialogue systems.

Speech and language processing — analysis of various aspects of spe-

ech and language processing that occur particularly in dialogue data,

including confidence measures, perplexity, language modelling, spoken

language understanding, semantics, discourse, and pragmatics.

Language generation and TTS — language generation and TTS specifi-

cally in the context of generating utterances in dialogue.

Table 3 presents the results of this analysis of dialogue topics in the papers,

showing that dialogue research covers a range of topics, some of which are

specifically concerned with the design, development and evaluation of spoken

dialogue systems, while the focus of others, such as Speech and Language

Processing and Language Generation and TTS is more on the nature of the

input and output components of dialogue systems.

Looking at the topics over time, it can be seen that in 1999 a major focus

was on descriptions of complete systems and on strategies for dialogue man-

agement, and also to a lesser extent on methods for dialogue system design and
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Table 2. Number of papers with ’dialogue’, ’conversation’, or ’interaction’ in title.

Eurospeech ’89 Eurospeech ’99 Interspeech ’09

Speech analysis:

prosody (P)

1 Speech recogni-

tion: Confidence

measures(O)

1 Speech and Audio

Segmentation and

Classification(P)

1

Speech synthesis:

voice source and

prosody (P)

1 Speech analysis and

tools (P)

1 ASR: Tonal Lan-

guage, Cross-

Lingual and Multi-

lingual ASR (P)

1

Speech production

(P)

1 Speech Recogni-

tion: Language

Modelling (P)

1 Special session: Ac-

tive Listening and

Synchrony (O)

3

Perceptual Aspects

of Prosody and

Voice Quality (P)

1 Prosody: Prosodic

Phrasing and Inter-

ruptions (O)

1 Human speech pro-

duction 2 (P)

1

Language Pro-

cessing: Semantic

Oriented Language

Analysis (P)

6 Speech Communi-

cation Education

(O)

2 Prosody Production

1 (O)

1

Language Pro-

cessing: Speech-

Oriented Language

Analysis (P)

2 Systems, Architec-

tures (O)

1 ASR: Spoken

language under-

standing (O)

1

Applications: De-

signing an Applica-

tion (P)

2 Speech Understand-

ing: Miscellaneous

Topics (P)

4 Topics in spoken

language processing

(P)

1

Speech and the In-

ternet (O)

2 Systems for spoken

language translation

(O)

1

Assessment (O) 1 Applications in

learning and other

areas (P)

1

Assistive speech

technology (P)

1

Resources, annota-

tion and evaluation

(P)

2

Total 15 14 14

Total (Tables 1

and 2)

20 56 41
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Table 3. Numbers of different dialogue topics.

Dialogue Topic Eurospeech ’89 Eurospeech ’99 Interspeech ’09

Spoken dialogue systems 1 12 2

Dialogue management 1 12 8

Dialogue modelling 2 4 4

Dialogue phenomena 5 8 8

Error handling 1 1 0

Design 2 6 3

Evaluation 0 2 3

Speech and language processing 7 11 10

Language generation and TTS 1 0 3

Total 20 56 41

development. As might be expected at Interspeech conferences, there was con-

tinued interest in dialogue-related issues in speech and language processing, as

well as in various dialogue phenomena, especially prosody.

A new development in dialogue research since the 1999 conference has been

the increased use of statistical approaches and machine learning, particularly

for dialogue management, involving methods such as reinforcement learning

as well as example-based and corpus-based methods. Table 4 shows how statis-

tical methods have come to dominate research in dialogue management during

the past decade.

Table 4. Statistical methods in dialogue management.

Eurospeech ’89 Eurospeech ’99 Interspeech ’09

Hand-crafted 1 11 0

Statistical methods 0 1 8

More generally, this analysis has shown how research in spoken dialogue

systems was beginning to emerge in 1989, but that the focus of most of the

papers at that time was on speech and language issues that occur in dialogue

data. By 1999 there was considerable emphasis on the development of dialogue

systems, with descriptions of complete systems for tasks such as flight and train

timetable information, and discussions of strategies for dialogue management

such as the use of frames and mixed initiative. In 2009 there was still interest

in speech and language issues as well as dialogue phenomena, but the main

change was a shift to machine learning and statistical methods for dialogue

management. A new trend was also a greater number of papers on applications
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in learning and education, assistive technologies, dialogue with robots and on

mobile devices, as well as the integration of speech with other modalities.

While these results are interesting, they should be viewed with some cau-

tion. In the first place, the analysis has examined trends in dialogue research

by taking snapshots at three points in time. A more detailed year-by-year anal-

ysis would provide more fine-grained results. Furthermore, the analysis only

looked at papers that were accepted for the Eurospeech-Interspeech confer-

ences and consequently did not include work that was submitted to the other

conferences, workshops and journals, such as those listed earlier.

2.4 Application Areas for Dialogue Research

This section provides a brief overview of current work and future trends

in dialogue research as reported at the YRRSDS09 (Young Researchers

Roundtable on Spoken Dialogue Systems 2009), where young dialogue re-

searchers described their current work, their views on the future of spoken

dialogue systems, and the areas that they considered exciting and important

for future research. Table 5 presents a summary of these topics.

In terms of the current work of the young researchers, there are several new

areas in addition to those that have been discussed earlier, including: situated

interaction, incremental dialogue processing, listening agents, and ontology-

driven dialogue management. New application domains include: embodied

agents, voice search, mobile applications, and troubleshooting, while areas

for future research directions include greater focus on aspects of the user, such

as cognitive processes, more natural dialogues incorporating socio-cultural and

other relevant information, and the integration of speech with information from

sensors in ambient intelligence environments. More generally, we can note a

move away from purely spoken language systems focussing on information

search and transactions to multi-modal systems for smart homes applications,

educational systems, and in-car interactive and entertainment services.

3. Challenges for Researchers in Spoken
Dialogue Systems

Looking now at the challenges that face researchers in spoken dialogue sys-

tems, there are two main issues to consider:

1 How best to conduct research in spoken dialogue systems.

2 How to access appropriate resources to carry out this research.
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Table 5. Young researchers topics.

Research interests Future topics Research areas

Dialogue phenom-

ena: timing, prosody,

emotion

Conversational as-

sistants for elderly,

tutoring, games

Natural dialogues:

human communication

processes

Situated interaction Multi-modal, embodied

and situated interactive

systems

Combining sym-

bolic and statistical

approaches

Incremental dialogue

processing

Mobile speech applica-

tions

Situation awareness

Modelling socio-

cultural aspects of

interaction

Automated dialogue

building

Shared semantic

ontologies

Usability and quality

measurement

Voice search Multi-modal sensor fu-

sion

Stochastic approaches:

dialogue management,

user simulation, dia-

logue design

Troubleshooting appli-

cations

Incremental dialogue

processing

Multi-modal interac-

tion

Toolkits for dialogue

design, resources

Miscommunication

management using

prosody

Dialogue with robots Dialogue systems for

drivers

Integrating speech with

sensors

Listening agents Using knowledge of the

user to improve recog-

nition

Dialogue management

in pro-active situations

Cognitive load of

dialogue systems for

drivers

Ontology driven dia-

logue task management

Cognitive processes of

multi-modal interaction

Dynamic integration of

heterogeneous knowl-

edge sources

Adaptivity and learning

from interactions
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3.1 Conducting Research in Spoken Dialogue
Systems

At the time of Eurospeech ’99 there were many papers describing end-to-

end spoken dialogue systems, reflecting the fact that there were several inter-

national and national projects working in this area. Since then researchers have

tended to focus on particular problem areas within spoken dialogue technology

rather than designing and developing complete end-to-end systems. There are

a number of reasons for this change in research focus:

1 It has been amply demonstrated that end-to-end systems can be designed

and developed, and indeed there are now a number of tools that facilitate

this process. These tools have often been developed to support a par-

ticular development methodology or theory of dialogue. For example,

there are several toolkits that support the development of VoiceXML

applications, while at the more theoretical end there are tools such as

Trindikit that are used to implement dialogue systems based on Infor-

mation State Update Theory (Larsson and Traum, 2000). For this reason

there is little in the way of new research to be achieved in developing an-

other end-to-end system using such toolkits and the only way in which a

new research contribution can be realised is by developing a system that

demonstrates a new theory or approach. A good example is the Clas-

sic project (Computational Learning in Adaptive Systems for Spoken

Conversation), in which the aim is to develop a data-driven, statistically-

based architecture for more robust and more adaptable spoken dialogue

systems (http://www.classic-project.org/).

2 The development of a non-trivial end-to-end system is a major undertak-

ing that is usually best accomplished by a team of researchers rather than

by individuals such as graduate students. On the one hand, it would be

difficult for one person (or even a small group of researchers) to have the

expertise in all of the component technologies required to implement a

complete end-to-end system. Furthermore, although various toolkits can

make this work easier, it is not necessarily the case that all of the avail-

able technical components — which are usually open-source for reasons

of costs and availability – are in fact state-of-the-art, so that a lot of re-

search of this type suffers from less than optimal performance, usually

in the area of speech recognition, but often too in other areas such as

spoken language understanding or speech synthesis.

For these reasons, researchers tend to focus on more narrowly defined topics,

such as the following:

1 Dialogue-related issues for speech recognition, spoken language under-

standing, language generation, or speech synthesis.

http://www.classic-project.org
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2 Comparison of different approaches to dialogue management, for exam-

ple, rule-based versus statistical approaches.

3 Methods for the representation of contextual information.

4 The integration and usage of different modalities to complement and

supplement speech.

5 Models of human conversational competence.

6 The study of incremental processing in dialogue, for example, the time-

course of interpretation processes and how information from different

strata of dialogue can be incrementally processed.

3.2 The Availability of Resources for the Design
and Development of Spoken Dialogue
Systems

Developing a spoken dialogue system requires a sound understanding of

how the various contributing components function, such as the speech recogni-

tion and synthesis engines, and the ability to integrate these components along

with the dialogue manager into an efficient and fully functioning system. The

resources to perform this task need to be readily available.

In a recent paper (Boves et al., 2009) it was claimed that important

lines of speech research are hampered by a lack of suitable resources and

tools. There are agencies and catalogues of resources such as ELDA (Eval-

uations and Language resources Distribution Agency) (http://www.elda.org/),

which is the operational body of ELRA (European Language Resources

Association) (http://www.elra.info/) and LDC (Linguistic Data Consortium)

(http://www.ldc.upenn.edu/). However, in many cases the available tools

and resources are fragmented and they require specialised expertise to use

them effectively. Moreover, there are often IPR and copyright issues as

well as proprietary data formats that are incompatible with other tools and

resources. Examples of widely used tools in speech research are HTK

(http://htk.eng.cam.ac.uk/) for speech recognition and Festival (Black and

Lenzo, 2000) for speech synthesis. However there is a steep learning curve

for researchers wishing to integrate these tools into their applications. Simi-

larly, there are toolkits such the CSLU toolkit (Cole, 1999), which provides an

easy-to-use graphical interface for the development of simple spoken dialogue

systems but which is difficult to adapt for the development of more complex

systems or to test more advanced dialogue management strategies.

A wide range of resources is required by developers of spoken dialogue sys-

tems, including Wizard of Oz toolkits, user simulators, reinforcement learning

toolkits, machine learning software, corpora of dialogue examples, and devel-

http://www.elda.org
http://www.elra.info
http://www.ldc.upenn.edu
http://htk.eng.cam.ac.uk
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opment and testing platforms. For this reason in many cases researchers are

forced to make the best of whatever tools are available to them and to adapt

them as best as possible to their particular research project. As a result re-

searchers are often not able to avail of the best, state-of-the-art components.

For example: commercial voice search systems such as Google App make use

of massive databases and resources such as large, specially designed language

models to optimise the performance of the speech recognition component. Re-

sources such as these are generally not available to academic research groups.

The CLARIN project, as described in (Boves et al., 2009), is an ambitious

attempt to address these issues. CLARIN is a joint effort of over 150 insti-

tutions in Europe, with funding from the EC (European Commission) and 23

participating countries. The vision of CLARIN is to make accessible resources

for researchers in spoken language processing and by 2015 to have in place a

well-funded and sustainable infrastructure. The project is particularly targeted

towards researchers in humanities and the social sciences and as such will aim

to address obstacles such as incompatible data formats and requirements such

as specialised expertise.

In a similar vein the Spoken Dialog Challenge 2010 offers researchers the

opportunity to contribute to the development and evaluation of a large scale

system developed at the Dialog Research Center at Carnegie Mellon University

(CMU) (Black and Eskenazi, 2009). The Spoken Dialog Challenge makes use

of the Let’s Go system which is concerned with bus scheduling queries. The

system was developed over a number of years at CMU and was first deployed

in 2005 with open source components for ASR (automatic speech recogni-

tion), parsing, dialogue management, text generation, and TTS (text-to-speech

synthesis) that were developed at CMU (Raux et al., 2006). Researchers can

download and install the system and run it from their desktop or they can inter-

act with the system using a Voice Over IP version. The benefit for researchers

is that they can contribute to a large-scale, ongoing project without having to

first obtain and link together all the required components.

In summary, dialogue research has become more focussed in the past few

years. End-to-end systems are still being developed within larger groups such

as, for example, the Dialog Research Center at CMU (http://www.dialrc.org/)

and the Conversational Interaction and the Spoken Dialogue Research Group

at University of Rochester (http://www.cs.rochester.edu/research/cisd/). Given

the large teams at centres such as these, there is scope to develop toolkits and

software to support the design, implementation and testing of spoken dialogue

systems, to encourage links with other related research areas such as human-

robot interaction, and also to facilitate and integrate research on specific, more

narrowly defined topics such as those listed earlier. Given that many of the

toolkits and resources are openly available for academic purposes, researchers

in smaller groups or those working as individuals can avail of opportunities to

http://www.dialrc.org
http://www.cs.rochester.edu/research/cisd
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make use of resources and also to become involved in larger projects such as

the CMU Spoken Dialog Challenge.

4. Opportunities for Future Research in
Dialogue

In addition to the research topics mentioned in the preceding section, there

are two particular areas that provide exciting opportunities for future research

in dialogue:

1 Incorporating dialogue technology into voice search.

2 Using dialogue systems in ambient intelligence environments.

4.1 Incorporating Dialogue into Voice Search

Voice search is a combination of speech recognition and document search,

enabling users to access information in a database or on the World Wide Web

(WWW) using a spoken query. In its most basic form the user speaks a query

which is processed by an automatic speech recogniser and the result is passed

to a search engine to retrieve a ranked list of documents. For example, in a

simple experiment the query

little wing pizzeria in belfast

was spoken on an iPhone using the Google App. The speech recognition en-

gine returned the following n-best output:

little wing pizzeria in belfast;

little wayne pizzeria in belfast;

little twin pizzeria in belfast;

digital weighting pizzeria in belfast;

little twin peaks arena in Belfast.

In this case, as in several similar attempts, the 1st-best result was the correct

one. Once the user accepted one of the results, the application displayed a list

of links that could be clicked to access the web pages.

This is an example of a one-shot search query. In other cases, as described

by (Wang et al., 2008), a dialogue manager might employ a disambiguation

strategy to determine more accurately the user’s intent and to narrow down

multiple entries. For example, for residential directory assistance entries for

people with the same name may be disambiguated using addresses, while in

business directory assistance business categories are often used for disam-

biguation. A more flexible solution developed in a research prototype sys-

tem used summarization to narrow down a large ambiguous set of entries (Po-

lifroni and Walker, 2006). For example, in an application for searching for
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a restaurant, common attributes such as price range and food type were used

to guide users to the most appropriate choice of restaurant, using attributes

that were selected automatically from a user model and associated rules in the

database subset in the dialogue focus. The following example from (Polifroni

and Walker, 2006) illustrates:

User: Tell me about restaurants in London.

System: I know of 596 restaurants in London. All price ranges are rep-

resented. Some of the cuisine options are Italian, British, European, and

French.

User: I’m interested in Chinese food.

System: I know of 27 restaurants in London that serve Chinese cuisine.

All price ranges are represented. Some are near the Leicester Square

tube station.

User: How about a cheap one?

System: I know of 14 inexpensive restaurants that serve Chinese cuisine.

Some are near the Leicester Square tube station. Some are in Soho.

The requirements for speech recognition, spoken language understanding, and

dialogue management are different in voice search compared with traditional

dialogue systems (Kawahara, 2009). In a dialogue system the user’s spoken

language input is typically interpreted as values of concepts elicited in a se-

quence of pre-determined dialogue states that fill a series of slots — such as

destination and departure time of a flight. These slot values are inserted into

a database query to obtain a result that is spoken back to the user. In voice

search, however, the user can express the query in many different ways (high

input space) and there is a large number of targets (large semantic space), often

comprising millions of entries, as in a directory assistance system. Thus there

are many speech recognition and spoken language understanding challenges,

which are currently the main focus of attention in voice search research (Acero

et al., 2008; Feng et al., 2009; Zweig, 2009). The performance of current

systems has improved dramatically in the past few years, due in part to very

large language models that are used to constrain and enhance recognition (Van

Heerden et al., 2009). There is also some research into methods for correcting

misrecognitions (Vertanen and Kristensson, 2009).

Voice search is currently motivated by what is technically feasible in terms

of speech recognition accuracy, search engine technology, and network con-

nectivity. What might be attractive and useful for users would be the ability

to conduct a voice search and then continue to engage the system in a spoken

dialogue on the results of the search. Taking the query little wing pizzeria in

Belfast as an example, the following is a possible dialogue:

User: Little wing pizzeria in Belfast.

System: (retrieves some summary information, e.g. address, restaurant
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type).

User: When is it open?

System: (retrieves opening times).

User: What is on the menu?

System: (retrieves summary of menu).

User: What is the price range?

System: (retrieves price range).

To be able to perform in this way the system would need, among other things,

to be able to:

construct dynamic language models to focus on the different attributes

being queried;

model the discourse context, in order to be able to handle discourse phe-

nomena such as ellipsis and reference;

handle information at summary level and then initiate a dialogue to offer

more detailed information, if requested.

Each of these requirements presents major challenges for researchers

and would involve the integration of other technologies, such as interactive

question-answering (Q-A), with voice search. Notwithstanding these prob-

lems, systems that could act as virtual agents and engage in spoken dialogue

with users of small mobile devices to provide information, services and enter-

tainment, would offer immeasurable advantages compared with the function-

alities available on current smart phones. The networking and web mining ca-

pabilities are already well advanced. What is now required are aproaches that

can build on this infrastructure to create intuitive and usable spoken dialogue

applications (Gilbert and Feng, 2008).

4.2 Using Dialogue Systems in Ambient
Intelligence Environments

Ambient intelligence has been defined as ”a digital environment that proac-

tively, but sensibly, supports people in their daily lives” (Augusto and Mc-

Cullagh, 2007). Current voice search applications are designed for hand-held

devices such as smart mobile phones, although voice search technology could

(and should) be combined with other technologies to provide user services in

ambient intelligence environments. According to (Aghajan et al., 2010):

Ambient intelligence (AmI) is a fast-growing multi-disciplinary field that is ush-

ering in new opportunities for many areas of research to have a significant impact

on society. Its foundation is the enrichment of the environment, through sens-

ing and processing technologies, to understand, analyze, anticipate, and adapt to

events and to users and their activities, preferences, intentions, and behaviours.
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Basically, AmI gathers real-time information from the environment and com-

bines it with historical data accumulated over time, or a knowledge base, to

provide user services.

One of the main issues for such technologies is how to interface with the

user. Spoken dialogue, which is the most natural mode of communication be-

tween humans, is now being applied along with other relevant technologies to

provide intuitive and user-friendly interfaces in ambient intelligence environ-

ments. Aghajan et al. (2010a) is a recent collection of papers concerned with a

range of topics on human-centric interfaces for ambient intelligence. McTear

(2010) and Minker et al. (2010) focus specifically on spoken dialogue systems.

A number of recent research projects have also investigated the use of spo-

ken dialogue systems in ambient intelligence environments. A selection of

these projects will be reviewed in the following subsection, beginning with

the CHAT project, which is concerned with spoken dialogue systems in cars

across a number of different domains. This is followed by the SmartKom and

SmartWeb projects. SmartKom involves spoken and multi-modal communi-

cation in three different environments — a public kiosk information system, a

home-based system for device control and information services, and a mo-

bile environment for car drivers and pedestrians. SmartWeb addresses the

issue of open-domain information retrieval using spoken language question-

answering, while the TALK project was concerned with multi-modal dialogue

interaction involving various devices and services in the home and car. The

Companions project addresses the issues involved in assisting senior citizens

to perform everyday tasks and to access information through the use of an

embodied conversational agent. Finally, the Atraco project is concerned with

the use of spoken dialogue to control appliances, devices, and services within

an ambient intelligence environment. Web pages listing many other spo-

ken dialogue systems can be found at (http://www.cs.cmu.edu/∼dbohus/SDS/;

http://www.ling.gu.se/∼sl/dialogue links.html; http://www.infj.ulst.ac.uk/∼
cbdg23/book/projects.htm).

4.3 CHAT

CHAT (Weng et al., 2007) is a spoken dialogue system for cars that operate

in the domains of entertainment (MP3 player), navigation, and web services

(restaurant finder). CHAT allows users to switch easily between these domains.

The following is an example:

User: Switch to restaurant.

System: OK, switched to the restaurant finder.

User: Can you find me a Chinese restaurant in Palo Alto with good

service?

System: There are 11 Chinese restaurants in Palo Alto with good service.

http://www.cs.cmu.edu/%E2%88%BCdbohus/SDS%00%00
http://www.cs.cmu.edu/%E2%88%BCdbohus/SDS%00%00
http://www.cs.cmu.edu/%E2%88%BCdbohus/SDS%00%00
http://www.ling.gu.se/%E2%88%BCsl/dialogue
http://www.ling.gu.se/%E2%88%BCsl/dialogue
http://www.ling.gu.se/%E2%88%BCsl/dialogue
http://www.infj.ulst.ac.uk/%E2%88%BC
http://www.infj.ulst.ac.uk/%E2%88%BC
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User: Switch to navigation.

System: OK, switched to navigation.

User: Take me to Little Garden Restaurant, but stop by Bosch Page Mill

Office.

User: Switch to music player.

System: OK, switched to MP3 music player.

User: What songs do you have by Alicia Keys?

In these examples the user makes use of explicit statements to switch domains.

Implicit domain switching is also possible — for example, having selected a

restaurant in the restaurant domain and then by saying find me a fast route to

restaurant XYZ without explicitly saying switch to navigation. Keeping track

of multiple threads related to different devices and domains is achieved through

the use of a dynamically evolving dialogue move tree, which classifies and

interprets user utterances in terms of the current dialogue context and selects

from a set of possible system responses (Lemon and Gruenstein, 2004).

An important consideration for in-car spoken dialogue systems is that the in-

teraction should not divert drivers from their primary task of driving. The Con-

tent Optimizer controls the amount of information to be output to the driver,

especially in the case of lengthy lists of results to be returned, by proposing

extra criteria to narrow down the results. Additionally, when there is no re-

sult returned from the database, a relaxation of the constraints given by the

user is employed. These measures have been shown to lead to increased user

satisfaction (Pon-Barry et al., 2006). Other measures included an overall task

completion rate of 98% for navigation tasks and a high level of dialogue effi-

ciency, with an average of 2.3 turns being required to complete the tasks.

4.4 SmartKom and SmartWeb

SmartKom (Wahlster, 2006; http://www.smartkom.org/) is a multi-modal

dialogue system that supports face-to-face interaction with an embodied con-

versational agent (Smartakus) in three different environments:

Public — a kiosk-based help system for tasks such as making telephone

calls, sending faxes and emails, retrieving information about movies,

making ticket and seat reservations at the cinema, and biometrical au-

thentication (Horndasch et al., 2006).

Home — an infotainment companion for the operation of various TV

appliances, such as programming the VCR to record a programme, as

well as providing an intelligent interface to the electronic programme

guide (EPG) for browsing and creating personalized programme list-

ings (Portele et al., 2006).

http://www.smartkom.org
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Mobile — a mobile travel companion to be used in the car as well as

while walking to assist with navigation and point-of-interest information

retrieval (Berton et al., 2006; Malaka et al., 2006).

The tasks involving the SmartKom system require a collaborative dialogue be-

tween the user and the system to define and elaborate the task as well as to

monitor its execution. Given the range of modalities available for input and

output — speech, gesture, facial expression — the technical challenges in-

cluded seamless fusion and mutual disambiguation of the input as well as plan-

based methods for multi-modal fission and adaptive output presentation. An

important consideration was to integrate the various devices and environments

in such a way as to support ubiquitous access to information using any device

while providing a seamless interface for the user within a single interaction.

This required the ability to manage physical connections when users changed

devices and to represent how different modalities were supported on the vari-

ous devices. For example, the user could transition from a pedestrian scenario

to a driving scenario in a car which required a change of device from PDA to

in-car devices and a change of permissible modalities from multi-modal input

and presentation to speech-based input and output.

While SmartKom works in multiple domains and on various devices, the di-

alogues that it supports are domain-specific — for example, obtaining cinema

information, getting details of TV programmes, or route planning. In a follow-

up project — SmartWeb — open-domain question answering is addressed, us-

ing the Web as a knowledge base and exploiting the machine-understandable

content of semantic web pages for intelligent question-answering (Reithinger

et al., 2005; http://www.smartweb-projekt.de). Information is extracted from

huge volumes of information on the Web using named-entity extraction to ob-

tain information about persons, objects and locations named in the query. The

question analysis process is ontology-driven resulting in a paraphrase of the

question and a semantic representation in an XML format. The user interface

is context-aware in that it supports the user in different roles — as a car driver,

motorcyclist, pedestrian, and sports spectator. As with SmartKom, a major em-

phasis in the SmartWeb project is to develop an infrastructure that can handle

multi-modal, open-domain question-answering and requests to services within

a Semantic Web framework using standard interfaces and protocols.

4.5 TALK

TALK (Talk and Look: Tools for Ambient Linguistic Knowledge) was con-

cerned with multi-modal dialogue interaction involving various devices and

services in the home and car (http://www.talk-project.org/). The main aim

of the project was to make dialogue systems more conversational, robust and

adaptive. The theoretical basis for dialogue management in TALK is the Infor-

http://www.smartweb-projekt.de
http://www.talk-project.org
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mation State Update (ISU) approach (Larsson and Traum, 2000) which pro-

vides a rich formalism for the representation of the dialogue context that is es-

sential for the multi-tasking and event-driven dialogues typical of in-car inter-

action. One aim of the project was to develop the ISU approach to make it re-

usable for different languages, modalities, and application domains. A second

aim was to develop techniques for the automated learning of optimal dialogue

strategies from corpora of human interactions that were modelled using the

ISU approach (Lemon et al., 2006). Demonstrator systems developed within

the project included the SAMMIE in-car dialogue system which was installed

in the BMW test car (Becker et al., 2007) and the MIMUS home automation

system that allows users to control devices in the home using voice and mouse

clicks (Pérez et al., 2006; Amores et al., 2007). Several research issues were

addressed in the project, including the role of ontologies and the development

of methods to support the automatic learning of dialogue strategies from ex-

amples of human interactions (Rieser and Lemon, 2006; Williams and Young,

2007). Other contributions included the collection of corpora that could be

used for the automatic training of dialogue systems (Kruijff-Korbayova et al.,

2006; Manchón et al., 2006), as well as the development of user simulators

to support large-scale empirical studies of user-system interactions without the

need for large groups of human users (Georgila et al., 2006; Schatzmann et al.,

2006).

4.6 COMPANIONS

The aim of the COMPANIONS project is to assist senior citizens in car-

rying out everyday tasks and to provide easy access to information using a

variety of devices ranging from PCs to handheld devices, and supporting inter-

action with small robots and embodied conversational agents (Catizone et al.,

2008; http://www.companions-project.org/). The main technologies involved

are speech and natural language processing, dialogue management, emotion

processing, and the social use of language.

The COMPANIONS project has two demonstrators: a Health and Fitness

Companion and a Senior Companion. The purpose of the Health and Fitness

Companion is to monitor information about a user’s eating habits and fitness

activities to support a healthy lifestyle. The Senior Companion is designed as a

conversational companion for the elderly, providing access to information and

services, helping them to carry out everyday tasks, and entertaining and chat-

ting with them about past experiences and memories evoked by photographs.

Dialogue management in COMPANIONS requires a different approach

from the form-filling method used widely in traditional task-based dialogue

systems. In COMPANIONS, where the goal of the interaction is to provide

personal assistance and companionship, the interactions are less clearly de-

http://www.companions-project.org
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fined. Moreover, whereas in traditional systems each interaction is normally

modeled as a single event, COMPANIONS aims to model the development

of a longer term relationship between the user and the conversational agent.

There will also be a range of different interfaces available, such as avatars,

talking heads, and small robots, compared to the use of the telephone in tra-

ditional systems. Finally information gathered by the system will include not

only speech but also images — in the form of photos —, as well as informa-

tion based on GPS and sensor data about the user’s location and physical state

while taking exercise.

4.7 Atraco

The Atraco project is concerned with the use of a range of interactive ap-

pliances, collaborative devices, context-aware artefacts, models, and services,

and software components to assist users in a variety of tasks. Adaptive dia-

logue models are used to communicate the system’s state and to interact with

users.

The spoken dialogue aspects of the system are described in (Minker et

al,. 2010; http://www.uni-ulm.de/in/atraco/). A number of different spoken

dialogue systems technologies are being investigated, including: robust spo-

ken language processing, adaptive and proactive dialogue modelling, multi-

modality, intelligent planning, monitoring and plan adaptation, embedded

agents, reasoning, inferencing, flexible end-device technology, and network-

ing. Demonstrator systems include:

a Pedestrian navigation system;

a Journey planning system;

a Restaurant advisor.

One interesting feature of the Restaurant advisor is that the dialogue agent

monitors an ongoing dialogue between two humans and, when required, takes

the initiative and becomes involved in the dialogue. For example, if the dis-

cussion is about restaurants, the agent joins the dialogue and suggests some

suitable restaurants. In order to support these proactive capabilities, the agent

needs to be able to maintain a detailed model of the dialogue context as well

as a dialogue history.

4.8 Summary

The research described in the preceding sections involves systems that can

interact intelligently and co-operatively across different environments using

a range of appropriate modalities to support people in the activities of daily

living. Such systems will be useful as aids to the elderly, for people with

http://www.uni-ulm.de/in/atraco
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disabilities, as educational aids for children and second language learners, and

for many other applications.

There are a number of important research issues that need to be addressed,

including:

Context awareness: how to integrate information from the environment

— internet, sensors, spoken interaction, etc.

Contexts for speech and the use of different modalities: how to decide

in which contexts speech is useful and appropriate and whether other

modalities are appropriate — for example, when outputting an address

or the information in a menu.

User modelling: how to model individual user preferences and needs,

distinguishing, for example, between older and younger users, people

with disabilities, etc.

Technical: issues such as the optimal usage of microphones, networks,

mobile environments, speech recognition accuracy, appropriate dialogue

management, acceptable speech output.

5. Concluding Remarks

This chapter has examined trends and developments in spoken dialogue sys-

tems research over the past three decades, based primarily on snapshots from

an analysis of papers presented at the Eurospeech-Interspeech conferences in

1989, 1999, and 2009. This analysis has shown how dialogue research has ma-

tured from its early beginnings in which researchers initially explored spoken

language issues associated with dialogue, then moved on to building a range

of end-to-end systems, experimenting with different methods of dialogue man-

agement and control, up to the present where there is a wide range of different

research endeavours, including a new focus on statistical methods and machine

learning for dialogue management.

Researchers in dialogue are faced with many challenges, in particular, with

accessing resources and tools that can be used to design, implement and test

systems. A major barrier to progress is the issue of speech recognition accu-

racy, especially now that dialogue systems are being developed for deployment

in more open-ended and potentially noisier environments, such as cars and

smart homes. Recent progress has been made in achieving more acceptable

levels of speech recongition accuracy in commercial voice search systems, but

the speech recognition engines and language models used in these systems are

generally not available for use by academic researchers. Another problem is

that it is becoming increasingly more difficult for individuals or researchers in

small groups to build end-to-end dialogue systems, since this involves the inte-

gration of a wide range of different components. Even where these components
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are available, the expertise to develop, modify and integrate them would gen-

erally be beyond the capability of an individual researcher. However, projects

such as CLARIN, which aims to make tools and resoources more readily avail-

able for researchers, and the CMU Spoken Dialog Challenge, which provides

an opportunity for researchers to participate in a large scale project, are exam-

ples of how these challenges and problems are being addressed.

Although considerable progress has been made in dialogue research over the

past thirty years, there are still many opportunities for continued fundamental

as well as applied research. Two examples that were discussed are voice search

using dialogue technology and dialogue systems in ambient intelligence envi-

ronments. There are many opportunites for research in areas such as these,

both as testbeds for theories and technologies as well as in terms of making

useful contributions to the development and deployment of applications that

provide social and economic benefits.

Web Pages

A List of Spoken Language Interfaces.

http://www.cs.cmu.edu/∼dbohus/SDS/

Atraco Project Home Page.

http://www.uni-ulm.de/in/atraco/

Classic Project Home Page.

http://www.classic-project.org/

Companions Project Home Page.

http://www.companions-project.org/

Conversational Interaction and Spoken Dialogue Research Group, Department

of Computer Science, University of Rochester.

http://www.cs.rochester.edu/research/cisd/

Dialog Research Center at CMU (DialRC).

http://www.dialrc.org/

Dialogue and Discourse: An International Journal.

http://www.dialogue-and-discourse.org/

Dialogue Systems and Projects.

http://www.ling.gu.se/∼sl/dialogue links.html

ELDA: Evaluations and Language Resources Distribution Agency.

http://www.elda.org/

ELRA: European Language Resources Agency.

http://www.elra.info/

First European Conference on Speech Communication and Technology (EU-

ROSPEECH ’89).

http://www.isca-speech.org/archive/eurospeech 1989/index.html

http://www.cs.cmu.edu/%E2%88%BCdbohus/SDS
http://www.cs.cmu.edu/%E2%88%BCdbohus/SDS
http://www.cs.cmu.edu/%E2%88%BCdbohus/SDS
http://www.uni-ulm.de/in/atraco
http://www.classic-project.org
http://www.companions-project.org
http://www.cs.rochester.edu/research/cisd
http://www.dialrc.org
http://www.dialogue-and-discourse.org
http://www.ling.gu.se/%E2%88%BCsl/dialogue
http://www.ling.gu.se/%E2%88%BCsl/dialogue
http://www.ling.gu.se/%E2%88%BCsl/dialogue
http://www.elda.org
http://www.elra.info
http://www.isca-speech.org/archive/eurospeech
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International Conference Series on Text, Speech, and Dialogue. Brno, Czech

Republic.

http://www.tsdconference.org/tsd2010/

International Workshop Series on Spoken Dialogue Systems Technology.

http://www.uni-ulm.de/en/in/iwsds2009/workshop/introduction.html

Interspeech 2009, Brighton, UK, 6-10 September, 2009.

http://www.isca-speech.org/archive/interspeech 2009/index.html

LDC: Linguistic Data Consortium.

http://www.ldc.upenn.edu/

SEMDIAL: Workshop Series on the Semantics and Pragmatics of Dialogue.

http://www.illc.uva.nl/semdial/

SIGdial: Special Interest Group on Discourse and Dialogue.

http://www.sigdial.org/

Sixth European Conference on Speech Communication and Technology (EU-

ROSPEECH’99).

http://www.isca-speech.org/archive/eurospeech 1999/index.html

SmartKom Project Home Page.

http://www.smartkom.org/

SmartWeb Project Home Page.

http://www.smartweb-projekt.de

Spoken Dialogue Technology: Projects and Links.

http://www.infj.ulst.ac.uk/∼cbdg23/book/projects.htm

TALK Project Home Page.

http://www.talk-project.org/

The HTK (Hidden Markov Model) Toolkit.

http://htk.eng.cam.ac.uk/

The Loebner Prize in Artificial Intelligence.

http://www.loebner.net/Prizef/loebner-prize.html

Young Researchers’ Roundtable on Spoken Dialog Systems.

http://www.yrrsds.org/

Notes
1. Originally there were two biennial conferences — Eurospeech (European Conference on Speech

Communication and Technology) and ICSLP (International Conference on Spoken Language Processing).

Since 2000 both conferences have been held under the common label Interspeech. The 1989 and 1999

conferences are known as Eurospeech ’89 and Eurospeech ’99.
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Abstract

tion control to manage and support users’ natural dialogue communication with

conversational agents. Any agent’s action must be determined, based on prob-

abilistic methods, from noisy data through sensors in the real world. Agents

must flexibly choose their actions to reach a target dialogue sequence with the

users while retaining as many statistical characteristics of the data as possible.

This issue can be solved by two approaches: automatically acquiring POMDP

probabilities using Dynamic Bayesian Networks (DBNs)(DBNs) trained from a

large amount of dialogue data and obtaining POMDP rewards from human eval-

uations and agent action predictive probabilities. Using the probabilities and the

rewards, POMDP value iteration calculates a policy that can generate an action

sequence that maximizes both the predictive distributions of actions and user

evaluations. This chapter focuses on how to make the rewards from predictive
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distributions. Introducing rewards lets the policy generate actions whose pre-

dictive probabilities are maximized. Experimental results demonstrate that the

proposed method can generate actions with high predictive probabilities while

generating target action sequences.

Keywords:

Partially Observable Markov Decision Process (POMDP); Dialogue man-

agement; Multi-modal interaction; Dynamic Bayesian Network (DBN);

Expectation-Maximization (EM) algorithm.

1. Introduction

Our research goal is to automatically acquire a conversation agent’s action

control strategy for dialogue (we use the term ”dialogue” here in its general

meaning as an interaction of two entities). Here, we assume that the struc-

ture of a dialogue is unknown. Under this situation, the systems must create

and establish behavioral strategies based on a large amount of data in their

communications. Markov Decision Processes (MPDs) are ordinarily applied

to the acquisition of strategies with reinforcement learning (RL) (Sutton and

Barto, 1998; Russell and Norvig, 2003). MDPs have also been applied to di-

alogue control (Levin and Pieraccini, 1997; Levin et al., 1998; Goddeau and

Pineau, 2000; Denecke et al., 2004a; Denecke et al., 2004b). However, since

MDPs suppose that the states are known, they do not work under unknown-

state conditions. In addition, the data generally contain errors and uncertain-

ties that originated from observation problems. Especially for conversations

between a user and an agent in the real world, we have to consider diverse

errors from recognition of speech, facial expressions, behaviors, and timings

of user actions. Under these noisy conditions, learning and behavioral acquisi-

tion under MDPs do not always work effectively. In this case, such information

includes behaviors, speech, and paralinguistic information that are generated

from unobserved internal states. A partially observable Markov decision pro-

cess (POMDP) (Smallwood and Sondik, 1973; Sutton and Barto, 1998; Russell

and Norvig, 2003) can help to formally handle these unobserved internal states.

POMDPs play an effective role in making decisions about selecting the most

statistically reliable actions available by observing sensor data having uncer-

tainty. POMDPs have been applied to spoken dialogue management (Roy

et al., 2000). RL, which obtains POMDP’s action strategies, requires actual

interaction between the user and the agent. However, since increasing the hid-

den states of a POMDP requires a large amount of actual interactions with real

users to obtain the dialogue control strategies, RL cannot be applied to this con-

dition. It is necessary to reduce the time consumed in calculating a policy. If

the environmental information is known, the optimal policy, which is the action
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strategy for selecting the best action by looking at the environmental informa-

tion, can be obtained by value iteration without user interactions (Smallwood

and Sondik, 1973). Recently, Point Based Value Iteration (PBVI), a fast calcu-

lation method for value iteration by maintaining only certain state distribution

points, was proposed (Pineau et al., 2003). Moreover, introducing Algebraic

Decision Diagrams to PBVI improved it (Poupart, 2005). Other fast calcula-

tion methods for value iteration have also been proposed (Smith and Simmons,

2004; Smith and Simmons, 2005).

As algorithms for POMDP have been proposed, dialogue methods using

these fast value iteration methods have also been proposed (Williams et al.,

2005b; Williams et al., 2005a; Williams, 2007; Young et al., 2010). Dialogue

support exists for buying train tickets (Williams et al., 2005b; Williams et al.,

2005a), weather information dialogues (Kim et al., 2008), dialogues for digi-

tal subscriber line troubleshooting (Williams, 2007), and the action control of

robots by human speech and gestures (Schmidt-Rohr et al., 2008). The results

from these cases demonstrate that POMDPs compensate for the uncertainty

of such observed data as speech and gestures in action-determination. As a re-

sult, they achieve better performance in terms of the correct accomplishment of

given tasks than a conventional Markov Decision Process (MDP). Since these

systems are based on task-oriented dialogue management and we know how

the agent should work, setting rewards and calculating transition probabilities

are easy operations. However, if we do not know how the agent should work,

such as in person-to-person communication, we have to estimate this by using

a large amount of data. The problem is how to create the POMDP structure

from a large amount of data. Although Fujita solved this problem by using dy-

namic Bayesian networks (DBNs) to model a POMDP structure with a great

deal of data, their task was simple and task-oriented (Fujita, 2007).

We extend this method to handle unknown tasks. We suppose that system

action controls can be obtained by selecting dialogues that fit our requirements.

Then we select the dialogues and use them to train the system so that it is

likely to generate the selected dialogues. We call such selected dialogues target

dialogues. We conducted some preliminary experiments using DBNs to train

POMDP policy by value iteration. However, the system only generated target

dialogues. This means that the system ignores the statistics of the rest of the

data, while the DBN learns the statistics of all of the training data. We think

that for natural dialogues the rest of the data statistics are also important. For

example, counseling dialogues contain a variety of conversations other than

conversations made for counseling purposes. To construct a good counseling

system by training a DBN, we consider using a questionnaire, for example,

that asks whether a counseling dialogue is good and then selecting the good

counseling dialogues by hand. If only a certain part were selected and used for

training a POMDP policy, the system would generate unnatural dialogues. This
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is a very reasonable expectation, since the chatting conversation part, which

does not directly contribute to good counseling, plays an important role in

natural conversation.

To attain natural dialogues, we would like to successfully apply two meth-

ods (Minami et al., 2009):

1 Automatically obtaining POMDP parameters and action control that

generates target dialogues.

Our proposed method automatically obtains the emission probabilities

and observation probabilities of hidden states with a dynamic Bayesian

network (DBN) based on expectation-maximization (EM) from a large

amount of data. Then it sets rewards for POMDP and performs value

iteration to train a policy.

2 Reflecting action predictive probabilities in action control.

Our method introduces hidden states that match actions with one-to-one

correspondence. Then it sets the POMDP rewards to maximize the pre-

dictive probabilities of the hidden states using value iteration. This pro-

cedure can have the agent perform an action sequence by reflecting the

statistical characteristics of the data (Minami et al., 2009).

The latter method is our original approach and different from that of (Fujita,

2007). Although this method might appear very similar to (Hori et al., 2009)

in maximizing predictive probabilities of actions, (Hori et al., 2009) requires

a look-ahead mechanism to obtain the next action during a decision-making

process. Since our method calculates a policy in advance by value iteration, it

does not require such a look-ahead mechanism. This chapter shows that our

agent can generate a target action sequence as well as an action sequence that

reflects the statistics of the training data simultaneously.

The basic POMDP formulation is described in Section 2, our proposed

method is presented in Section 3, and the results and evaluations of simula-

tion experiments with our action control algorithm are provided in Section 4.

Finally, a discussion, future work, and our conclusion are given.

2. Partially Observable Markov Decision
Process

2.1 POMDP Structure

A POMDP is defined as {S,O,A,T,Z,R, γ, and b0}. S is a set of states

described by s ∈ S. O is set of observations o described by o ∈ O. A is a set

of actions a described by a ∈ A. T is a set of the state transition probabilities

from s to s′, given a, Pr(s′|s, a). Z is a set of the emission probabilities of o′

at state s′, given a, Pr(o′|s′, a). R is a set of expected rewards when the agent
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performs action a at state s, r(s, a). The basic structure employed is shown in

Figure 1. Although it closely resembles HMMs, the difference is that POMDP

has actions and rewards to control state transitions. The rhomboids show the

fixed values, the dotted circles show the hidden variables, the solid circles show

the observed variables, and the solid squares show the agent actions.

r: Reward

a: Agent action

o: Observation

s: Hidden state

a a'oo

s s'

r'r

: Transition 
  probability
: Reward
  function
: Emission 
  probability

'

Figure 1. POMDP structure.

Before referring to γ and b0, we explain the state transition probability up-

date method. In POMDP, since states are directly unobservable as in HMMs,

we can only discuss their distribution. Here, suppose that the distribution of

states bt−1(s) is known. Using the transition and emission probabilities, the
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distribution update is performed by

bt(s
′) = η · Pr(o′|s′, a)

∑

s

Pr(s′|s, a)bt−1(s), (7.1)

where η is a factor so that the distribution summation is one. η is calculated by

η =
1∑

s′
Pr(o′|s′, a)

∑
s

Pr(s′|s, a)bt−1(s)
. (7.2)

If the initial value of b is set as b0, bt(s
′) can be obtained iteratively using a

recursive equation.

Using this distribution, the average discounted reward at time t, which is the

objective function, can be obtained by averaging

Vt =
∞∑

τ=0

γτ
∑

s

bτ+t(s)r(s, aτ+t), (7.3)

where γ is a discount factor. POMDP obtains a policy that is a function from

bt(s) to action a by maximizing the average discounted reward in an infinite

time.

2.2 Running Cycle and Value Iteration

Figure 2 shows the running phase flow of POMDP. This procedure is as

follows.

1 Current state b(s) is given. Optimal action is executed by

a = π∗(b). (7.4)

2 Accordingly, the user acts. Consequently, observation o is observed.

3 Next, b(s) is calculated using Equation (7.1) from current b(s) and the

transition and emission probabilities.

π∗, which is called the policy as described above, is obtained by value itera-

tion if the emission and transition probabilities are known. This policy, which

is independent of time, maximizes averaged Equation (7.3). In infinite time,

the optimal value function tends to reach the equilibrium point in an iterative

manner called value iteration. Although this value iteration obtains the opti-

mal policy, it is time consuming. PBVI comprises one approximate solution

technique (Pineau et al., 2003).
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Figure 2. Flow of POMDP.

3. Dialogue Control using POMDP from Large
Amounts of Data

3.1 Purpose of Dialogue Control

We assume that the statistics of the data are unknown and have to be es-

timated. We also assume that the data contain a set of dialogues we would

like the agent to achieve. To find this set of dialogues, we evaluate whether a

dialogue is a desired target dialogue for the agent by looking at its sequence.

To do this, we produced a questionnaire to select the data. For example, we

asked in the questionnaire whether the dialogue is good for general greetings.

Such general greeting dialogues are comprised of a sequence of shaking hands,

greeting each other, and talking. We call such protocols target dialogues. We

assume that a set of dialogues contains target dialogues and non-target dia-

logues. Since some questionnaires are clear, it is easy to select the dialogue

part in detail. However, some of them are unclear, so it is difficult to point out

a precise part of the dialogue. Nevertheless, we think it is possible to select

some sequences of dialogue that match the questionnaire. Under this condi-

tion, we would like to achieve two purposes: one is to have the agent perform

the target action sequences, and the other is to have the agent perform action

sequences that reflect the statistical characteristics of the data. We propose two

methods to resolve the above issues:
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1 Automatically acquiring POMDP parameters and obtaining policies that

generate target dialogues.

2 Reflecting action predictive probabilities in action control.

3.2 Automatically Acquiring POMDP
Parameters and Obtaining a Policy for
Target Dialogues

We propose the POMDP training procedure in Figure 3. First, the DBN

structure is constructed and trained by the EM algorithm. Second, it is con-

verted into a POMDP structure. Third, POMDP rewards are obtained. Finally,

value iteration is performed to obtain a policy.

Figure 3. Policy generation procedure by POMDP.

POMDP is required to train the transition probabilities, the emission proba-

bilities, and the rewards described in the previous section. Ordinary dialogue

systems assume that the probabilities and the rewards are given. In this pa-

per, these parameters are automatically trained from the data. We reduce the

number of parameters using an approximation:
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Pr(o′|s′, a) ≈ Pr(o′|s′). (7.5)

We use this approximation for the following reason. s′ is affected by a through

Pr(s′|s, a). Consequently, Pr(o′|s′) is indirectly affected by a through s′.
Therefore, a is omitted from Pr(o′|s′, a). Using this approximation, Figure 1

can be converted into Figure 4. The corresponding DBN shown in Figure 5 is

used to train the probabilities in POMDP. DBN is trained using the EM algo-

rithm. The dialogue data has some tasks, which we expect to be automatically

classified based on their statistics using the EM algorithm.

r: Reward

a: Agent action

o: Observation

s: Hidden state

a a'o'o

s s'

r'r

: Transition 
  probability
: Reward
  function
: Emission
  probability

Figure 4. Proposed basic POMDP structure.
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d: Evaluation

a: Agent action

o: Observation

s: Hidden state

a aoo

s s

d'd

: Transition 
  probability
: Emission 
  probability

'

' '

Figure 5. DBN structure corresponding to POMDP.

Examples of data are shown in Table 1. The agent and user perform eight

actions: shaking hands, greeting, laughing, moving, speaking, nodding their

heads, shaking their heads, and doing nothing. The user and the agent al-

ternately perform an action from among the eight to have a dialogue. After

the dialogue, the user evaluates whether the dialogue was a target dialogue by

looking at its sequence. Based on this result, the user scores it. In this exam-

ple, we show the period of a target dialogue by setting one for a certain length
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while checking the questionnaire. In this case, the questionnaire for selecting

target dialogues is very clear, we can distinguish where the target dialogue is.

We used variable d for these scores, as shown in the right end row of Table 1.

These values have two purposes: one calculates rewards for POMDPs, and the

other separates the DBN structure into two structures for target- and non-target

dialogues.

Table 1. Example of dialogue data.

Observation o Agent action a User evaluation d

doing nothing doing nothing 0

nodding speaking 0

shaking hands shaking hands 1

greeting greeting 1

laughing speaking 1

shaking head speaking 1

greeting greeting 1

shaking hands shaking hands 1

doing nothing shaking hands 0

greeting doing nothing 0

The following processes are used in making a POMDP for target dialogue

data:

1 Positive evaluation score is set to the target data as variable d (Table 1).

2 A DBN is trained. d is also treated as a random variable.

3 The DBN is converted to a POMDP, where we convert d values and d′s
probabilities into POMDP fixed rewards by Equation (7.6).

4 We set the reward into the POMDP structure and perform value iteration.

After training the DBN, rewards are obtained from the d variable by

r1(s, a) =

1∑

d=0

d × Pr(d|s, a). (7.6)

This means that if a state generates target dialogue data at a higher proba-

bility, the state should obtain higher rewards.

3.3 Reflecting Action Predictive Probabilities in
Action Control

Our goal is to make an appropriate policy using the interaction data between

users. Our target interaction characteristic is that the interaction should be pro-

cessed based on probabilistic characteristics; however, target dialogues occur,
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and the agent should obey them. The problem is obtaining policies that achieve

this behavior by policy iteration.

First we introduce extra hidden POMDP and DBN states to the states in

Figures 4 and 5 as s = (so, sa) (Figures 6 and 7). so is the same as the previous

state in Figure 4. sa is introduced for estimating the predictive probability

of action a and for selecting a to maximize the predictive probability. This

selection is performed by following the reward settings and the value iterations.

This method is an extension of the method described in the previous section.

r: Reward

a: Agent action

o: Observation

s=(so,sa): Hidden state

a a'o'

so so'

r'r

o

sa sa'

: Transition 
  probability
: Reward
  function
: Emission 
  probability

Figure 6. POMDP structure employed in this chapter.
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s=(so,sa): Hidden state

a ao

so so

dd

o

sa sa

: Transition 
  probability
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  probability

'

'

'

''

Figure 7. DBN structure employed in this chapter.

Due to increased parameters, probability approximations are used as follows

(Figure 6):

Pr(s′|s, a) ≈ Pr(s′a | s
′
o, sa) Pr(s′o |so, a), and (7.7)

Pr(o′|s′, a) ≈ Pr(o′ | s′o). (7.8)

Using these approximations, bt(s
′) can be written as
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bt(s
′) = bt(s

′
o, s

′
a) = η · Pr(o′|s′, a)

∑
s

Pr(s′|s, a)bt−1(s)

= η Pr(o′| s′o)
∑
s

Pr(s′a | s
′
o, sa) Pr(s′o |so, a)bt(so, sa).

(7.9)

The corresponding averaged objective function can be obtained by averaging

Vt =
∞∑

τ=0

γτ
∑

s

bτ+t(so, sa)r((so, sa), aτ+t). (7.10)

We introduce bτ+t(sa)r((∗, sa), aτ+t) into Equation (7.10) so that if

bτ+t(sa) is high, POMDP may obtain a higher reward. If a = sa, we set

Pr(a|sa) = 1 in the DBN (Figure 6) so that sa corresponds one-on-one with

a. Based on this, if at = sa is given, we obtain

Pr(at|o1, a1, . . . , at−1, ot)

=
∑

s′a

Pr(at|s
′
a) Pr(s′a|o1, a1, . . . , at−1, ot) (7.11)

= Pr(sa|o1, a1, . . . , ot−1, at−1, ot) = bt(sa), (7.12)

where,

bt(sa) = Pr(sa|o1, a1, . . . , ot−1, at−1, ot) =
∑

so

bt(s). (7.13)

This is for propagating the predictive probabilities of the actions into the

probabilities of the hidden states. Our objective here is to select at so that the

probability of at is maximized when o1, a1, . . . , ot−1, at−1, ot are given. The

reward should be set to satisfy this. This means the rewards should be set by

maximizing Equation (7.12). To do this, we set r2(s = (∗, sa), a) = 1 when

sa = a, where * is arbitrary so. Otherwise, r2(s = (∗, sa), a) = 0. Replacing

r in Equation (7.10) into r1 + r2 as

r(s, a) = r1((so, ∗), a) + r2((∗, sa), a), (7.14)

we obtain new function Vt. We modify reward definition r1 described in Equa-

tion (7.6) using * so that we can handle extra hidden states sa. Here, the

meaning of so is the same as s described in Equation (7.6).

The POMDP is then trained by value iteration to generate the policy. Using

this formulation, the POMDP can select the action that simultaneously gives

higher predictive probability of the action and obeys the target dialogue se-

quence.
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4. Evaluation and Results

We performed a simulated experiment using data generated by the computer

and also simulated natural interaction. Here, we assume that natural interac-

tion has two types of interaction sequences: target dialogues and statistical

dialogues. The target dialogues have typically long time patterns. The statisti-

cal dialogues are short-time reactions yielded by statistics such as bigram and

trigram. Two types of patterns were prepared as target dialogues between the

agent and the user. The following is one of the two patterns. They shake hands

and greet each other. Then they talk randomly, laugh, and nod their heads.

Finally, they greet and shake hands again. In the other pattern, first the user

moves, and the agent does nothing. Then they greet each other, speak ran-

domly, laugh, and nod their heads. Next they greet each other. Finally, the user

moves, and the agent does nothing. Table 2 shows these data sequences. From

turn 3 to 3 + α, we randomly generate the actions listed in the rows for these

turns in 2. The length of α is randomly selected from 1 to 3. Consequently, the

total length of target patterns varied from 5 to 7. The amount of these data is

one-tenth of the total data.

Table 2. Two target dialogue patterns.

pattern 1 pattern2

Turn User Agent User Agent

1 Shaking hands Shaking hands Moving Doing nothing

2 Greeting Greeting Greeting Greeting

Speaking Speaking Speaking Speaking

3 + α Nodding Nodding Nodding Nodding

Laughing Laughing Laughing Laughing

4 + α Greeting Greeting Greeting Greeting

5 + α Shaking hands Shaking hands Doing nothing Moving

The rest of the data are randomly generated according to observation and ac-

tion, so the conditional probabilities of action given the observation (shaking

hands/shaking hands, greeting/greeting, laughing/laughing, moving/moving,

speaking/speaking, speaking/nodding, speaking/shaking head, doing noth-

ing/doing nothing) have the highest probabilities. The conditional probability

Pr(a|o) of action a given observation o is shown in detail in Table 3

Since these data have no time dependency, the lengths of the sample se-

quences were set to be identical. When the lengths of the target dialogue sam-

ples were shorter than the fixed length, we added these data at the start and the

end of the target dialogue samples (i.e., since target dialogues have time depen-

dency, the length of the dialogue is set to be different). In all, 10,000 samples

were made for the training data. One-tenth of the samples are for the target di-
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alogues, for which we set the reward values to one per frame. In Section 3, we

assume that the period of the target dialogue is known. Considering the actual

situation, in this experiment, we assumed that the period is unknown. For ex-

ample, in the case of a counseling dialogue, we do not know which precise part

of the dialogue is good. Table 4 shows an example of this data. Although we

do not point out an exact part of dialogue as the target dialogue, we can judge

whether a dialogue sequence is good or not. Since we assume that we have a

large number of such dialogues, DBN can well model these ambiguous data.

After the training, a hidden state that likely generates target dialogues obtains

a higher probability as the evaluation score. The DBN was trained using all

of the data and converted to POMDP by the proposed method. The number of

hidden states for so, sa is 16 and 8, respectively. For value iteration, PBVI is

used (Pineau et al., 2003).

Table 3. Conditional probabilities of action given observation (Pr(a|o)).

Action a

Hands Gre. Laugh. Mov. Speak. Nodd. Heads Nothing

O
b

se
rv

at
io

n
o

Hands 0.65 0.05 0.05 0.05 0.05 0.05 0.05 0.05

Gre. 0.05 0.65 0.05 0.05 0.05 0.05 0.05 0.05

Laugh. 0.05 0.05 0.65 0.05 0.05 0.05 0.05 0.05

Mov. 0.05 0.05 0.05 0.65 0.05 0.05 0.05 0.05

Speak. 0.0 0.05 0.0 0.0 0.30 0.30 0.30 0.05

Nodd. 0.0 0.05 0.05 0.05 0.80 0.0 0.0 0.05

Heads 0.0 0.05 0.05 0.05 0.80 0.0 0.0 0.05

Nothing 0.0 0.10 0.05 0.05 0.05 0.5 0.5 0.65

Table 4. Example of dialogue data.

Observation o Agent action a User evaluation d

doing nothing doing nothing 1

nodding speaking 1

shaking hands shaking hands 1

greeting greeting 1

laughing speaking 1

shaking head speaking 1 Target sequence

greeting greeting 1

shaking hands shaking hands 1

doing nothing shaking hands 1

greeting doing nothing 1
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2,000 samples were used for the evaluation data. Target dialogue data were

generated using the same algorithm to generate the training data. Only the

observation data were used. We evaluated the action-generation results of two

POMDPs: our proposed POMDP and a POMDP that gives rewards only for

the target. The latter POMDP, which extends the POMDP described in (Fujita,

2007), is evaluated as the baseline.

The experimental results show that both POMDPs generated complete

sequences for all of the data of the target dialogues. Table 5 shows the

results of the conditional probability Prproposed(a|o) of action a given

observation o in the 2,000 samples generated by the proposed method.

For comparison, Table 6 shows the results of the conditional probability

Prbaseline(a|o) of action a given observation o in the 2,000 samples generated

by the POMDP that gives rewards only for the target. Table 7 shows the

conditional probability Prtraining(a|o) of action a given observation o. Using

the probability structure shown in Table 3, the proposed POMDP tries to

generate actions that have higher conditional probability in Table 7. In Ta-

ble 5, some conditional probabilities obtained higher probabilities than those

of the baseline, for example, Prproposed(Doingnothing|Doingnothing),
Prproposed(Speaking|Nodding), Prproposed(Speaking|Shakinghead).
These results confirm that the method simultaneously achieved action control

for the target action sequence and maximized the predictive probabilities of

actions.

Table 5. Conditional probability of Prproposed(a|o).

Action a

Hands Gre. Laugh. Mov. Speak. Nodd. Heads Nothing

O
b

se
rv

at
io

n
o

Hands 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

Gre. 0.0 1.0 0.0 0.0 0.0 0.0 0.0 0.0

Laugh. 0.0 0.11 0.0 0.0 0.87 0.01 0.0 0.00

Mov. 0.0 0.0 0.0 0.0 0.01 0.0 0.0 0.99

Speak. 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0

Nodd. 0.0 0.12 0.0 0.0 0.33 0.55 0.0 0.0

Heads 0.0 0.11 0.0 0.0 0.53 0.36 0.0 0.0

Nothing 0.0 0.0 0.0 0.15 0.0 0.0 0.0 0.85

Although we can tune the weight value for the two rewards, weight tuning

was not performed in the proposed method. This remains an issue for future

work.

5. Discussion

The remaining points worthy of further consideration are listed as follows.
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1 Obtaining state transition probabilities and emission probability.

There are several considerations for this issue. General dialogue agents

using POMDPs assume that transition and emission probabilities are

given or obtained by RL. In this paper, these probabilities are obtained

from a large amount of data and depend on the targets that two users

want to discuss. In RL, the probabilities may be considered indepen-

dently of the target. However, our method trains those dependencies by

the EM algorithm.

In addition, we introduced dialogue evaluation by people as an output

variable in the DBN. Consequently, the DBN constructed different struc-

tures for target dialogue data and other dialogue data. This framework

worked well. However, since this experiment was in a sense artificial,

we have to evaluate many actual situations to check this method’s gen-

erality.

Table 6. Conditional probability of Prbaseline(a|o).

Action a

Hands Gre. Laugh. Mov. Speak. Nodd. Heads Nothing

O
b

se
rv

at
io

n
o

Hands 1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

Gre. 0.0 0.79 0.05 0.15 0.0 0.0 0.0 0.0

Laugh. 0.0 0.0 0.0 0.0 0.82 0.18 0.0 0.0

Mov. 0.0 0.0 0.0 0.0 0.01 0.0 0.0 0.99

Speak. 0.0 0.0 0.0 0.0 0.0 1.0 0.0 0.0

Nodd. 0.0 0.12 0.0 0.0 0.0 0.88 0.0 0.0

Heads 0.0 0.11 0.0 0.0 0.0 0.89 0.0 0.0

Nothing 0.0 0.0 0.0 1.0 0.0 0.0 0.0 0.0

Table 7. Conditional probability of Prtraining(a|o).

Action a

Hands Gre. Laugh. Mov. Speak. Nodd. Heads Nothing

O
b

se
rv

at
io

n
o

Hands 0.67 0.05 0.05 0.05 0.05 0.04 0.04 0.05

Gre. 0.04 0.70 0.04 0.04 0.04 0.04 0.04 0.04

Laugh. 0.04 0.04 0.63 0.04 0.06 0.07 0.04 0.06

Mov. 0.04 0.04 0.04 0.56 0.04 0.04 0.04 0.20

Speak. 0.0 0.0 0.07 0.0 0.30 0.31 0.27 0.04

Nodd. 0.0 0.04 0.06 0.05 0.77 0.01 0.0 0.05

Heads 0.0 0.04 0.04 0.05 0.08 0.0 0.0 0.05

Nothing 0.0 0.1 0.05 0.1 0.05 0.04 0.05 0.62
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2 Setting evaluation results for calculating rewards.

Setting evaluation results for calculating rewards is also an interesting

issue in this study. In the experiment, we set rewards to all states that

were assigned for target dialogue data, as shown in Table 4. Here, we

supposed that the boundary of a dialogue is ambiguous. In a general

task-oriented system, where the final goals of dialogues are important,

such as ticket reservation and weather information systems, the rewards

should only be set at the final state of task completion. If the final state

is known, we can set the reward at the final node. However, we do

not always know which is the final node. To find the final node, we

should use the training data shown in Table 8. In this data, we set one

at the end of the target sequence. Training DBN using such data, we

can find the final states that likely output one. However, we believe

that in some dialogue cases, the final goal is much less important than

the sequences themselves. Since several possibilities exist for giving

rewards to POMDPs, we should further investigate this issue.

3 Applying real data.

This issue is strongly related to the first issue. Our method trains dia-

logue structures from simulated dialogue data. General dialogues may

have many kinds of targets concurrently. It would be difficult to capture

dialogue structures from such natural dialogues, since we need a large

number of states for these targets. However, this is a valuable pursuit:

If we can capture the structure, we can generate a dialogue system from

a large amount of data without spending excessive time making the sys-

tem.

4 Interaction timing.

The timing issue is very important. In this paper, interactions between

user and agent are performed one after another. We are planning to apply

this method to a speech dialogue system. For speech dialogue, we can

detect the end of an utterance with high accuracy. Therefore, we can

detect the timing of changing a dialogue. However, interactions between

user and agent generally occur simultaneously, and thus systems have to

handle such interactions. Currently, our POMDP architecture is unable

to do this, so there is room for further investigation.

6. Future Work

This work is part of our ambient intelligence project initiated in October

2004 (Minami et al., 2007) that has two main purposes: 1) showing future

ideal lifestyles through research and developing communication science and
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Table 8. Example of dialogue data for giving rewards.

Observation o Agent action a User evaluation d

doing nothing doing nothing 0

nodding speaking 0

shaking hands shaking hands 0

greeting greeting 0

laughing speaking 0

shaking head speaking 0 Target sequence

greeting greeting 0

shaking hands shaking hands 1

doing nothing shaking hands 0

greeting doing nothing 0

technologies; and 2) strategically developing transdisciplinary research areas,

as symbolized by the term intelligence integration. Such terms as ”ubiquitous”

and ”pervasive” approach a description of the concept. However, since such

R&D studies tend to focus on computers and sensors, they are geared toward

hardware or devices. That is, we will exploit our areas of expertise, including

speech, sound, language, dialogue, vision, data retrieval, and networking to

create a new style of ambient intelligence that places human intelligence and

intellect at the forefront. This will lead to proposals of future lifestyles and

clarify future specific issues. We discussed the possible lifestyles that could

be realized by ambient intelligence and suggested specific concrete issues that

must be surmounted. To achieve an embodied world of ambient intelligence,

we must make prototype systems using state-of-the-art technologies. For this

purpose, we focus on thought-evoking dialogues, which are interactions where

agents act on the willingness of users to provoke their thinking and encourage

their involvement in dialogues. Under this situation, since we have to simulta-

neously deal with much ambiguous information (e.g., user evaluations), mak-

ing dialogue controls by hand is difficult. Consequently, our proposed POMDP

dialogue control is essential, since it can be trained automatically from a large

amount of dialogue data and can treat ambiguous information.

As an example of thought-evoking dialogue systems, we made a quiz di-

alogue system that transmits knowledge from the system to users while they

are playing a quiz (Minami et al., 2007; Higashinaka et al., 2007). This pro-

totype system automatically gives a quiz on a particular person whose name

is selected from the Internet. Based on this system, we developed a multi-

party dialogue system and experimentally analyzed how conversational agents

stimulate human communication in thought-evoking multi-party dialogues be-

tween multiple users and multiple agents (Dohsaka et al., 2009). Figures 8

and 9 show the multi-party speech dialogue system. We will apply our pro-
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posed POMDP method to such multi-party dialogue systems. Currently, we

are analyzing listening-oriented dialogues to build listening agents (Meguro

et al., 2009a; Meguro et al., 2009b). We will also utilize these results and

our proposed dialogue strategies (Higashinaka et al., 2003; Higashinaka et al.,

2004) with the proposed method in this paper to develop a thought-evoking

multi-party dialogue system.

Figure 8. Multi-agent quiz dialogue system (full view).

7. Conclusions

In this chapter, we presented a POMDP-based dialogue control scheme

that can automatically acquire a dialogue strategy with a value iteration al-

gorithm. This algorithm reflects the statistical characteristics automatically

acquired with a large amount of dialogue data based on the agent’s decision

processes in selecting actions. Our simulated experiment’s results indicate that

the dialogue control algorithm can generate an action sequence whose predic-

tive distribution is maximized while generating the target action sequence. We

also described the current issues in a framework in which agents learn dialogue

control from the data. Finally, our future plans were discussed.
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Figure 9. Multi-agent quiz dialogue system (partial view).
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Abstract This chapter presents a new rapid prototyping method, Mrails, for a

spoken/multi-modal dialogue system. In contrast to previous approaches that

define individual dialogue states, our method automatically generates necessary

dialogue states from a data model definition. This prototyping method, which

mented by reconstructing a dialogue transition script of Rails Web application

framework. In this chapter, we present an overview of our approach and show

rapid development examples of various types of spoken/multi-modal dialogue

systems.

Keywords: Prototyping of spoken dialogue system; Multi-modal dialog system; Interactive

presentation; User model.

1. Introduction

Over recent years, many spoken/multi-modal dialogue systems have been

developed and some telephony-based spoken dialogue systems are now in

W. Minker et al. (eds.), Spoken Dialogue Systems Technology and Design, 187

has the capability of real data access and basic error management, can be imple-
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practical use. However, an urgent need exists for prototyping tools for

spoken/multi-modal dialogue systems, especially those required by industrial

companies.

Earlier prototyping tools for spoken dialogue systems (e.g., (McTear,

2004; Katsurada et al., 2005)) were primarily based on the finite-state model

(Figure 1), in which a developer defines dialogue states and necessary infor-

mation by manipulating a GUI (graphical user interface) tool.

startstart

fail

login error
fail

success

menu
create

list

edit

list

Figure 1. An example finite-state model of dialogue.

In the case of prototyping using such finite-state tools, the system developer

defines a set of possible states of the target dialogue as a first step. Next, he/she

constructs transition relations with conditions that govern transitions between

states. After that, he/she designs other parts of the system for each state, such

as a system prompt, a grammar of the user’s utterances, and executable code

that accesses back-end applications. Although this process seems to be intu-

itive, it requires many steps to construct even a simple dialogue system that

can access databases as a background application. To manage such a flood

of scripts and configuration problems, the framework approach is a promising

solution.
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Bohus et al. (2007) proposed an open-source framework for a spoken dia-

logue system. The framework was designed to be open, transparent, flexible,

reusable and scalable. It is suitable for research purposes but not for rapid and

easy prototyping because of its complexity.

We propose a new framework for a rapid prototyping approach to a

spoken/multi-modal dialogue system. The core element of this framework is an

extension of the Rails Web application framework, which we refer to as Mrails,

to allow multi-modal interactions. Mrails enables speech input/output with a

GUI using an ordinary Web browser. In contrast to previous prototyping tools

for spoken dialogue systems, Mrails starts with a definition of the data struc-

ture. Then it automatically generates all the remaining components of a typical

MVC (Model-View-Controller) model for a Web application. The controller

and the model parts are automatically generated following a ”Convention over

Configuration” strategy, from which it follows that several variable names (a

field name in a database, an object name in the scripting language and a name

of a field variable of VoiceXML) can be identified, and a method for accessing

the data can be dynamically generated by concatenating the variable name(s)

and search condition(s). In addition, view files for basic operations, such as

create, read, update, and delete the data, are automatically generated by the

template engine. Therefore, the burdensome configuration definition between

database records, objects in the scripting language and field variables in Voice-

XML can be omitted.

We also present two extensions of the framework. One is a multi-modal

interactive presentation system; the other is the inclusion of a user model man-

agement component within this framework. Both extensions are realized using

our original multi-modal interaction description language MIML (Araki et al.,

2005; Araki and Tachibana, 2006; Araki, 2007).

2. Overview of the Data-Management Centered
Prototyping Method

Spurred on by the success of Ruby on Rails 1, several developer groups

have initiated projects to develop dynamic language-based Web application

frameworks, such as Catalyst for Perl, Cake for PHP, and Grails for Groovy.

A common feature of these frameworks is to provide a typical code set and

configuration files for an MVC-based Web application, which are automati-

cally generated from the description of a domain model. The acronym MVC

refers to Model-View-Controller. The main concept of an MVC model (Fig-

ure 2) is to separate the application logic (Model), the transitional information
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Controller
Application

logicView logicView

DatabaseDatabase

Figure 2. MVC model.

(Controller) and the presentation (View), in order to ease the development and

maintenance of programs.

We use Grails 2 as the base framework for our multi-modal dialogue system

prototyping tool. Grails can automatically generate the necessary files for an

MVC-based Web application from the definition of a model object expressed

using Groovy, which is a Java-based dynamic scripting language (Figure 3).

Controller
Application

logicView logicView

Database
Data

Database
ModelAutomatic"

generation

Figure 3. The concept of Grails.

The major steps for creating an MMI application within this framework are

as follows.
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1 Specify an application name

grails create-app banquet

2 Construct a data model

grails create-domain-class register

3 Edit the data model

4 Create the application

grails generate-all register

5 Generate the MMI view files and controller

java -jar mrails.jar

3. Prototyping of a Slot-Filling Dialogue System

In this section, we overview a method of prototyping of a slot-filling dia-

logue system (Araki, 2008) using Mrails. The task of the example slot-filling

dialogue system is a banquet registration system for a conference. An attendee

can register to attend the banquet by specifying his/her member ID and pre-

ferred food.

3.1 Data Model Definition

In order to develop a Web application for a banquet registration system, the

developer has to define the model name and attributes (fields) of this model in

the Groovy language (Figure 4).

class Register {
Integer memberId
String food

static constraints = {
food(inList:["meat", "fish", "vegetable"])

}
}

Figure 4. Model description in Grails.

In Figure 4, two attributes are declared. One is the memberId, of type in-

teger. The other is the type of food, the value of which can be selected from

”meat”, ”fish” and ”vegetable”, as indicated by the constraints definition. Us-

ing only this definition, Grails generates a typical Web application that can

create a new entry, list all the entries and edit or delete a specific entry. For
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each function, a corresponding view file, actually an HTML file with an em-

bedded Groovy script, is generated.

3.2 Controller Script

Each HTTP request from the Web browser is submitted to the controller. A

request is expressed in the following format (Figure 5).

http://localhost:8080/banquet/register/create

application"name action"name

http://localhost:8080/banquet/register/create

URL controller"name

Figure 5. Grails URL format.

The controller, which is also generated automatically by Grails, dispatches a

request for one of the functions above to the corresponding view file. This dis-

patcher information is written as a Groovy action script for each action request

(see Figure 6).

class RegisterController {
def index = { redirect(action:list,params:params) }

def list = {
script for listing all entries

}

def create = {
def register = new Register()
register.properties = params
return [’register’:register]

}

def delete = {
script for deleting specified entry

}

...
}

Figure 6. An example of a controller script (Part).

http://localhost:8080/banquet/register/create
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Grails generates basic states for data management, i.e., create, list, show

and edit, from the model definition as class definitions in the object-oriented

scripting language. In addition, Grails provides a basic controller for GUI

applications, as shown in Figure 7.

initial
CREATE

error

LIST

EDIT SHOW

error

Figure 7. Basic states for GUI application generated by Grails.

3.3 View Files

For each function in the controller script, a corresponding view file (actually

an HTML file with an embedded Groovy script), is generated (Figure 8) using

a template for each type of view file.

The stored data can be accessed through a Grails tag library (specified by

g:) embedded in HTML files.

By means of these steps, we can construct a GUI Web application for a ban-

quet registration system (Figure 9), which is a slot-filling type of application.

3.4 Adding a Multi-Modal Interface to a GUI
Web Application

To develop a multi-modal accessible Web application, Mrails performs two

steps. The first one is to generate speech pages written in VoiceXML. The

second step is to add a VoiceXML part to the HTML pages that are automati-
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<html>
<head>
<title>Create Register</title>

</head>
<body>
<div class="body">
<h1>Create Register</h1>
<g:form action="save" method="post" >

<div class="dialog">
<table> <tbody>

<tr><td>Member ID:</td>
<td> <input type=’text’ name=’memberId’> </td>
<tr><td>Food:</td>
<td> <g:select name=’food’ ...> </td>

...
<input type="submit" value="Create">

</g:form>
</body>

</html>

Figure 8. An example of a view file (Part).

cally generated by Grails. Therefore, the output pages of Mrails are written in

XHTML+Voice.

3.5 Generating Speech Interaction

One major application area for adding speech modality to a GUI is to allow

speech input functionality for a small device such as a mobile phone or PDA

(Personal Data Assistant). Therefore, we focus on the speech input function as

a first step towards rich multi-modal dialogue systems.

For example, in creating a new entry, the essence of generation of a Voice-

XML file from HTML is to generate system-directive input guidance and to

generate a speech grammar for a user’s input. The essence of conversion is

shown in Figure 10 (unimportant parts are omitted and/or modified). In or-

der to convert child elements of <form> elements in HTML (e.g. <input>,

<select>) to VoiceXML <field> elements, we need information about what

the system should say (i.e., the content of <prompt> element) and how the

user will reply (i.e. <grammar> element). The content of <prompt> element

is obtained as label information which is automatically generated by Grails

from the attribute name of the model object with slight modifications.

The <grammar> element is generated by following rules:
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Figure 9. An example of a view generated by Grails.

1 If the attribute has an option list (e.g., food attributes in Figure 4), the

<option> elements are added to the <field> element, equivalent to

defining a grammar for each option,



196 SPOKEN DIALOGUE SYSTEMS TECHNOLOGY AND DESIGN

<html> <vxml>

<head>

<title>Create"Register</title>"""""""""
</head>

<body>

<form"id=“start”>
<block>This"is"Create"Register"page</block>
<field"name="memberId""type="number">

<prompt><body>

<div"class="body">
<h1>Create"Register</h1>
<g:form"action="save""method="post"">

<prompt>"
Please"input"member"ID."

</prompt>

</field>

f ld "f d"

from"model

definition

<div"class="dialog">
<table>"<tbody>
<tr><td>Member"ID:</td>
<td> <input type='text'

<field"name="food">

<prompt>"
Please"select"food"from"<enumerate/>."

</prompt><td>"<input"type= text "
name='memberId'> </td>

<tr><td>Food:</td>

<td>"<g:select"name='food'"..>"</td>

/prompt

<option>"meat"</option>
...

</field>

fill d
g /

...

<input"type="submit""value="Create">
</g:form>

</b d >

<filled>

<submit"next="banquet/register/save""
method="post""/>

</filled>
</body>

</html>

HTML"file"generated"by"Grails

/filled

</form>

</vxml>

Converted"VoiceXML"file

Figure 10. An example conversion from HTML to VoiceXML.

2 if the type of attribute has a corresponding built-in grammar in Voice-

XML (e.g. date, number, currency), the type attribute of the <field>
element is specified as the corresponding grammar type,

3 otherwise, only the skeleton of a grammar file and its link is generated.

The developer has to define the grammar at a later stage.

3.6 Enabling Multi-Modal Interaction

As explained before, the target language for a multi-modal interaction is

XHTML+Voice. Mrails assigns a VoiceXML (i.e. speech interaction) script

as an event handler of an <form> element of HTML. Because a <form>
element of HTML is itself created by Grails, all Mrails has to do is to assign a

VoiceXML part which is generated in the previous step to each child element

of <form> element of HTML. This process is illustrated in Figure 11.

3.7 Generation of Dialogue Flow

To develop a voice-accessible Web application using Grails, the view com-

ponent has to be shifted from HTML to VoiceXML. In addition, the simple

dialogue flow defined by the controller has to be modified to be suitable for

voice interaction. Mrails adds such voice-specific information after generating

the GUI-based Web application using Grails.
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<vxml> <html>
<form"id=“start”>
<block>This"is"Create"Register"page.</block>
<field"name="memberId""type="number">

<prompt>

<html>

<head>

embedded"VoiceXML"part

value"assign

<prompt>"
Please"input"Member"ID."

</prompt>

</field>

</head>

<body"ev:event="load""ev:handler="#start">
<form name="main">

<field"name="food">

<prompt>"
Please"select"food"from"<enumerate/>.""

</prompt>

<form"name= main >"
<input"type='text'"name='memberId'

ev:event="focus""
ev:handler="#vMemberId""/>

</prompt>

<option>"meat"</option>
...

</field>

<select"name='food'

ev:event="focus""
ev:handler="#vfood">replace

t fi ti<filled>

<submit"next="banquet/register/save""
method="post""/>

</filled>

...

</select>

<input"type="submit""value="Create"/>
</form>

to"confirmation

C t d V i XML fil

</filled>

</form>

</vxml>

Generated XHTML+Voice file

</body>

</html>

Converted"VoiceXML"file Generated"XHTML+Voice"file

Figure 11. An example of generation of an XHTML+Voice file.

We have prepared two dialogue pattern templates (slot-filling and DB ac-

cess) according to the direction of information flow (Araki et al., 1999). Fig-

ure 12 shows the dialogue pattern for slot-filling.

initial CREATE SHOW

error

Figure 12. Transformed dialogue flow for spoken dialogue system (slot-filling).

3.8 The Result of the Prototyping

In this banquet registration example, all the steps described above can be

performed within 5 minutes. This is because of Grails’ powerful automatic
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generation ability and Mrails’ VoiceXML conversion. An example of a real-

ized interaction is shown in Figure 13.

After creating new registration data, the controller dispatches the dialogue

to the listing view, in which the user can see all the registered records and can

select the action of edit / delete an existing record. This construction is based

on Rails’ standard CRUD (Create-Read-Update-Delete) functionality.

S:"This"is"Create"Register"page.
Please"input"member"ID.

U: 2024U:"2024

S:"Please"select"food"from
meat,"fish,"vegetable.
U:"meat.

S:"Is"it"OK"to"submit?

U: yesU:"yes.

Figure 13. An example of slot-filling multi-modal dialogue.

4. Prototyping of a DB-Search Dialogue System

In this section, we present an example of prototyping a database-search type

dialogue system using Mrails. As a task for prototyping, we selected a train

timetable search. In this case, we assume we already have a database of train

timetables (Figure 14).

The data model for this task is shown in Figure 15.

Grails generates the basic data management states as described in Section 3.

Then, Mrails modifies the view files for voice interaction and the controller

file for spoken dialogue patterns, as shown in Figure 16. The view file for data

creation is transformed to the query input state because users cannot enter new

data in this task. The blank constraints in the data model (Figure 15) specify

which fields are required for making a query. In this case, the query must
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Figure 14. An example of a train timetable.

class Timetable {
String train
String destination
Integer number
Date depart

static constraints = {
train(inList:[’EC’, ’IC’, ’local’])
destination(inList:[’London’,’Paris’,’Madrid’] blank:false)
number()
depart(blank:false)

}
}

Figure 15. Data model definition for the train timetable search.

include destination and departure times and optionally can include a train type

and train number.
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LIST

initial Query

SHOW
error

Figure 16. Transformed dialogue flow for a spoken dialogue system (DB access).

In the DB-search task, some kind of mixed-initiative behavior is required

because sometimes a user’s query does not contain adequate information for a

DB search. The mixed-initiative dialogue is realized by the form interpretation

algorithm (FIA) of VoiceXML. In the first step, the system asks the user an

open question (e.g., ”Please input search condition.”). In ordinal FIA, fields

that are not filled by the user’s first utterance are one of the next targets of the

dialogue.

However, this action is not suitable for the search condition input because in

this situation, the user does not have to mention all the field variables. There-

fore, in our implementation of mixed-initiative dialogues, all field variables are

guarded by the ”cond” attribute of the <field> element in order to construct

the search query only from non-empty (i.e., mentioned by the user) variables.

If there are necessary fields in the question, the developer can modify this

constraint simply by deleting the ”cond” attribute of the necessary <field>
element.

5. Prototyping of a Multi-Modal Interactive
Presentation System

In this section, we explain another prototyping method for a multi-modal in-

teractive presentation system based on a data-management centered approach.
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In this method, a scenario for multi-modal interaction is automatically gener-

ated from metadata of video content. In addition, a QA database and language

model of speech recognition for a user’s question are generated from text an-

notation of video content.

Fine-grained video control and statistical speech recognition are beyond

XHTML+Voice specifications. Therefore, we use MIML (Araki et al., 2005)

as a multi-modal interaction description language.

The outline of prototyping is shown in Figure 17.

MPEG7

metadataVideo

ddata
0

transcription

dialog"pattern"
generator LM QAgenerator LM

adaptor

ASR

QA

generator

MIML

data
MIML

interpreter

Language

model

TTS

interpreter

video QA

DB

Figure 17. Overview of the MMI prototyping method.

5.1 Dialogue Pattern Generation from Metadata

Although there are several metadata formats for video content, MPEG-7

is an internationally standardized metadata format for multimedia content.

An example of MPEG-7 metadata is shown in Figure 18. The target video

content is an explanation of the Japanese traditional splash pattern ”Kasuri”

for ”Kimono” garments. Video content is divided into segments indicated

as <AudioVisualSegment> element in Figure 18. Each segment contains a

scene name (as the value of ”id” attribute), information about the time point

and duration in the video, and hand-transcribed narrative (as the content of

<FreeTextAnnotation> element).
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<Mpeg7 type="complete"
xmlns="http://www.mpeg7.org/2001/MPEG-7_Schema"
xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance">

<CreationInformation id="001">
<Creation>
<Title>

Kasuri: Japanese traditional splash pattern
</Title>

</Creation>
</CreationInformation>
<ContentDescription xsi:type="ContentEntityType">

<MultimediaContent xsi:type="AudioVisualType">
<AudioVisual id="kasuri">
<MediaLocator>http://ex.org/kasuri.mpg</MediaLocator>
<MediaTime>

<MediaRelTimePoint>PT0S</MediaRelTimePoint>
<MediaDuration>PT10M44S</MediaDuration>

</MediaTime>
<TemporalDecomposition>
<AudioVisualSegment id="introduction">

<MediaTime>
<MediaRelTimePoint>PT0S</MediaRelTimePoint>
<MediaDuration>PT2M42S</MediaDuration>

</MediaTime>
<TemporalDecomposition>

<TextAnnotation type="description">
<FreeTextAnnotation>

Kyoto is a city of Japanese traditional garments;
Kasuri is one of ...

</FreeTextAnnotation>
</TextAnnotation>

</AudioVisualSegment>
...

Figure 18. Example of MPEG-7 annotation.

In order to generate a dialogue pattern, MPEG-7 data is converted to MIML

(Multi-Modal Interaction Markup Language) data. MIML is one of the markup

languages for multi-modal interaction developed by our group.

MIML consists of three layers: the task, interaction and device layers. The

task layer describes the general flow of dialogue for the task and defines back-

ground information, such as the data model, user model and device model.

The interaction layer describes a series of interactions, which correspond to

<form> elements in HTML or VoiceXML. The output information and input

pattern is described in a device independent way. Filling the gap between these

general descriptions and specific modality components, such as ASR, TTS and

http://www.mpeg7.org/2001/MPEG-7_Schema
http://www.w3.org/2001/XMLSchema-instance
http://ex.org/kasuri.mpg</MediaLocator
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robot, is the role of the device layer in MIML. An example of an MIML inter-

action layer document is shown in Figure 19.

<mmvxml>

<form>

<field name=”question”>field"name question

<input>

<speech type=”boolean”/>

<image type=”nod”/>

input"definition
:extension"of"<grammar>

g yp /

</input>

<output>

<audio>"Is"this"interesting?"</audio> output"definition
:extension of <prompt>

</output>

<filled>

<if"cond=”question==true”>"

:extension"of"<prompt>

<assign"name=”intersestLevel”""expr=”"intersestLevel+1”/>
</if>

<submit"src=”http://localhost:8080/step2/”>
/fill d d d l</filled>

</field>

</form>

</ l>

update"user"model

variables

</mmvxml>

Figure 19. Example of an MIML document (confirmation for continuing a video presenta-

tion).

The conversion is done as follows:

1 Each video segment is separated into a <form> element that plays a

video and interacts with the user.

2 In each <form> element, at a time just before presenting a video seg-

ment, a robot makes a comment about the segment. The comment is

constructed using the scene name (e.g. ”Let’s watch an introduction.”).

3 After presenting the video segment, the robot looks for confirmation of

continuation of this presentation (e.g. ”Is this interesting?”) or asks a

question (e.g. ”Do you have any questions?”).

4 A question-answering part is inserted in each segment. The detail of the

QA part is explained in the next subsection.

5.2 Generation of QA Database

The target interactive presentation system has the capability of answering

questions from the user. The mechanism for answering questions is a database-

based method as in (Nisimura et al., 2005).

http://localhost:8080/step2/%E2%80%9D
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In a DB-based QA method, a set of pairs of questions and corresponding

answers are stored in a DB. When the user’s question is input, the most similar

question entry in the DB is matched and the corresponding answer is output.

With our method (see Figure 20), a QADB is generated from the narrated

text in the metadata. For each sentence in the narrated text, a new question is

generated by replacing the content word by a Wh-question word. For exam-

ple, if the sentence ”Kasuri was developed in the Heian period.” exists in the

narrated text, a pair consisting of the question ”When was Kasuri developed?”

and the original sentence (as the answer) is stored in the QADB.

metadata

(MPEG7)

analysis

(Juman/Knp)

question

generation

question

sentence

narration

QADB

scene"id
make"record

scene"id

question

answer

Figure 20. Generation of QADB.

5.3 Adaptation of the Language Model

In order to recognize a user’s question, it is necessary for the language model

in ASR to adapt the target domain. However, it is not practical to prepare a

large in-domain dialogue corpus in such a rapid prototyping situation. There-

fore we decide to adapt LM to the domain using Web resources. We used an

LM adaptation tool (Misu and Kawahara, 2006) and the CIAIR In-car speech

database (Japanese) (Kawaguchi et al., 2004). The adaptation procedure is

shown in Figure 21.

1 A baseline LM is constructed by merging the QADB generated by the

procedure explained in the previous subsection and a general sponta-

neous speech corpus (in this case, we use CIAIR In-car speech database).

2 A set of Web search queries is constructed from the QADB by extracting

keywords in the sentence. Using these queries, Web pages related to the

target contents are gathered using a Web search engine.
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MPEG7 0
metadata

0
transcription

QA

generatorW b generator

spontaneous

Web

QA

DB

speech

corpus

Web

texts

adapted

LM

baseline

LM

filter

LM LM

Figure 21. Adaptation procedure of LM.

3 These Web pages are filtered measuring the test set perplexity compared

to the baseline LM and well-adapted pages are used to adapt the baseline

LM to the target domain LM.

5.4 Implementation and Evaluation

Using the proposed prototyping method, we implemented two interactive

presentation systems. The first is an explanation of the Japanese traditional

splash pattern ”Kasuri” for ”Kimono” garments, and the second is an explana-

tion of how to cook fried noodles.

The Kasuri video has about 11 minutes of content and 8 segments. The fried

noodle cooking video has about 9 minutes of content and 4 segments. The

narration of each video is transcribed. These contents are manually annotated

following the MPEG-7 standard.

Although the two target contents are quite different in domain, the dialogue

pattern generation, QADB generation and LM adaptation are done in the same

way.
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Table 1. Word Accuracy for Kasuri content (%).

correct phonetically correct incorrect

Web60K 49.9 6.6 43.4

Adapted LM 67.3 11.6 21.1

Table 2. Word Accuracy for fried noodle cooking content (%).

correct phonetically correct incorrect

Web60K 65.0 4.1 30.9

Adapted LM 77.8 4.1 18.2

In order to evaluate the effect of language model adaptation, we collected

a set of questions from 10 persons that were supposed to have appeared in an

interactive situation. We obtained 62 questions on the Kasuri content and 31

questions on the fried noodle cooking content. Some example questions are

shown in Figure 22 (original Japanese questions are translated into English).

Kasuri:
When was Kasuri developed?
How much does Kasuri clothing cost?
Where can I get Kasuri clothing?

Fried noodle cooking:
What kind of ingredients are needed?
How many noodle blocks are needed?
When do I add the noodles?

Figure 22. Example questions.

Each question was read by 3 persons. As a result, we obtained 186 speech

data items for the Kasuri content and 93 speech data items for the fried noodle

cooking content. We used Julius (Lee et al., 2001) as a decoder. As an acoustic

model, the PTM triphone model that is distributed with the Julius dictation

kit was used. We compared two language models: the Web60K model also

distributed with the Julius dictation kit and our adaptation model.

The results of the speech recognition experiment are shown in Tables 1

and 2. Phonetically correct means that there was a substitute error with a word

that had the same phonetic sequence. Typically, an original Chinese character

word was recognized as a Hiragana character. This caused a mismatch error in

calculating similarity in the QADB search in our method.
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We observed a considerable increase of accuracy for both contents. There-

fore we can conclude that our proposed method is effective for various types

of content.

6. Incorporation of the User Model

Some multi-modal interactive platforms are assumed to be used by a small

number of people for each system. For example, a personal robot can be used

in a household (ordinarily, one to five people), and a mobile phone can be used

by only one person.

In such situations, adaptability of the system to each user is a very important

characteristic. In order to realize user adaptability, a representation of the user

model and an update mechanism of the attribute values in the user model are

necessary.

Generally, in earlier user adaptable interaction systems, the user model rep-

resentation and its update procedure have been embedded in system code.

Therefore, it is not easy to port one user-modeling module to another system.

In order to deal with the portability problem of multi-modal interaction sys-

tems, a multi-modal interaction markup language MIML is useful for handling

user modeling variables.

In this section, an advanced user modeling component and user adaptation

mechanism achieved through interactions are proposed. The proposed user

modeling description enables the developer to define a set of user model at-

tributes and possible causal relations between them. In addition, these user

model attributes can easily be used for control information for multi-modal

interactions.

6.1 User Model in Multi-Modal Interaction
Systems

Several studies have examined user modeling methodologies and adapta-

tion techniques to a specific user or group of users (Ardissono et al., 2005).

However, few studies have examined the development methodologies of multi-

modal dialogue systems with adaptable user modeling functions.

Heckman et al. proposed the UserML user model markup language and the

GUMO user modeling ontology for realizing decentralized user modeling in

ubiquitous computing (Heckmann and Krueger, 2003; Heckmann et al., 2005).

The goal of UserML and GUMO is not to examine a specific aspect of user

modeling but to develop a general architecture (or framework) for realizing

various user adaptable interaction systems in a ubiquitous computing environ-

ment.
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The proposed user modeling component and user adaptation mechanism

deal with a more inclusive aspect of multi-modal interaction system develop-

ment, including UserML, as a user modeling markup language.

6.2 User Model Component of MIML

In the previous specification of MIML (Araki et al., 2005), user model vari-

ables were treated as global variables of an interaction session. In the present

chapter, an extension of the <userModel> element of MIML is proposed in

order to deal with the ontology-based user model representation and the per-

sistence mechanism using a markup language other than MIML.

As a user modeling markup language, userML (Heckmann and Krueger,

2003) is considered. An example of a user model definition is shown in Fig-

ure 23.

<UserModel>
<UserData id="123">
<category> preference.news.society </category>
<range> low-medium-high </range>
<value> medium </value>
<ontology> http://kit.ac.jp/UserOL/ </ontology>

</UserData>
</UserModel>

Figure 23. Example of User modeling markup.

For each user, who is identified by an id attribute of the <UserData> ele-

ment, the user modeling variable (indicated by the <category> element) and

its value (specified by the <value> element among the range of the <range>
element) are represented by XML. The user modeling variables are located at

the task ontology specified by the <ontology> element.

Using this ontology-based user modeling, each system can develop its own

task ontology and can be connected to other existing general ontologies

6.3 Functions for User Adaptation

In an RSS-based news reader application, for example, if the user listens

to sports topics (or reads the headlines in a graphical display), the user model

variable of preference.news.sports can be assigned to be ”high” at the end of

this interaction.

This user model variable is saved as an XML representation. Therefore,

the system can recall this value at the next interaction with the same user.

This is one example for implementing of adaptability to a specific user. If the

developer wants to use a more sophisticated user model update mechanism,

http://kit.ac.jp/UserOL
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he/she can implement the mechanism in Groovy Script as a service component

of Grails.

Using this persistence of user model variables, a data mining method can

help to determine the value of an unobserved user model variable from the

behavior of other users. For example, if such a user model representation is

converted to the AIFF format and WEKA Bayesian network structure learn-

ing (Witten and Frank, 2005) is used, the Bayesian network shown in Figure 24

can be obtained.

Record of user model variables E l f i dRecord of user model variables

h:high   m:medium    l:low  
Example of acquired

Baysian Network

Figure 24. Acquired Bayesian network from simulated log data.

7. Conclusions

We have proposed a rapid prototyping system for a multi-modal dialogue

system Mrails. It enables speech input/output with a GUI using an ordinary

Web browser. Our contribution to the Rails framework is to (1) to add the

voice interaction part to view files (as XHTML+Voice) automatically, (2) to

generate a grammar definition following a data definition and (3) to add a

mixed-initiative interaction pattern to apply to speech-based interactive sys-

tems. In addition, we introduce another framework for developing multimodal

interactive presentation systems and user adaptable systems.
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Chapter 9

QUALITY OF EXPERIENCING
MULTI-MODAL INTERACTION
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Abstract In this chapter, we discuss the contributions of different modalities to the over-

all quality of multi-modal interaction. After reviewing some common system-

atics and findings concerning multi-modality, we present experimental results

from several multi-modal scenarios, involving different (human-to-human and

human-to-machine) interaction paradigms, different degrees of interactivity, and

different (speech, audio, video, touch, gesture) modalities.The results show that

the scenario and degree of interactivity. Complementary modalities are not con-

sidered in this paper, but the models presented allow predicting overall system

quality on the basis of individual modality ratings with an appropriate accuracy.

These models still have to be validated in order to be used as tools for system de-

velopers estimating whether adding modalities will have an impact on the quality

experienced by the user.

Keywords: Usability; User experience; Perceived quality; Multi-modal integration.

1. Introduction

Multi-modal dialog systems appear to offer better interaction experience, as

multi-modality seems to have fundamental advantages over unimodal interac-

tion. However, there are few matching examples beyond the standard “put-

that-there” scenario. Much more often, simply providing alternative input or

output modalities resulting in sequential multi-modality seems to be the state-

of-the-art. The question is what constitutes a “good” interaction, i.e. what

aspects contribute to the user having a good or bad impression of the system

she has been using. This is commonly understood by the term “Quality of

Experience”, QoE.

W. Minker et al. (eds.), Spoken Dialogue Systems Technology and Design, 213

the impact of each modality on overall quality in interaction depends heavily on
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In this chapter, we will summarize major results concerning multi-modality

at first, and then provide a common ground on what Quality of Experience

really means. We will then present experimental results from different inter-

action scenarios: Audio-visual transmission systems (like IP-based television

or audio-visual telephony), interactions with Embodied Conversational Agents

(ECAs), as well as interactions with different non-embodied multi-modal dia-

logue systems providing speech, touch and motion input capabilities. For each

scenario, algorithmic models are presented which quantify the impact of each

modality on the overall system quality, as it is perceived subjectively by the

user. The goodness of the models are described in term of Pearson’s corre-

lation R between the models’ estimates and the real data obtained, as well as

the root mean squared prediction error (RMSE). We conclude by identifying

some research questions which should be answered in order to fully support

the design and evaluation of multi-modal dialog applications.

2. Advantages of Systems Providing
Multi-Modal Interaction

One major assumption concerning human-computer interfaces is that the

interaction is significantly facilitated by providing multiple input modalities

and by presenting information over different output channels. From a usabil-

ity point of view – i.e. discounting hedonic aspects like appearance and style

of the interface or the possibility to express the user’s identity with a given

product – a multiple of possible input modalities can increase the recognition

rate by fusing different input modalities (e.g. on the signal level) and it allows

people to use those modalities most adequate in their specific situation, mood

and capability (López-Cózar Delgado and Araki, 2005; Oviatt, 2004). For ex-

ample, touch may be favoured in noisy or public environments, speech for the

task of selecting objects in longer lists, typing for editing text and pointing ges-

tures to refer to spatial information. Concerning the system output, multiple

modalities allow for selecting the most appropriate way to present a specific

piece of information (e.g. Graphical User Interfaces for lists, Embodied Con-

versational Agents for emotions, auditory icons for alarms, short vibrations for

positive feedback). Another benefit is the possibility to present information

redundantly to increase salience.

Furthermore, there seem to be cognitive advantages for multi-modal inter-

faces. Redundant and complementary information may distribute the use of

cognitive resources and thus make processing faster and less demanding. With

the theory of multiple resources (Wickens, 1999) for example, the tasks of

speaking and gesturing or hearing and watching use different resources that

in principle should not interfere with each other. As a result, users seem to

prefer multi-modal interaction, especially, when the cognitive load increases
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due to time pressure or task difficulty (cf. (Oviatt et al., 2004)). However,

there are also examples which show that this benefit is not always observ-

able, and the theoretical basis of a strict separation of the unimodal signals

is questioned (cf. (Sarter, 1995)). Instead, multi-modality may even increase

cognitive load (Schomaker et al., 1995) compared to single-modality usage.

As humans naturally interact with each other multi-modally – i.e. face-to-

face communication with speech, non-speech sounds, gestures, expressions –

an Embodied Conversational Agent used adequately as an interface to comput-

ers can increase user’s experience of a system (cf. (Benoı̂t et al., 2000)). Of

course, this also holds for communication services enabling human-to-human

interaction with more than one modality, commonly by providing audio-visual

(AV) communication.

Certainly, multi-modal interfaces enable a new quality of human-to-human

and human-to-machine interaction. To achieve this expected benefit in user

experience, we have to know how users experience the interaction with such

systems and services. In the following, relevant mechanisms are explained

showing how users come to their judgments of system quality and how dif-

ferent modalities contribute to this. For three different scenarios, namely

multi-modal signal transmission, Embodied Conversational Agents (ECAs),

and non-embodied dialog systems, experimental results are summarized to de-

rive simple algorithmic models of the integration processes for overall quality

ratings of multi-modal systems. It will be pointed out which problems have

to be dealt with and what steps have to be taken in order to really predict the

quality users experience when interacting with multi-modal dialog systems.

2.1 Modality Relations

There are different approaches to formalize the relationship between differ-

ent modalities during an interaction. Typically, there are two dimensions ad-

dressed: The temporal assignment (parallel vs. sequential multi-modality) and

the amount of information conveyed with each modality (complementary vs.

redundant). One of the most common systematics is described by the CARE

properties (Coutaz et al., 1995). Apart from formal definitions of the name-

giving four properties, the relationship between the multi-modal behavior of

the user and the one of the system is discussed:

Complementarity: Different modalities have to be used in order to reach

the target.

Assignment: Only one modality is selected, either by the system or the

user.

Redundancy: Different modalities are used, bearing comparable infor-

mation, either in parallel or sequentially.



216 SPOKEN DIALOGUE SYSTEMS TECHNOLOGY AND DESIGN

Equivalence: Any available modality can be used. There are no restric-

tions on the temporal order.

Such formal descriptions of modality relations can be used to specify how a

multi-modal system outputs information generically, or dependent on the user

input. For specified tasks and user groups this formalization can also be used

for evaluating the system’s appropriateness in modality choices. But also face-

to-face and thus human-to-ECA communication might be formalized by this

account. It is not trivial to simulate human behavior with ECAs, as linguistic

and non-linguistic information might be naturally redundant (e.g. mood is

expressed with voice as well as facial expressions and posture), but information

often conveyed complementarily (the famous “put-that-there” scenario).

3. Quality of Experience

Developers of multi-modal systems tend to highlight the performance of

their system and the individual input and output modules in order to justify

how good their system is. In this context, we can define “performance” as

follows:

Performance: The ability of a unit to provide the function it has been designed

for (Möller, 2005).

Easy-to-calculate performance figures are e.g. the recognition rates for speech

or gesture recognizers, the intelligibility of TTS modules, or the conveyability

of intended emotions by an ECA. A pre-defined set of performance figures

can be used to characterize the so-called “Quality of Service”, QoS. This term

which is commonly used for media transmission services has been defined as

follows:

Quality of Service (QoS): The collective effect of service performance which

determines the degree of satisfaction of the user of the service (ITU-T

Rec. E.800, 1994). This includes service support, service operability,

serveability, and service security.

Although system performance (and thus QoS) will have a severe impact on

user satisfaction, there is no one-to-one relationship between the two. User

satisfaction is just one aspect of quality, i.e.:

Quality: Result of appraisal of the perceived composition of the service with

respect to its desired composition ((ITU-T Rec. P.851, 2003), follow-

ing (Jekosch, 2004; Jekosch, 2005)).

Apparently, quality requires a perception and a judgment process to take place

inside the human user. Obviously, the result of this process is severely im-

pacted by the system characteristics (and so system performance), but there are
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other characteristics of the usage situation and context as well as user-internal

factors (memory, expectation, etc.) which will decide on which level of quality

the user finally attributes to the interaction with the system. As a corresponding

concept to Quality of Service, the term “Quality of Experience” (QoE) is now

in use to summarize the user perceptions resulting from the interaction with

the system. Unfortunately, QoE is still ill-defined in the international bodies:

Quality of Experience (QoE): The overall acceptability of an application or

service, as perceived subjectively by the end user. Quality of Experi-

ence includes the complete end-to-end system effects (client, terminal,

network, services infrastructure, etc.) (ITU-T Rec. P.10, 2007).

However, overall acceptability may be influenced by user expectations and

context. A better definition emerged from discussions by the participants of the

Dagstuhl Seminar 09192 “From Quality of Service to Quality of Experience”

which was held in May 2009 in Dagstuhl, Germany:

Quality of Experience (QoE): Degree of delight of the user of a service. In

the context of communication services, it is influenced by content, net-

work, device, application, user expectations and goals, and context of

use.

Service: An event in which an entity takes the responsibility that something

desirable happens on the behalf of another entity.

Acceptability: Characteristic of a service describing how readily a person

will use the service. Acceptability is the outcome of a decision which is

partially based on the Quality of Experience.

In order to assess Quality of Experience, perception and judgment pro-

cesses have to take place inside a human user. As a consequence, subjec-

tive evaluation methods are necessary in order to quantify the QoE which can

be achieved with a particular multi-modal system. In (Möller et al., 2009),

we have shown that QoE is a multidimensional construct, the components of

which can be quantified with the help of dedicated questionnaires. Table 1 is

taken from (Möller et al., 2010) and summarizes some commonly used ques-

tionnaires which have been proved adequate to quantify sub-aspects of QoE,

and which will be used in some of the studies cited and summarized hereafter.

4. Audio-Video Quality Integration in
AV-Transmission Services

In the case of network services providing audio-visual signals like televi-

sion, video-clips and especially AV-telephony, the perceived quality of the sig-

nals is one of the main factors to be assessed. Evaluating the visual and audio
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Table 1. Comparison of questionnaires and captured QoE aspectsa. �: completely captured;

��: partially captured; �: not captured.

Sub-scales Questionnaire

SUS AttrakDiff1 SUMI2 SASSI3

Learnability � ��(PQ) �(LEA) �(LIK, HAB)

Effectiveness � �(PQ) ��(CON, HEL) ��(ACC, HAB)

Efficiency � �(PQ) �(EFF) ��(SPE, CD)

Intuitivity � � � �

Aesthetics � �(HQ-S, ATT) ��(AFF) �

System Personal-

ity

� ��(HQ-S) � ��(ANN, LIK)

Appeal � �(HQ-S, HQ-I) ��(AFF, LIK) ��(ANN, LIK)
a Cf. (Möller et al., 2010) c©Elsevier 2010.

channel independently does not necessarily provide an insight into the quality

experienced by the user. Instead, the mechanism of integrating both modalities

during perception and appraisal has to be known in order to monitor and adjust

the service.

4.1 Videotelephony

With a straight-forward approach, the perceived multi-modal quality

(MOSAV ) is evaluated and modelled as a combination of the separate uni-

modal quality ratings (MOSA and MOSV ). Here, each rating is obtained on

a 11-point Absolute Category Rating (ACR) scale as it is specified in (ITU-T

Rec. P.920, 2000); then, Mean Option Scores (MOS) are derived for the audio,

video and audio-visual quality of the transmission, by averaging the individual

ratings over all users of the different test conditions. In this experiment, 24 sub-

jects (aged 18–30 years) had to do the building block task (ITU-T Rec. P.920,

2000) and the short conversation test (Möller, 2000) via AV dialog. Three

different simple relationships were tested:

MOSAV = c1 · MOSA + c2 · MOSV + c3, (9.1)

MOSAV = c1 · MOSA · MOSV + c2, (9.2)

MOSAV = c1 · MOSA + c2 · MOSV + c3 · MOSA · MOSV + c4. (9.3)

With the second model (9.2) correlations between estimated and measured

MOSAV between R = 0.93 and R = 0.99 could be obtained.4 As shown

in Table 2, models with an interaction term describe the perceptual integration

better than simple linear models.

As expected, the visual channel contributes stronger to the multi-modal

quality ratings than the auditory channel. Therefore, the correlation between
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Table 2. Modelling audio-visual integration for videotelephonya .

Model MOSAV = Pearson’s R RMSE

Linear: 0.677 + 0.217 · MOSA + 0.888 · MOSV 0.96 0.53

Interaction: 1.3 + 1.1 · MOSA · MOSV 0.99 0.95

Complete: 0.517 + 0.0058 · MOSA + 0.654 · MOSV +
0.042 · MOSA · MOSV

0.97 0.57

a Cf. (Belmudez et al., 2009) c©IEEE 2009.

MOSV and MOSAV is higher than between MOSA and MOSAV (see Fig-

ure 1). Within these models, the variance of MOSAV is basically determined

by the variance of MOSV alone. Notably, the impact of audio quality in-

creases with that of the video. Apparently, MOSV comes first, but with bet-

ter video quality, there is a perceptual saturation effect, and audio quality gets

more important for the test participants. However, the exact weighting depends

on the type of task and the degree of interactivity (passive test from literate vs.

dialog). In the short conversation test, the audio plays a crucial role to fulfill the

task: Quality in conditions with bad audio quality is rated significantly worse

than in the building block task with comparable conditions. These are two

very important context effects, that are of strong influence in all multi-modal

interaction scenarios, as shown in the next sections.

With all these models presented, there is always the problem of collecting

valid data from the test participants: Ideally, unimodal ratings should be as-

sessed separately from the multi-modal condition. However, in some of the

scenarios presented, this is not practical or even impossible (e.g. rating visual

quality for the short conversation test or articulating ECAs). Most importantly,

rating scales are not used in a linear way: For example, there are saturation

effects of the scale itself, and categories of the ACR-scale used in the experi-

ments presented do not match the idea of continuous quality ascription. With

a more linear scale the models might benefit from a better description of the

ratings obtained.

4.2 IP-Television

In the case of quality of IP-based TV quality assessment, results were first

transformed to a so-called “perceptual scale” (R-scale, cf. (ITU-T Rec. G.107,

2005)) which is used as a basis for transmission planning models by the Inter-

national Telecommunication Union, ITU-T. This scale is thought to avoid some

of the non-linearities of the ACR scales used in the experiment. In a study by

Garcia and Raake (2009), two different modelling approaches were evaluated.

Both models estimate AV-quality (QAV ) on the R-scale: On the one hand using

single modality quality ratings as in the data of Belmudez et al. (2009) (quality
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Figure 1. AV quality integration in video transmission services (from (Belmudez et al.,

2009)), c©IEEE 2009.

based approach with the complete model, see Equation 9.4), and on the other

hand an estimation of audio-visual quality based on impairments factors (im-

pairment factor based approach, see Equation 9.5). For their data, impairment

factor have been estimated from the subjective ratings, not from parametric

descriptions of the transmission (e.g. packet loss). MOS are obtained from 24

different subjects (aged 21–44) for each of the three conditions: Audio-only,

video-only and audio-visual. Both approaches show comparable results (see

Figure 2).

QAV = 27.805 + 0 · QA + 0.129 · QV + 0.006 · QA · QV (9.4)

The quality-based model correlates with the subjects’ ratings with R = 0.96
(RMSE = 3.38):
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Figure 2. AV quality integration in IPTV. left: Quality-based approach, right: Impairment

factor based approach (from (Garcia and Raake, 2009)), c©IEEE 2009.

QAV = 88.195 − 0.379 · IcodA − 0.588 · IcodV

−0.625 · ItraA − 0.625 · ItraV

+0.005 · IcodA · IcodV

+0.007 · ItraA · ItraV

+0.011 · IcodV · ItraA

+0.007 · IcodA · ItraV .

(9.5)

The impairment-based model performs slightly better (R = 0.98, RMSE =
2.57).

5. Quality of Embodied Conversational Agents

Dialogue systems with Embodied Conversational Agents are frequently rep-

resented by 3D modelled animated humans heads. Other realizations span

from abstract icons (e.g. “smiley” faces) to animals, cartoons or fictional crea-

tures. Concerning realistic human appearances, there are also visual models

of the full body and upper part of the body in use. Apart from application in

virtual realities, such an ECA can offer a number of benefits to a dialog system,

including:

intuitively display emotions and feedback (e.g. system state is idle, con-

centration on one of several user, system is busy);

display of facial expressions or gestures for paralinguistic and linguistic

usage;

supporting the user to concentrate on the human-computer interface;
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increased robustness in speech perception (with lip-synchronous ECAs,

e.g. in noise);

general Persona Effect of better subjective ratings (cf. (Dehn and

Van Mulken, 2000) for a meta-analysis and summary).

In a series of experiments, audio-visual quality of different talking heads

was evaluated and modelled from single modality ratings of speech quality

and visual quality (Weiss et al., 2010). In this case, different text-to-speech

and head modules were used (see Figure 3 for pictures of the three talking

heads tested). Transmission quality is not in scope of this research. Therefore

AV quality of the heads presented on a display were comparable concerning

codec and frame-rate. Instead, the perceived user experience of the talking

head component was assessed as basis for the usability in their specific appli-

cation. Subjects in the experiments rated the ECAs on several scales to assess

various quality aspects.

Figure 3. Three facial models tested (cf. (Kühnel et al., 2008)).

As a result of the experiments, talking heads overall quality (MOSheads)

could be described as a linear combination of visual MOSV and speech quality

rating MOSA. However, the models do not perform comparable to AV quality

assessed in IPTV or IP-videotelephony scenarios. The data sets obtained and

described by the models are not truly comparable due to differences in stimuli.

However, the most important results can be extracted from the models pre-

sented in Table 3. There were four different conditions: the passive rating test

(14 subjects, aged 20–32), a simulated interaction (23 subjects, aged 21–60), a

simulated interaction with an information screen in addition to the ECA screen

(23 subjects, aged 20–57), and a real interaction with the system (49 subjects,
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aged 20–61): With an increase in interactivity and an increase in distraction,

module differences get blurred and the models’ fit decreases. The distraction

of the rating process was introduced by a second screen (the first displays the

ECA). This additional screen presented information from the system as lists,

whereas the degree of interactivity merely refers to the difference between a

passive rating test versus a simulated interaction experiment. The last model

is from a real interaction experiment which also included the second screen

(cf. (Kühnel et al., 2009)).

Table 3. Modelling audio-visual quality of talking heads for passive, simulated (one and two

screens), and real interaction scenarios (2 screens)a.

type of experiment overallqualityheads = Pearson’s R RMSE

Passive: 0.47 + 0.51 · MOSA + 0.33 · MOSV 0.83 0.49

Simulated (1 screen): 0.16 + 0.42 · MOSA + 0.30 · MOSV 0.71 0.59

Simulated (2 screens): 0.35 + 0.36 · MOSA + 0.23 · MOSV 0.57 0.65

Interaction: 0.30 + 0.26 · MOSA + 0.40 · MOSV 0.57 0.62
a Cf. (Weiss et al., 2010) and (Kühnel et al., 2009).

From the questionnaires used it became clear, that at least for the data ob-

tained during interaction, ECA quality cannot be sufficiently equated with au-

ditory and visual quality. Other factors have also an significant impact on over-

all quality of talking heads: I.e. overall system quality, how entertaining the

embodiment is due to non-linguistic movements, naturalness of the ECA, as

well as perceived goodness of synchronization (cf. (Weiss et al., 2009)).

6. Quality of Systems with Multiple Input
Modalities

The last scenario presented here are multi-modal dialog systems which can

be controlled by different input modalities. Like current commercial systems,

the experimental setup does allow to change the input modality sequentially,

the appropriate CARE property is Equivalence (see Chapter 2.1). The ques-

tions addressed here are two-fold:

1 Which modality is preferred by the user? How consistent is the individ-

ual modality usage?

2 Is a multi-modal interface better than an unimodal one? For systems

providing Equivalence, can the multi-modal systems quality be modelled

by ratings of the unimodal interfaces?

Two experiments studying these issues are presented in the following: One

interface is attached in an office area and one is a mobile device.
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6.1 Smart Office

The so called Attentive Display is a room information system installed at

T-Labs, Berlin. It provides information on the colleagues currently present and

their desk and room bookings. Additionally, you can be informed about events

(lectures, meetings). The interface is a big screen, fixed in the entrance area. It

can be operated by touch and/or speech (that is enabled automatically when the

camera tracks a face, thus the name “attentive display”). The output is always

visual.

In the first experiment, there were three blocks: Touch only, speech only,

and the multi-modal session always at the end of the test (cf. (Wechsung et al.,

2009b) for the full description and results). User experience ratings were as-

sessed with the AttrakDiff questionnaire (Hassenzahl et al., 2003), that covers

hedonic and pragmatic aspects of the users perception (36 subjects, aged 21–

39). For the three conditions, differences in the ratings on the hedonic and

pragmatic scales were observed: The ranking concerning the pragmatic qual-

ity was touch over multi-modal over speech. This means, there was no benefit

of providing speech in addition to touch. As subjects were explicitly asked

to use the system multi-modally in the last session, the speech usage lead to

lower ratings. However, the results are different for the hedonic scales: Here,

multi-modal interaction was rated best. Please note, that the Pragmatic scale

can be interpret as indicator of functionality and usability, whereas the global

scale Attractiveness is related to user experience! Additionally, there is overall

quality, which is the mean of all items used.

Concerning the integration of the quality ascribed with different input

modalities, the multi-modal quality can be described as linear combination of

the single modality ratings (see Table 4). As you can see, the fit of the models

is far better for the overall quality and the Attractiveness scale. Mostly, touch

is more important than speech – especially for Attractiveness, except for the

Identity scale.

Table 4. Integration of perceived quality aspects of speech (QS) and touch (QT ) to

multi-modal ratings (QMM , ordered last)a.

Scale QMM = Pearson’s R RMSE

Overall: 0.14 + 0.81 · QT + 0.68 · QS 0.91 0.35

Attractiveness: −0.20 + 0.85 · QT + 0.48 · QS 0.92 0.41

Pragmatic: 0.22 + 0.80 · QT + 0.47 · QS 0.79 0.67

Stimulation: 0.11 + 0.69 · QT + 0.63 · QS 0.83 0.51

Identity: 0.38 + 0.28 · QT + 0.66 · QS 0.78 0.53
a Cf. (Wechsung et al., 2009b).
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The multi-modal condition was always presented last in order to have the

subjects become familiar with both modalities before using them together. A

possible explanation for the observed strong correlation between the linear

combination of both single modality ratings and the multi-modal condition

could be that the subjects tried to rate consistently. To verify the results ob-

tained, a second study was conducted with the multi-modal condition always

at the first position (cf. (Wechsung et al., 2009a)). For this experiment the

models extracted are significantly lower in power and stability (leave on out

cross-validation, 18 subjects, aged 22–30). See Table 5 for the results. The

Pragmatic and Stimulation scales are not included, as an estimation on basis

of the single modality ratings was not possible.

Table 5. Integration of perceived quality aspects of speech (QS) and touch (QT ) to

multi-modal ratings (QMM , ordered first)a.

Scale QMM = Pearson’s R RMSE

Overall: 0.18 + 0.679 · QT + 0.553 · QS 0.76 0.55

Attractiveness: 0.29 + 0.653 · QT + 0.545 · QS 0.77 0.73

Identity: 0.06 + 0.664 · QT + 0.485 · QS 0.87 0.41
a Cf. (Wechsung et al., 2009a).

6.2 Mobile

The application tested is a multi-modal information-box (e-mail, SMS, fax),

that runs on a smart-phone (cf. (Wechsung et al., 2009a)). In addition to touch

and speech, there is a motion input modality to navigate and select with tilting

the whole device. The system’s output is generally assigned to visual output.

Additionally, there is context dependent Redundancy (cf. Section 2.1 for the

CARE properties) for speech input (audio and visual): This is vibration as

positive feedback for the motion modality and audio feedback to signal match

and nomatch for voice input. The procedure is similar to the first experiment

presented in the last section (30 subjects, two age groups: 25–29, 55–66): The

multi-modal condition is always last. Findings include the relevance of the

frequency of each modality used in the multi-modal condition: Motion is not

included in the regression models (7% usage), and speech (19%) only for Stim-

ulation (see Table 6). Combinations of modalites were only used infrequently

(6%).

With a leave one out cross-validation the scale Pragmatic was identified as

being unstable.
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Table 6. Integration of perceived quality aspects of speech (QS), touch (QT ) and motion

(not significant) to multi-modal ratings (QMM , ordered last)a.

Scale QMM = Pearson’s R RMSE

Overall: 0.16 + 0.69 · QT 0.69 0.48

Attractiveness: 0.04 + 0.79 · QT 0.56 0.68

Stimulation: 0.31 + 0.60 · QT + 0.35 · QS 0.86 0.40

Identity: 0.22 + 0.75 · QT 0.69 0.45

Pragmatic: 0.41 + 0.49 · QT 0.36 0.77
a Cf. (Wechsung et al., 2009a).

6.3 Summary

With the three experiments presented here, it could be shown that perceived

quality aspects – including pragmatic and hedonic aspects – of multi-modal in-

teraction could be described as linear combination of ratings for single modal-

ities. Results are satisfying for overall quality and Attractiveness. Apparently

participants are better in mentally “adding” than in “subtracting” modality rat-

ings during evaluation, as subtracting one’s own ratings from memory is more

demanding (Kamii et al., 2001). This interpretation is supported by the find-

ing, that older users – who often have decreased working memory capacity –

multi-modal ratings are less good predicted. Interestingly, this became espe-

cially obvious for the Pragmatic scale.

While multi-modal conditions did not perform better than the best unimodal

condition for the Pragmatic scale, on hedonic scales the quality did benefit

from multi-modality. The amount of modality usage affects the weights of the

single modalities.

7. Conclusions

Multi-modal communication systems can be found in a great variety of ap-

plication scenarios. We presented evaluation experiments from fields of IP

based audio-video transmission for TV and videotelephony, Embodied Con-

versational Agents for smart-home environments and stationary and mobile

non-embodied multi-modal user interfaces. We showed how to assess per-

ceived quality and user experience of such systems. Our results show that

quality of multi-modal systems comprises a multitude of aspects – depending

on the application – and is influenced by the measurement process.

For the case of audio-visual integration in video transmission applications,

visual quality mostly has a much stronger influence on overall quality than au-

dio/speech quality. Stable models with sufficient power can be derived for AV

quality on the basis of single modalities’ quality. However, the exact weight-

ings depend on interactivity.
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For audio-visual integration in ECA applications, interactivity also plays an

important role: The degree of interactivity determines the impact of animation

and speech on overall quality of the animated agent, but definitely other factors

affect the ECAs overall quality as well, like the smoothness of interaction and

other representations of the system. For example, additional information nicely

presented by the system improved the ratings of the ECA.

Multi-modal quality and attractiveness of multi-modal interactive systems

can be estimated on the basis of judgments for unimodal conditions. Comple-

mentary multi-modality (“put-that-there” scenario) was not tested, but are con-

sidered not common in commercial interactive systems. Weightings for overall

quality reflect modality usage to a certain extent. Interestingly, weightings for

hedonic qualities are also influenced by less-used modalities.

In all cases, the quality user are experiencing was assessed by question-

naires. To find models predicting perceived quality is difficult indeed: What

kind of constructs (quality aspects) are relevant in the specific case and how

are they assessed best? The AttrakDiff has shown great potential to cover

many important aspects in a valid and reliable way for interactive systems. In

the case of IP based transmission applications a continuously scale is recom-

mended. But currently only some important factors have been identified to be

included into the models or at least to be controlled in the experiments. The

order of presentation of modalities and degree of interactivity are stated in this

text, but of course the progress of interaction and topic of transmitted signals

are relevant, too. There is a bunch of open questions, regarding this topic:

If modality weightings are influenced by modality usage, what does in-

fluence actual modality usage?

What is the impact of modality effectiveness and efficiency?

For interactive systems, what is the impact of output modalities for the

usage of input modalities and the multi-modal quality judgment?

What type of model (linear, multiplicative, other nonlinear) is most ade-

quate for multi-modal quality prediction?

For which (input and output) modalities does such modeling work well?

In all scenarios presented, weighted combinations of ratings for single

modalities (either in unimodal conditions or as separate ratings for multi-modal

conditions) could be used to describe multi-modal quality of experience. Ap-

parently, estimating multi-modal quality works best for transmission quality

and can be used for prediction already. For this case, it seems, there are not

as many possibly influencing factors as in dialog system, as those include the

interactive part when rated. In Human Computer Interaction scenarios, find-

ings are obtained revealing fundamental mechanisms influencing the judgment
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process for multi-modal interaction. In both cases, however, we have far to go

to model any real cognitive processes.
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Notes
1. Sub-scales: Attractiveness (ATT), Hedonic Qualities – Identity (HQ-I), Hedonic Qualities – Stimu-

lation (HQ-S), Pragmatic Qualities (PQ).

2. Sub-scales: Affect (AFF), Control (CON), Efficiency (EFF), Learnability (LEA), Helpfulness (HEL).

SUMI is generally not recommended for evaluating multi-modal systems.

3. Sub-scales: System Response Accuracy (ACC), Annoyance (ANN), Cognitive Demand (CD), Hab-

itability (HAB), Likeability (LIK), Speed (SPE).

4. With constant factors of c1 = 0.107 . . . 0.121 and c2 = 1.1 . . . 1.5
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Abstract This chapter introduces a new corpus of consulting dialogues designed for train-

ing a dialogue manager that can handle consulting dialogues through sponta-

neous interactions from the tagged dialogue corpus. We have collected more

than 150 hours of consulting dialogues in the tourist guidance domain. This

chapter outlines our taxonomy of dialogue act (DA) annotation that can describe

two aspects of an utterance: the communicative function (speech act (SA)), and

the semantic content of the utterance. We provide an overview of the Kyoto

tour guide dialogue corpus and a preliminary analysis using the DA tags. We

tor Machines (SVMs). In addition, we mention the usage of our corpus for the

spoken dialogue system that is being developed.

Keywords: Corpus; Dialogue act tagging.

1. Introduction

This chapter introduces a new dialogue corpus for consulting in the tourist

guidance domain. The corpus consists of speech, transcripts, speech act tags,

morphological analysis results, dependency analysis results, and semantic con-

tent tags. In this chapter, we describe the current status of a dialogue corpus

that is being developed by our research group, focusing on two types of tags:

speech act (SA) tags and semantic content tags. These SA and semantic con-

tent tags have been designed to express the dialogue act (DA) of each utterance.

Many studies have focused on developing spoken dialogue systems. Their

typical task domains included the retrieval of information from databases or

W. Minker et al. (eds.), Spoken Dialogue Systems Technology and Design, 231

also show a result of a preliminary experiment for SA tagging via Support Vec-
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making reservations, such as airline information, e.g. Defense Advanced Re-

search Projects Agency (DARPA) Communicator (Walker et al., 2001), and

train information, e.g. Automatic Railway Information Systems for Europe

(ARISE) shown by Bouwman et al. (1999) and Multi-modal-Multimedia Au-

tomated Service Kiosk (MASK) by Lamel et al. (2002). Most studies assumed

a definite and consistent user objective, and the dialogue strategy was usually

designed to minimize the cost of information access. Other target tasks include

tutoring and trouble-shooting dialogues (Boye, 2007). In such tasks, dialogue

scenarios or agendas are usually described using a (dynamic) tree structure,

and the objective is to satisfy all requirements.

In this chapter, we introduce our corpus, which is being developed as part

of a project to construct consulting dialogue systems, that helps the user in

making a decision. Thus far, several projects have been organized to construct

speech corpora such as the Corpus of Spontaneous Japanese (CSJ) (Maekawa

et al., 2000). The size of CSJ is very big, and a large part of the corpus con-

sists of monologues. Although, CSJ includes some dialogues, the size of the

dialogues is not enough to construct a dialogue system via recent statistical

techniques. In addition, as compared to consulting dialogues, the existing large

dialogue corpora covered very clear tasks in limited domains.

However, consulting is a frequently used and very natural form of human

interaction. We often consult with a sales clerk while shopping or with staff

at a concierge desk in a hotel. Such dialogues usually form part of a series of

information retrieval dialogues that have been investigated in many previous

studies. They also contain various exchanges, such as clarifications and expla-

nations. The user may explain his/her preferences vaguely by listing examples.

The server would then sense the user’s preferences from his/her utterances,

provide some information, and then request a decision.

It is almost impossible to handcraft a scenario that can handle such sponta-

neous consulting dialogues; thus, the dialogue strategy should be bootstrapped

from a dialogue corpus. If an extensive dialogue corpus is available, we can

model the dialogue using machine learning techniques such as partially ob-

servable Markov decision processes (POMDPs) (Thomson et al., 2008). Hori

et al. (2008) have also proposed an efficient approach to organize a dialogue

system using weighted finite-state transducers (WFSTs); the system obtains

the structure of the transducers and the weight for each state transition from an

annotated corpus. Thus, the corpus must be sufficiently rich in information to

describe the consulting dialogue to construct the statistical dialogue manager

via such techniques.

In addition, a detailed description would be preferable when developing

modules that focus on spoken language understanding and generation mod-

ules. In this study, we adopt DAs (Bunt, 2000; Shriberg et al., 2004; Bangalore
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et al., 2006; Rodriguez et al., 2007; Levin et al., 2002) for this information and

annotate DAs in the corpus.

In this chapter, we describe the design of the Kyoto tour guide dialogue

corpus in Section 2. Our design of the DA annotation is described in Section 3.

Sections 4 and 5 respectively describe two types of tag sets, namely, the SA

tag and the semantic content tag. Section 6 describe the usage of the Kyoto

tour guide dialogue corpus to construct our spoken dialogue system.

2. Kyoto Tour Guide Dialogue Corpus

We are currently developing a dialogue corpus with tourist guidance for Ky-

oto City as the target domain. Thus far, we have collected itinerary planning

dialogues in Japanese, in which users plan a one-day visit to Kyoto City. There

are three types of dialogues in the corpus: face-to-face (F2F), Wizard of OZ

(WOZ), and telephonic (TEL) dialogues. The corpus consists of 114 face-to-

face dialogues, 80 dialogues using the WOZ system, and 102 dialogues ob-

tained from telephone conversations with the interface of the WOZ system.

Figures 1 and 2 show the snapshots of the recordings for F2F and TEL dia-

logues.

Figure 1. Recording of F2F dialogue.

The overview of these three types of dialogues is shown in Table 1. Each

dialogue lasts for almost 30 minutes. Almost all the dialogues have been man-
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Figure 2. Recording of TEL dialogue.

ually transcribed. Table 1 also shows the average number of utterances per

dialogue.

Table 1. Overview of Kyoto tour guide dialogue corpus.

Dialogue type F2F (ja) WOZ (ja) TEL (ja) F2F (en)

Number of dialogues 114 80 102 48

Number of guides 3 2 2 1

Average number of utterances
365.4 165.2 – –

per dialogue (guide)

Average number of utterances
301.7 112.9 – –

per dialogue (tourists)

Each face-to-face dialogue involved a professional tour guide and a tourist.

Three guides, one male and two females, were employed to collect the dia-

logues. All three guides were involved in almost the same number of dialogues.

The guides used maps, guidebooks, and a PC connected to the internet.
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In the WOZ dialogues, two female guides were employed. Each of them

participated in 40 dialogues. The WOZ system consists of two Internet

browsers, a speech synthesis program, and an integration program for the col-

laborative work. Collaboration was required because in addition to the guide,

operators were employed to operate the WOZ system and support the guide.

The guide and the operators had their own individual computers that were con-

nected to each other; further, they collaboratively operated the WOZ system to

serve the user (tourist). Figure 3 shows the interface of the WOZ system.

Figure 3. WOZ system interface.

In the telephone dialogues, the same two female guides as for the WOZ

dialogues were employed. In these dialogues, we used the WOZ system, but

we did not need the speech synthesis program. The guide and a tourist shared

the same interface in different rooms, and they could talk to each other through

the hands-free headset.

Dialogues to plan a one-day visit consist of several conversations for choos-

ing the places to visit. The conversations usually included sequences of re-

quests from the users and provision of information by the guides as well as

consultation in the form of explanation and evaluation. It should be noted

that in this study, unlike information kiosk systems such as those developed

in (Lamel et al., 2002) or (Thomson et al., 2008), enabling the user to access
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information is not an objective in itself. The objective is similar to the problem-

solving dialogue of the study by Ferguson and Allen (1998); in other words,

accessing information is just an aspect of consulting dialogues.

An example of dialogue via face-to-face communication is shown in Ta-

ble 2. This dialogue is part of a consultation to decide on a sightseeing spot to

visit. The user asks the location of a spot, and the guide answers it. Then, the

user provides a follow-up by evaluating the answer. The task is challenging

because there are many utterances that affect the flow of the dialogue during a

consultation. The utterances are listed in the order of their start times with the

utterance ids (UID). From the column ‘Time’ in the table, it is easy to see that

there are many overlaps.

3. Annotation of Communicative Function and
Semantic Content in DA

We annotate DAs in the corpus to describe a user’s intention and a system’s

(or the tour guide’s) action. Recently, several studies have addressed multilevel

annotation of dialogues (Bangalore et al., 2006; Rodriguez et al., 2007; Levin

et al., 2002); in our study, we focus on the two aspects of a DA indicated by

Bunt (2000). One is the communicative function that corresponds to how the

content should be used to update the context, and the other is a semantic con-

tent that corresponds to what the act is about. We consider both as important

information to handle the consulting dialogue.

We designed two different tag sets to annotate DAs in the corpus. The

SA tag is used to capture the communicative functions of an utterance us-

ing domain-independent multiple function layers. The semantic content tag is

used to describe the semantic content of an utterance using domain-specific

hierarchical semantic classes.

4. SA Tags

In this section, we introduce the SA tag set that describes the communicative

functions of the utterances.

4.1 Annotation Unit

There have been numerous discussions on the base unit of an SA annotation.

As the simplest base unit, we can use a sentence or an utterance. However, sen-

tence boundaries are not necessarily obvious in human-human dialogues. In

addition, a long sentence tends to contain multiple dialogue functions. Thus,

it is desirable to define a short unit so that the tags can elaborate the utter-

ance. In addition, if the SA tag is used as an input of a dialogue system, the

unit should be detected automatically (not manually). Therefore, we apply
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Table 2. Example dialogue from the Kyoto tour guide dialogue corpus.

UID Time (ms) Speaker Transcript

56 76669–78819 User

Ato (and)

Ohara ga (Ohara)

dono heN ni (whereabouts)

narimasuka (be?)

(Where is Ohara?)

57 80788–81358 Guide
kono (here)

heN desune (around be)

(Around here.)

58 81358–81841 Guide Ohara wa (Ohara)

59 81386–82736 User
Chotto (a bit)

hanaresugite masune (be too far)

(Ohara seems to be too far from Kyoto st.)

60 83116–83316 Guide A (ah)

61 83136–85023 User

kore demo (it)

ichinichi dewa (one day)

doudeshou (how about?)

(Can I do Ohara in a day?)

62 83386–84396 Guide Soudesune (let me see)

63 85206–87076 Guide

Ichinichi (one day)

areba (if be)

jubuN (enough)

ikemasu (can go)

(One day is enough to visit Ohara.)

64 88392–90072 Guide

Oharamo (Ohara)

sugoku (very)

kireidesuyo (be a beautiful)

(Ohara is a very beautiful place.)

65 89889–90759 User Iidesune (sounds nice)

the clause boundary annotation program (CBAP) (Kashioka and Maruyama,

2004) to the transcript of the dialogue session, and adopt a clause as the base

unit of tag annotation. Thus, in the following discussions, ‘utterance’ denotes a

clause. We have already tagged more than 55 dialogues with SA tags. Roughly

speaking, one dialogue consists of one thousand utterances.
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4.2 Tag Specifications

There are two major policies in SA annotation. One is to select exactly

one label from the tag set (e.g., the Augmented Multi-party Interaction (AMI)

corpus1). The other is to annotate with as many labels as required. Meeting

Recorder Dialog Act (MRDA) (Shriberg et al., 2004) and Dynamic Interpre-

tation Theory (DIT) and DIT++ (Bunt, 2000) are defined on the basis of the

second policy. We believe that the utterances are generally multifunctional

and this multifunctionality is an important aspect for managing consulting dia-

logues through spontaneous interactions. Therefore, we have adopted the latter

policy.

By extending the MRDA tag set and DIT++, we defined our SA tag set that

consists of six layers to describe six groups of function: General, Response,

Check, Constrain, ActionDiscussion, and Others. A list of the tag sets exclud-

ing Others layer is shown in Table 3. The General layer has two sublayers

under the labels Pause and WH-Question, respectively. The two sublayers are

used to elaborate on the two labels, respectively. A tag of the General layer

must be labelled to an utterance, but the other layer’s tags are optional; in other

words, layers other than General can take null values when there is no tag that

is appropriate to the utterance. In practical annotation, the most appropriate

tag is selected from each layer, without taking into account any of the other

layers.

The descriptions of the layers are as follows:

4.2.1 General Layer. Each tag of this layer represents the basic

form of the unit. Most of the tags in this layer are used to describe forward-

looking functions. The tags are classified into three large groups: ‘Question,’

‘Fragment,’ and ‘Statement.’ The tag ‘Statement==’ denotes the continuation

of the utterance. The following are the tags of the General layer.

Statement, Pause, Backchannel, Y/N-Question, WH-Question, OR-

Question, OR-segment-after-Y/N, Open-Question

In the General layer, there are two sublayers for the labels: Pause and WH-

Question. The Pause sublayer consists of Hold, Grabber, Holder, and Releaser.

The WH sublayer labels the WH-Question type.

4.2.2 Response Layer. The tags of this layer denote the re-

sponses directed to a specific previous utterance made by the addressee. The

following are the tags of the Response layer.

Answer, Acknowledgment, Accept, PartialAccept,AffirmativeAnswer, Re-

ject, PartialReject, NegativeAnswer
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Table 3. List of SA tags and their occurrence in the experiment.

Tag
Percentage (%)

Tag
Percentage (%)

User Guide User Guide

(General layer) (Response layer)

Statement 45.25 44.53 Acknowledgment 19.13 5.45

Pause 12.99 15.05 Accept 4.68 6.25

Backchannel 26.05 9.09 PartialAccept 0.02 0.10

Y/N-Question 3.61 2.19 AffirmativeAnswer 0.08 0.20

WH-Question 1.13 0.40 Reject 0.25 0.11

Open-Question 0.32 0.32 PartialReject 0.04 0.03

OR–after-Y/N 0.05 0.02 NegativeAnswer 0.10 0.10

OR-Question 0.05 0.03 Answer 1.16 2.57

Statement== 9.91 27.79

(ActionDiscussion layer) (Check layer)

Opinion 0.52 2.12 RepetitionRequest 0.07 0.03

Wish 1.23 0.05 UnderstandingCheck 0.19 0.20

Request 0.22 0.19 DoubleCheck 0.36 0.15

Suggestion 0.16 1.12 ApprovalRequest 2.01 1.07

Commitment 1.15 0.29

(Constrain layer)

Reason 0.64 2.52

Condition 0.61 3.09

Elaboration 0.28 4.00

Evaluation 1.35 2.01

4.2.3 Check Layer. The tags of this layer denote the confirmation

of a certain expected response. The following are the tags of the Check layer.

RepetitionRequest, DoubleCheck, UnderstandingCheck, ApprovalRequest

4.2.4 Constrain Layer. The tags of this layer denote the func-

tions to restrict or complement the target of the utterance. The following are

the tags of the Constrain layer.

Reason, Condition, Elaboration, Evaluation

4.2.5 Action Discussion Layer. The tags of this layer mark the

functions of the utterances that pertain to a future action. The following are the

tags of the Action Discussion layer.

Wish, Opinion, Suggestion, Request, Commitment
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4.2.6 Others Layer. The tags of this layer describe various func-

tions of the utterance, e.g. Greeting, SelfTalk, Welcome, Apology, etc. The

following are the tags of the Others layer.

Greeting, Introduction, Thank, Apology, Welcome, SelfRepair, Correct,

CollaborativeComplementation, SelfTalk, Repeat, Mimic, Maybe, Inver-

sion

It should be noted that this taxonomy is intended to be used for training

spoken dialogue systems. Consequently, it contains detailed descriptions to

elaborate on the decision-making process. For example, checks are classi-

fied into four categories because they should be treated in various ways in a

dialogue system. UnderstandingCheck is often used to describe clarifications;

thus, it should be taken into account when creating a dialogue scenario. In con-

trast, RepetitionRequest, which is used to request that the missed portions of

the previous utterance be repeated, is not concerned with the overall dialogue

flow.

An example of an annotation is shown in Table 4. Since the Response and

Constrain layers are not necessarily directed to the immediately preceding ut-

terance, the target utterance ID is specified. The interface for the annotation of

SA tags is shown in Figure 4.

Table 4. Example of SA annotation for the data shown in Table 2.

UID SA tag

56 WH–Question Where

57 State Answer→56

58 State Inversion

59 State Evaluation→57

60 Pause Grabber

61 Y/N–Question

62 State Acknowledgment→59

63 State AffirmativeAnswer→61

64 State Opinion

65 State Acknowledgment→64 Evaluation→64

Tags are concatenated by a delimiter ’ ’ and omitting the null values.

The number following the ’→’ denotes the target utterance of the function.

4.3 Evaluation of the Annotation

We performed a preliminary annotation of the SA tags in the F2F corpus.

Thirty dialogues (900 minutes; 23,169 utterances) were annotated by three

labellers. When annotating the dialogues, we took into account textual infor-
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Figure 4. Example of an interface for the annotation of SA tags.

mation, audio information, and contextual information. The result was cross-

checked by another labeller.

4.3.1 Distributional Statistics. The frequencies of the tags,

expressed in percentages, are shown in Table 3. In the General layer, nearly

half of the utterances were Statement. This bias is acceptable because 66% of

the utterances that are tagged as Statement had tag(s) of other layers.

The percentages of the tags in the Constrain layer are relatively higher than

those of the tags in the ActionDiscussion and Check layers. They are also

higher than the corresponding percentage figures for MRDA (Shriberg et al.,

2004) and SWBD-DAMSL (Jurafsky et al., 1997).

These statistics characterize the consulting dialogue of sightseeing planning,

where elaborations and evaluations play an important role during the decision

process.

4.3.2 Inter-Annotator Agreement. We investigated the inter-

annotator agreement for SA tags. Three labellers were employed to make six

annotated dialogues from two dialogues (2,087 utterances). Each dialogue was

annotated by the three labellers and the agreement among them was examined.

These results are listed in Table 5. The agreement ratio is the average of all

the combinations of the three individual agreements. In the same way, we

also computed the average Kappa statistic, which is often used to measure the

agreement by considering the chance rate.

A high concordance rate was obtained for the General layer. When the

specific layers and sublayers are taken into account, The Kappa statistic was
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Table 5. Agreement among the labellers.

General layer All layers

Agreement ratio 86.7% 74.2%

Kappa statistic 0.74 0.68

0.68, which is considered a good result for this type of task (e.g. Shriberg et

al. (2004)).

4.3.3 Analysis of the Occurrence Tendency during the
Progress of the Episode. We then investigated the tendencies of

tag occurrence through a dialogue to clarify how consulting is conducted in the

corpus. We annotated the boundaries of the episodes that determined the spots

to visit to carefully investigate the structure of the decision-making processes.

In our corpus, users were asked to write down their itinerary for a practical

one-day tour. Thus, the beginning and ending of an episode can be determined

on the basis of this itinerary.

As a result, we found 192 episodes. We selected 122 episodes that had more

than 50 utterances, and analyzed the tendency of tag occurrence. The episodes

were divided into five segments so that each segment had an equal number

of utterances. An example of the tendencies of tag occurrence is shown in

Figure 5. The relative occurrence rate is obtained by dividing the number of

times the tags appeared in each segment by the total number of occurrences

throughout the dialogues.

We found three patterns in the tendencies of occurrence. The tags corre-

sponding to the first pattern frequently appear in the early part of an episode;

this typically applies to Open-Question, WH-Question, and Wish. Figure 6

shows the result of this pattern.

The tags of the second pattern frequently appear in the later part; this typ-

ically applies to Evaluation, Commitment, and Opinion. Figure 7 shows the

result of this pattern.

The tags of the third pattern appear uniformly over an episode; this typically

applies to Y/N-Question, Accept, and Elaboration. Figure 8 shows the result

of this pattern.

These statistics characterize the dialogue flow of sightseeing planning,

where the guide and the user first clarify the latter’s interests (Open, WH-

Questions) and then list and evaluate candidates (Evaluation), following which

the user takes a decision (Commitment).

This progression indicates that the management of a session or a dialogue

phase requires wide contextual information within an episode to manage the

consulting dialogue, even though the test-set perplexity2 , which was calculated
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Figure 5. Progress of episodes vs. the occurrence of SA tags.

緫

緫綌緱

緫綌緹

緫綌縈

緫綌縑

緫綌縕

緫綌縠

緫綌繇

緱 緹 縈 縑 縕

翎苆艆荑芾臹舃糫荑舃舲芮舃芷荕

耼
膄
荕
艆
芾
糫
芾
舡
糫
芾
臏
臏
莆
荃
舃
芷
臏
舃

耤苆舃芷

肦艆荑舴

耼舃艋舃臏荕

Figure 6. Tendency of SA tags: peak in the beginning.

by a 3-gram language model trained with the SA tags, was not high (4.25 using

the general layer and 14.75 using all layers).
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Figure 7. Tendency of SA tags: peak in the end.
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Figure 8. Tendency of SA tags: stable.

4.4 Preliminary Experiment to Estimate SA
Tags via SVM

We also carried out a preliminary experiment to estimate the SA tags. The

SA tagged corpus is being developed and the corpus may not be clean. How-

ever, we tried to construct an SA tagger via SVMs.
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We can see SA tagging as a sequential labelling problem. We prepared 36

dialogues of the F2F corpus with SA tags, in which we used 34 dialogues as

learning data and two dialogues as test data. We construct a classifier using

only the labels of the General layer. The learning data and the test data include

16 and 13 labels of the General layer.

The features used to construct a classifier are as follows: the role of the

speaker, length of the utterance (second), barge-in flag, last three morphemes

of the utterance, etc. The feature vector for the label of utterance ui is extracted

from ui−4, ui−3, ..., ui, ui+1, ui+2. It should be noted that we tried to construct

an off-line tagger to support the human annotation. When we use this tagger in

a practical dialogue system to estimate the SA of user’s utterance, the feature

vector can be extracted from ui−4, ui−3, ..., ui. The kernel function of SVM

is a 2nd-degree polynomial function. To achieve a multi-class classifier via

SVM, we constructed the SVMs by the pairwise method. The accuracy of our

first trial was 73.02%. We have to consider feature extraction to improve the

accuracy. We will try to use the features of all sorts.

The SA tagged corpus should be brushed up, because the agreement ratio

between human labellers as shown in Table 5 does not reach 90% for the gen-

eral layer. In other words, the maximum accuracy is estimated at around 86%.

From these numbers, the 73% accuracy of our first try seems very promising.

5. Semantic Content Tags

The semantic content tag set was designed to capture the content of an ut-

terance. Some might consider semantic representations by HPSG (Pollard and

Sag, 1994) or LFG (Dalrymple et al., 1994) for an utterance. Such frameworks

require knowledge of grammar and experiences to describe the meaning of

an utterance. In addition, the utterances in a dialogue are often fragmentary,

which makes the description more difficult.

We focused on the dependency relations between two words to capture the

semantic relations of the words. Annotating dependency relations is more in-

tuitive and is easier than annotating the syntactic structure; moreover, a depen-

dency parser is more robust for fragmentary expressions than syntax parsers.

We introduced semantic classes to represent the semantic content of an ut-

terance. Semantic class labels are applied to each unit of the dependency struc-

ture of an utterance. The task that identifies the semantic classes is very similar

to named entity recognition, because the classes of the named entities can be

equated to the semantic classes that are used to express semantic content. How-

ever, both nouns and predicates are very important for capturing the semantic

content of an utterance. For example, ‘10 a.m.’ might denote the current time

in the context of planning, or it might signify the opening time of a sightseeing

spot. Thus, we represent the semantic content on the basis of the dependency
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structure. Each element of a dependency structure is assigned a semantic cate-

gory.

For example, the sentence “I would like to see Kinkakuji temple.” is

annotated as shown in Figure 9. In this figure, the semantic content tag

(preference).action indicates that the predicate portion expresses the speaker’s

preference for the speaker’s action, while the semantic content tag (prefer-

ence).(spot).name indicates the name of the spot as the object of the speaker’s

preference.

Figure 9. Example of an annotation with semantic content tags.

Although we do not define the semantic role (e.g. object (Kinkakuji temple)

and subject (I)) of each argument item in this case, we can use conventional se-

mantic role labelling techniques (Gildea and Jurafsky, 2002) to estimate them.

5.1 Tag Specifications

We defined the hierarchical semantic classes to annotate the semantic con-

tent tags. There are 33 labels (classes) at the top hierarchical level. The labels

include activity, event, meal, spot, transportation, cost, consulting, and lo-

cation, and are shown in Figure 10. There are two kinds of labels, nodes, and

leaves. A node must have at least one child, a node, or a leaf. A leaf has no

children. The number of types for nodes is 47, and the number of types for

leaves is 47. The labels of the leaves are very similar to the labels for named

entity recognition. For example, there are ‘year’, ‘date’, ‘time’, ‘organizer’,
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‘name’, etc. in the labels of the leaves.

(preference) (recommendation) (decision) (consulting)

(spot) (activity)(restaurant) action predicate

(cost) (schedule) name type

(money)

objectentity predicate

(distance)

(view)

action

naturearchitecture

…….

Figure 10. Part of the semantic category hierarchy.

One of the characteristics of the hierarchical structure of the semantic

classes is that the lower level structures are shared by many upper nodes. Thus,

the lower level structure can be used in any other domain or target task.

5.2 Annotation of Semantic Content Tags

The annotation of semantic content tags is performed in the following four

steps. First, an utterance is analyzed by a morphological analyzer, ChaSen3.

Second, the morphemes are chunked into the dependency unit (bunsetsu).

Third, a dependency analysis is performed using a Japanese dependency parser,

CaboCha4. Finally, we annotate the semantic content tags for each bunsetsu

unit using our annotation tool. An example of an annotation is shown in Ta-

ble 6. Each row in the column ‘Transcript’ denotes the divided bunsetsu units.

The annotation tool interface is shown in Figure 11. In the left side of this

figure, the dialogue files and each utterance of the dialogue information are

displayed. The dependency structure of an utterance is displayed in the upper

part of the figure. The morphological analysis results and chunk information

are displayed in the lower part of the figure.
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Table 6. Example of semantic content tag annotation for the data shown in Table 2.

UID Transcript Semantic content tag

56

Ato (and) null

Ohara ga (Ohara) (activity),location

dono heN ni (whereabouts) (activity),(demonst),interr

narimasuka (be?) (activity),predicate

57
kono (here) (demonst),kosoa

heN desune (around be) (demonst),noun

58 Ohara wa (Ohara) location

59
Chotto (a bit) (trsp),(cost),(distance),adverb-phrase

hanaresugite masune (trsp),(cost),(distance),predicate

(be too far)

60 A (ah) null

61

kore demo (it) null

ichinichi dewa (one day) (activity),(planning),duration

doudeshou (how about?) (activity),(planning),(demonst),interr

62 Soudesune (let me see) null

63

Ichinichi (one day) (activity),(planning),(entity),day-window

areba (if be) (activity),(planning),predicate

jubuN (enough) (consulting),(activity),adverb-phrase

ikemasu (can go) (consulting),(activity),action

64

Oharamo (Ohara is) (recommend),(activity),location

sugoku (very) (recommend),(activity),adverb-phrase

kireidesuyo (beautiful) (recommend),(activity),predicate

65 Iidesune (sounds nice) (consulting),(activity),predicate

Moreover, there is another window that is used to select a semantic class

for the annotation tool of the semantic content tag. This window is shown in

Figure 12.

At present, the annotations of semantic content tags are being carried out

for 40 dialogues. Approximately 26,800 paths, including paths that will not be

used, exist if the layered structure is fully expanded. In the 40 dialogues, 1,980

tags (or paths) are used.

In addition, not only the annotation of semantic content tags but also the

correction of the morphological analysis and dependency analysis results is

being carried out. If we complete the annotation, we will also obtain the cor-

rectly tagged data of the Kyoto tour guide corpus. These corpora can be used to
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Figure 11. Annotation tool interface for annotating semantic content tags.

develop analyzers such as morphological analyzers and dependency analyzers

via machine learning techniques or to adapt the analyzers for this domain.

6. Usage of the Kyoto Tour Guide Corpus

In this section, we discuss the usage of the Kyoto tour guide corpus. We

can see that a dialogue system consists of a speech recognition module, a di-

alogue management module, a speech synthesis module, and a database for

target domain. Recently, most of those modules have been based on statistical

methods that require corpora. The relationship between a dialogue system and

a dialogue corpus is shown in Figure 13.

6.1 Speech Recognition

We constructed the language model that is used in the speech recognition

module of our dialogue system. To construct the language model, the morpho-

logical analysis results of the dialogue corpus were used. It is required that the

domain specific n-gram entries are included in the language model to achieve

high performance for speech recognition. Only maintaining the recognition

dictionaries does not lead us to the satisfactory recognition results.

6.2 Dialogue Management

One of the most significant roles of the dialogue model in a spoken language

dialogue system seems to appropriately represent a contextual interpretation of
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Figure 12. Window for semantic content tag hierarchy.

the user utterances. This allows the system to generate the most adequate sys-

tem response without limiting the dialogue to a succession of questions and

answers. This role should also enable the system to anticipate/predict, raise

ambiguities, correct errors, explain system decisions, and trigger the corre-

sponding actions throughout the dialogue to suitably manage other processing

modules.

We are now adopting the corpus annotated with the DA tags to construct a

dialogue system using WFSTs as dialogue management modules. To achieve

dialogue management via WFSTs, we have to prepare not only the DA tags

but also the tags for the system’s action. As such, we are now preparing such

action tags to construct a dialogue management module using WFSTs.
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Figure 13. Relationship between a dialogue system and a dialogue corpus.

In addition, the corpus consists of real conversions between the guide and

the travellers. Important and valuable information is buried in the corpus. If

we apply data-mining techniques to the corpus, we will obtain much valuable

information for travelling in Kyoto city and we can store this information in

the database of the spoken dialogue system.

6.3 Speech Synthesis

Recent speech synthesis techniques such as concatenative synthesis or sta-

tistical parametric synthesis require large speech corpora. We can use conven-

tional speech synthesis modules for a spoken dialogue system and the perfor-

mance of the module as a text-to-speech module seems very high. However,

we want to construct a more natural speech synthesis module that is suitable for

a spoken dialogue system. Most of the conventional speech synthesis modules

make only one speech from the text. In other words, it is hard to synthesize

different speeches from the same text.

We have corpora with speech act tags, and we want to use this information

to synthesize different speeches from the same text. In Japanese, “hai (yes)”

is used in many ways, such as acknowledgment, back-channel, etc. We are

now constructing speech synthesis modules using our dialogue corpus via two

approaches. One is by constructing a speech synthesis system that directly
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uses the recorded speech data of the guide. The other one is by constructing

a speech synthesis system that uses a new speech corpus recorded with voice

actors/actresses. For these recordings, we prepared the scripts from the tran-

scripts of the corpus.

7. Conclusions

In this chapter, we have introduced our spoken dialogue corpus for devel-

oping consulting dialogue systems. We designed a DA annotation scheme that

describes two aspects of a DA: SA and semantic content. The SA tag set was

designed by extending the MRDA tag set. The design of the semantic content

tag set is almost complete. If we complete the annotation, we will obtain the

SA tags and the semantic content tags, as well as manual transcripts, morpho-

logical analysis results, dependency analysis results, and dialogue episodes.

As a preliminary analysis, we have evaluated the SA tag set in terms of the

agreement between labellers and investigated the patterns of tag occurrences.

In addition, we tried to construct an SA tagger via SVMs as a first step to use

the tagged corpus and the result was promising. We also mentioned the corpus

usage in the development of our spoken dialogue system.

Next, we will investigate the features for SA tagging and semantic content

tagging. We will construct a tagger for SA tags and semantic content tags using

the annotated corpora and machine learning techniques. Our future work also

includes the condensation or selection of DAs that directly affect the dialogue

flow to construct a consulting dialogue system using the DA tags as an input.

Notes
1. http://corpus.amiproject.org

2. The perplexity was calculated by a 10-fold cross validation of the 30 dialogues.

3. http://sourceforge.jp/projects/chasen-legacy/

4. http://chasen.org/˜taku/software/cabocha/
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Abstract The implementation of dialogue systems is one of the most interesting appli-

cations of language technologies. Statistical models can be used in this imple-

mentation, allowing for a more flexible approach than when using rules defined

by a human expert. However, statistical models require large amounts of dia-

logues annotated with dialogue-function labels (usually Dialogue Acts), and the

statistical models to obtain faster annotations is really interesting for the devel-

opment of dialogue systems. In this work we compare two statistical models

for dialogue annotation, a more classical Hidden Markov Model (HMM) based

model and the new N-gram Transducers (NGT) model. This comparison is per-

formed on two corpora of different nature, the well-known SwitchBoard corpus

and the DIHANA corpus. The results show that the NGT model produces a much

more accurate annotation that the HMM-based model (even 11% less error in the

SwitchBoard corpus).

Keywords: Statistical models; Dialogue annotation.

1. Introduction

In the last few decades, the advances in speech technologies and natural

language processing techniques have led to many natural-language-based so-

lutions for several tasks. One of the most challenging examples of those solu-

tions are dialogue systems.

A dialogue system is usually defined as a computer system that interacts

with a human user to fulfil a task (Dybkjær and Minker, 2008). These systems

W. Minker et al. (eds.), Spoken Dialogue Systems Technology and Design, 255

annotation process is hard and time-consuming. Consequently, the use of other
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are of particular interest in many applications, like information systems that

are accessed by telephone (Seneff and Polifroni, 2000; Aust et al., 1995) or

assistant systems for people with special necessities (Wilks, 2006). Tasks such

as ticket reservation or timetable consultation have usually been considered

appropriate for these systems.

The speech act framework is the discourse theory in which many authors try

to model the structure of dialogue. This theory (Austin, 1962) focuses on com-

municative acts performed through speech. Partially based on this theoretical

approach, specific solutions have been proposed to model discourse in dialogue

problems using a wide range of methods (dialogue grammars (McTear et al.,

2000), information state (Bos et al., 2003), reinforcement learning (Williams

and Young, 2007), etc.). Based on these solutions, a dialogue strategy can be

defined. This dialogue strategy defines the way the system reacts to user inputs.

In any case, the strategies are based on the interpretation of the user input

in terms of dialogue semantic units. These semantic units are usually coded

in terms of Dialogue Acts (DA) (Bunt, 1994), which model the intention of

the current user interaction along with its associated information. This concept

can be extended to system responses. In an interaction, several sequences with

a function from the viewpoint of the dialogue can be distinguished. These se-

quences are called segments (or utterances according to authors such as (Stol-

cke et al., 2000)), and each segment has associated only one DA label.

Data-based approaches to dialogue modelling such as (Stolcke et al., 2000)

and (Young, 2000) have been developed in the last decade. These machine

learning approaches rely on statistical models that can be automatically esti-

mated from annotated data, which in this case, are dialogues from the task

(knowledge domain). As a simplification, each situation in the dialogue can

be associated with a specific label, and the models learn how to identify and

react to the different situations by estimating the associations between the la-

bels and the dialogue events (words, previous turns, etc.). Therefore, anno-

tation schemes based on DA definitions must be defined to annotate the di-

alogues. Examples of DA annotation schemes developed in several projects

are DAMSL (Core and Allen, 1997), VerbMobil (Alexandersson et al., 1998),

DATE (Walker and Passonneau, 2001)), and DIHANA (Alcácer et al., 2005))

Consequently, the annotation of a dialogue corpus in terms of DA is an in-

teresting problem for both the development of data-based dialogue systems

and the study of discourse and dialogue structure. In the first case, the sta-

tistical models that implement the dialogue manager (Williams and Young,

2007; Meng et al., 2003; Stolcke et al., 2000) rely on annotated dialogues to

estimate their parameters. This annotation process is developed by human ex-

perts and it is a hard and time-consuming task. The use of probabilistic models

can provide a draft annotation of the corpus (Stolcke et al., 2000) that can make

the manual annotation process faster.
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Most of the previous works on the use of probabilistic models for DA an-

notation use segmented dialogue turns (Stolcke et al., 2000; Webb and Wilks,

2005; Rangarajan et al., 2007). However, this segmentation is not usually avail-

able in the initial transcription of a dialogue corpus. Other works propose a

decoupled segmentation-annotation scheme (Ang et al., 2005). However, the

ideal option is the use of models that can annotate unsegmented dialogue turns,

giving the correct segments and labels. This option has been explored in a few

previous works (Zimmermann et al., 2005; Martı́nez-Hinarejos et al., 2008),

giving in any case (as could be expected) poorer results than when the segmen-

tation is available.

The classical model for this task is based on Hidden Markov Models

(HMM) (Stolcke et al., 2000). It offers good results when working with seg-

mented dialogues but shows a dramatical decrease in performance when used

in unsegmented dialogues to obtain their annotation and segmentation. An al-

ternative model is the N-Gram Transducer (NGT) model, whose latest version

was presented in (Martı́nez-Hinarejos et al., 2009). To improve the time and

spatial complexity of the NGT model, some modifications can be performed

on the search process, such as those presented in (Tamarit et al., 2009).

In this chapter we review the HMM-based model and the NGT model in

depth, and we present exhaustive experiments to evaluate the performance (in

both annotation accuracy and time) in two different corpora with very differ-

ent features (SwitchBoard (Godfrey et al., 1992) and DIHANA (Benedı́ et al.,

2006)). These results confirm the appropriateness of the NGT model for dia-

logue annotation.

This chapter is organised as follows: in Section 2 we present the baseline

statistical model, which is based on HMM and N-grams, in Section 3 we de-

fine the NGT model as the new statistical model for dialogue annotation, in

Section 4 we detail the corpora for the experiments, in Section 5 we describe

the experiments and show their results, in Section 6 we draw conclusions and

future lines of work.

2. The HMM-based Annotation Model

In this section we present the baseline statistical annotation model. This

model is based on the combination of HMM and N-grams. Consequently, we

will refer to it as the HMM-based model. This model is oriented to solve the

optimisation problem of, given a word sequence W that represents a dialogue,

obtaining the sequence of DA labels U that maximises the posterior probability

Pr(U|W).
We can express the complete sequences of words and DA in terms of the

different turns in the dialogue: given a dialogue with T turns, we express its

associated word sequence and DA sequence as W = WT
1 = W1W2 · · ·WT
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and U = UT
1 = U1U2 · · ·UT , respectively. In this notation, Wt represents the

sequence of words of turn t, and Ut the sequence of DA of turn t. Thus, we

can express the optimisation problem as:

Û =argmax
U

Pr(U|W)=argmax
UT

1

Pr(UT
1 |W T

1 ). (11.1)

From Equation 11.1, we can develop a model based on the application of

the rule of Bayes on the formula. In this case, Equation 11.1 can be expressed

as:

argmax
UT

1

Pr(UT
1 |W T

1 ) = argmax
UT

1

Pr(UT
1 ) Pr(W T

1 |UT
1 ) =

argmax
UT

1

T∏

t=1

Pr(Ut|U
t−1
1 ) Pr(Wt|W

t−1
1 , UT

1 ). (11.2)

A first reasonable assumption we can make is that DA sequences until turn

t only affect to the first t turns in the dialogue. In addition, to simplify nota-

tion, we will use W = Wt and U = Ut, and consequently we will express

Equation 11.2 as:

argmax
UT

1

T∏

t=1

Pr(U |U t−1
1 ) Pr(W |W t−1

1 , U t
1). (11.3)

Previous works such as that presented in (Stolcke et al., 2000) have proposed

similar approaches to DA annotation. However, these previous approximations

assume the availability of the segmentation of the turn to perform the DA assig-

nation (Stolcke et al., 2000; Webb and Wilks, 2005), when segmentation of the

turns is not usual in transcribed dialogues. In our case, we try to generalise the

DA assignation problem in the case of unavailable segmentation.

We can develop the formulation to use the model in the unsegmented case.

From this point, we introduce single words and DA in the formulation, instead

of sequences of words and DA associated to a whole turn. Notice that in this

reformulation w and u represent single words and DA, respectively, while W
and U represent turns (sequences of words) and DA sequences. The problem

is formulated as follows:

the current word sequence W = wl
1 = w1w2 · · ·wl is described in terms

of a possible segmentation sr1 as W = ws1
s0+1w

s2
s1+1 . . . wsr

sr−1+1, where

r is the number of segments and sk is the index of the k-th segment (i.e.,

the k-th segment is the sequence of words wsk−1+1 · · ·wsk
), with s0 = 0

and sr = l;

the DA sequence of turn t is expressed as U = ur
1 = u1u2 · · · ur;
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the previous DA sequences are expressed as Ut−1
1 = U1U2 · · ·Ut−1.

Furthermore, since WT
1 is the sequence of given events, we can neglect the

dependency between word sequences. Consequently, the terms in the product

in Equation 11.3 are rewritten as:

Pr(U |U t−1
1 ) Pr(W |W t−1

1 , U t
1) ≈

∑

r,sr
1

r∏

k=1

Pr(uk|u
k−1
1 , U t−1

1 ) Pr(wsk
sk−1+1|u

k
1 , U

t−1
1 ). (11.4)

This model in Equation 11.4 can be simplified with some assumptions:

the current DA depends only on the previous n − 1 DA:

Pr(uk|u
k−1
1 , U t−1

1 ) ≈ Pr(uk|u
k−1
k−n+1);

the sequence of words of the current segment depends only on the cur-

rent DA:

Pr(wsk
sk−1+1|u

k
1 , U

t−1
1 ) ≈ Pr(wsk

sk−1+1|uk).

From this model we can formulate the search problem that looks for the

segmentation and DA sequence with maximum probability. This search for

the maximum probability is solved using the Viterbi process on the whole dia-

logue, which results in the following final model:

Û = argmax
U

max
R,S

T∏

t=1

r∏

k=1

Pr(uk|u
k−1
k−n+1) Pr(wsk

sk−1+1|uk). (11.5)

In this formula, R = {r1, r2, . . . , rT } represents the set of number of seg-

ments for each turn and S = {sr1
1 , sr2

1 , . . . , srT
1 } is the set of segmentations for

each turn that maximise the product. Notice that to simplify notation, terms in

the product are defined in terms of r = rt and sr
1 = srt

1 .

With respect to the estimation of the presented probability distributions, fol-

lowing the work of other authors (Stolcke et al., 2000; Young, 2000), the terms

in Equation 11.5 are modelled as follows:

Pr(uk|u
k−1
k−n+1) is usually represented by a statistical model of DA se-

quences (DA language model), generally an n-gram model;

Pr(wsk
sk−1+1|uk) is usually modelled by a HMM.

This formulation searches, using a Viterbi process, for the DA sequence of

a complete dialogue and gives as by-product a segmentation for each turn. In

case there is an available segmentation, the maximisation step is overridden
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and the values r and sr
1 are fixed to that provided by the segmentation. In any

case, the influence of the models (specially the DA language model) can be

tuned by using scaling factors, similar to the Grammar Scale Factor used in

speech recognition.

The HMM-based model allows to keep the information on the dialogue his-

tory by means of the n-gram of DA, which is an important source of informa-

tion for the annotation process (the previous DA determine in a great extent

the current DA in a real dialogue interaction). The association between word

sequences and DA is given by the HMM models, which take into account all

the words of the segment; however, this can be a drawback due to data sparse-

ness, especially for long segments. Another interesting feature on the HMM

models is their topology. The conventional topology is the one-state-with-loop

topology, since it allows the shortest possible segments (one word). However,

this topology does not maintain information on the word order, which can be

crucial to obtain an accurate segmentation.

3. The NGT Annotation Model

The alternative model is the NGT model, which directly estimates the pos-

terior probability Pr(U|W) by means of an n-gram model which acts as a

transducer. The definition of this model is based on a Stochastic Finite-State

Transducer (SFST) inference technique known as GIATI1. GIATI (Casacu-

berta et al., 2005) is a general technique to infer SFST whose first application

was in Machine Translation. GIATI starts from a corpus of aligned pairs of

input-output sequences. These alignments are used in a re-labelling process

that produces a corpus of extended words as a result of a combination of the

words of the input and output sentences. This corpus is used to infer a gram-

matical model (usually a smoothed n-gram). The inversion of the re-labelling

process on the grammatical model results in the final SFST, although the use

of smoothing techniques makes the conversion of the n-gram to an equivalent

SFST difficult. The general GIATI process is presented in Figure 1.

A ⊂ Σ⋆ × ∆⋆

Sample of input-output
training pairs

Labelling − L(·)

✲

S ⊂ Γ⋆

Sample of (re-labelled)
training strings

❄
❄
❄
❄

GI

❄

algorithm

T : A ⊂ T (T )
A Finite-State Transducer

Inverse labelling − Λ(·)
✛

A: S ⊂ L(A)
A Finite-State Automaton

Figure 1. General scheme for the GIATI technique. Σ, ∆ and Γ are the input, output, and

extended set of symbols, respectively. A and S are the initial sets of aligned and re-labelled

samples. L(A) and T (T ) represent the languages derived from A and T , respectively. The GI

algorithm is usually the inference of a smoothed n-gram, and A is the automaton equivalent to

the inferred n-gram. L and Λ are the labelling and inverse labelling functions.
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In the case of dialogues, the input language is the sequence of words of the

dialogue, the output language is the sequence of DA of the dialogue, and the

alignment is between the last word of the segment and the corresponding DA.

Thus, for each turn w1w2 . . . wl and its associated DA sequence u1u2 . . . ur,

the re-labelling step attaches the DA label to the last word of the segment using

a metasymbol (@), providing the extended word sequence e1e2 . . . el, where:

ei = wi when wi is not aligned to any DA;

ei = wi@uk when wi is aligned to the DA uk.

Figure 2 presents an example of alignment for a dialogue turn and the corre-

sponding extended word sequence. After the re-labelling process, a grammat-

ical model is inferred. The usual option is a smoothed n-gram.

Yes , uh , I don’t work , though , but I used to work and , when

↑ ↑
% sd

I had two children .

↑
sd

Yes , uh ,@% I don’t work , though ,@sd but I used to work and , when I

had two children .@sd

Figure 2. An alignment between a dialogue turn and its corresponding DA labels (from the

SWBD-DAMSL scheme, %: uninterpretable, sd: statement-non-opinion), and the result of the

re-labelling process, where @ is the attaching metasymbol.

In the case of dialogues, the alignments between the words in the turn and

the corresponding DA labels are monotonic (no cross-inverted alignments are

possible). Consequently, no conversion to SFST is necessary to efficiently

apply a search algorithm on the n-gram, since for each input word we can

decide whether to emit or not a DA label without referring to posterior words.

Therefore, this n-gram acts as a transducer and gives the name to the technique

(NGT: N-Gram Transducers) (Martı́nez-Hinarejos et al., 2008).

The decoding in the NGT model is a Viterbi search which forms a search

tree. The i-th level of the tree corresponds to the i-th input word in the se-

quence. Each input word is expanded for all the possible outputs it has associ-

ated in the alignments in the training corpus. For example, suppose that next

input word wi was aligned in the training corpora to outputs o1, o2 and o3,

apart from the empty output. In this case, all the nodes in level i − 1 will ex-

pand into four children nodes, each of which is associated to the corresponding

output (wi, wi@o1, wi@o2, wi@o3). Therefore, the tree search is expanded in

each node in several branches according to the number of outputs associated

mailto:.@sd
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to the word. Each new branch represents a possible output (DA), including the

empty output (the word is not attached to any DA).

The probability of each branch is updated according to the corresponding

n-gram probability using the following steps:

we start from a parent node P (at level i− 1) associated to the sequence

of extended words e1e2 . . . ei−1 and with an associated probability pP ;

if the new word to process wi has associated in the training corpus o
outputs and the empty output, we expand from P the children nodes

e0
i = wi, e1

i = wi@u1, . . . , eo
i = wi@uo;

the probability of the child node associated to the extended word eji is

computed as pP · Pr(ej
i |ei−n+1 . . . ei−1), where Pr(ej

i |ei−n+1 . . . ei−1)
is given by the n-gram of the NGT model.

An example of NGT tree expansion is presented in Figure 3. This expan-

sion on complete dialogues produces a high temporal and spatial complexity,

which is admissible in the off-line dialogue annotation framework. The search

process can be applied to dialogues with unsegmented turns giving, as in the

case of the HMM-based model, a segmentation as by-product. NGT can be

applied on segmented turns by restricting the outputs to the end words of the

segments.

The main drawback of this initial approach is its high locality: only the last

n − 1 extended words are really taken into account to assign the DA labels.

This makes the current DA independent from most of the previous DA in the

dialogue history, and looses an important source of information. In the tree of

Figure 3 we can see that the last node of the best hypothesis (in boldface and

marked by an arrow) calculates its probability based only on the two previous

nodes values (“don’t work”), ignoring previous DA.

In (Martı́nez-Hinarejos et al., 2009), we proposed a modification of the basic

search algorithm in which the probability of the different branches is not only

computed from the n-gram transducer itself, but from an n-gram of DA as well

(which acts as DA language model). Therefore, when expanding a branch of a

word wi with a DA uj , the new probability is computed using both the n-gram

transducer and the DA language model (a n-gram of degree m).

Consequently, the calculation of the probability for the child node as-

sociated to ei = wi@uj is changed. In this case, it is given by pP ·
Pr(ei|ei−n+1 . . . ei−1) · Pr(uj |uj−m+1 . . . uj−1). No change in the computa-

tion of the probability of the child node is produced when the output is empty

(i.e., ei = wi).

The expansion process in this new version can be seen in the tree of Fig-

ure 4. We can see that the probability of the last node of the best hypothesis is

calculated using the values of the two previous nodes (“don’t work”) and the
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two previous DA (“b %”). With this enhancement, the NGT model keeps infor-

mation on the DA history and is competitive with respect to the HMM-based

model, as the results in Section 5 will show.

In summary, the NGT model keeps information on the dialogue history (us-

ing the same n-gram of DA than the HMM-based model), but it only takes into

account the last n − 1 words of a segment to perform the assignment of DA.

Consequently, the number of events used to assign DA are lower than in the

case of HMM, but this makes it more robust to data sparseness. With respect

to the segmentation accuracy, the alignment-based nature of the NGT model

makes it more suitable to obtain a more accurate segmentation of the unseg-

mented turns.

However, this model presents a high spatial and temporal complexity with

respect to the HMM-based model: if the mean number of outputs for all words

is k, in the i-th level of the exploration tree we will have ki nodes on average.

As the exploration tree must be maintained until the last word of the dialogue

to retrieve the best path, this produces an exponential growth of the needed

time and space, even when beam search is applied.

Although this exponential complexity is not especially important in the an-

notation process (since it is an off-line process without real-time requirements),

a faster annotation process speeds up the construction of the global dialogue

system. Thus, it is convenient to obtain variations of NGT which keep the an-

notation accuracy with a lower complexity. Following this idea, we proposed

a modification of the search process in (Tamarit et al., 2009) which is based

on only allowing the expansion of n branches in each node. These n branches

correspond to those yielding the highest probabilities from the total number

of expansion branches. The implementation consists of expanding all possible

new branches but keeping only the n best in an auxiliary space and not link-

ing them to the parent node. After all the expansion, only the branches in the

auxiliary space (the n best branches derived from the parent node) are linked

to the parent node. With this process we reduce the expansion on the i level of

the tree to ni, and when n ≪ k, this provides an important reduction on space

and time. The results presented in Section 5 will show that this reduction does

not affect the quality of the results produced by the NGT model.

4. Corpora

In this section we present the features of the corpora we used to evaluate

the performance of the presented statistical models. In our case, we used two

corpora with very different features, in order to assess the robustness of the

models against different conditions and to obtain more reliable conclusions.

Table 1 summarises the main features between the two corpora used in the ex-

periments: the SwitchBoard corpus (Godfrey et al., 1992) and the DIHANA
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corpus (Benedı́ et al., 2006). The main difference between them is that DI-

HANA is a corpus with a clear semantic restriction, based on the definition of

scenarios and objectives to accomplish, whereas SwitchBoard does not present

a clear objective and the interactions present a broader semantic focus.

Table 1. Summary of the different features of the SwitchBoard and the DIHANA corpus. For

DIHANA, U means user turns and S system turns.

Corpus SwitchBoard DIHANA

Language English Spanish

Nature Human-human Human-computer

Number of dialogues 1,155 900

Number of turns 115,000 6,280 U + 9,133 S

Annotation scheme SWBD-DAMSL IF-DIHANA (3 and 2 levels)

Number of DA labels 42 248 (3 levels) / 72 (2 levels)

4.1 SwitchBoard Corpus

The SwitchBoard corpus (Godfrey et al., 1992) is a well-known corpus of

human-to-human telephone conversations in English. The conversations are

about general topics, with no clear task to accomplish. This corpus recorded

spontaneous speech, with frequent interruptions between the speakers, hesita-

tions, non-linguistic sounds (laugh, cough) and background noises. The tran-

scription of the corpus takes these phenomena into account, and it includes

special notation for the overlaps and different noises produced in the record-

ing.

The corpus consists of 1,155 conversations, with approximately 115,000

different turns with 16 words by turn on average. The amount of speech sig-

nal is about 95 hours. The vocabulary size is about 42,000 words. The dia-

logue annotation was performed using the SWBD-DAMSL scheme (Jurafsky

et al., 1997), a simplified version of the standard DAMSL annotation set (Core

and Allen, 1997). In the process, the dialogue turns were split into segments

and each segment was annotated with one of the 42 different labels of the

SWBD-DAMSL scheme. These labels represent several dialogue communica-

tive categories such as statement, question, backchannels, etc., and the cor-

responding subcategories (e.g., statement opinion/non-opinion, yes-no/open

question, etc.). An example of annotation is shown in Figure 5. The manual

labelling was performed by 8 different human labellers, with a Kappa value of

0.80 (Stolcke et al., 2000). After the annotation process there are 1.7 segments

per turn on average.

To simplify the experimental framework, we preprocessed the SwitchBoard

corpus to remove certain phenomena: interruptions and overlaps were erased
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Speaker Segment Transcription

Label

S1 S1-1 Yeah,

aa

S1-2 to get references and that,

sd

S1-3 so, but, uh,

%

S1-4 I don’t feel comfortable about leaving my kids in a

big day care centre, simply because there’s so many

kids and so many <sniffing> <throat clearing>
sd

S2 S2-1 I think she has problems with that, too.

sd

Figure 5. An example of annotated turns in the SwitchBoard corpus. The meaning of the

labels is statement-non-opinion (sd), uninterpretable (%) and agree/accept (aa).

(by joining the interrupted turns), all the words were transcribed to lowercase

and punctuation marks were separated from the words. This preprocess is rea-

sonable for the annotation of transcribed dialogues or for speech recognitions

that can provide punctuation marks (e.g., based on prosodic features), but for

most of the speech dialogues it should be changed, since punctuation marks

are not usually part of speech recognisers outputs.

4.2 DIHANA Corpus

The DIHANA corpus (Benedı́ et al., 2006) is a set of 900 task-oriented

human-computer dialogues in Spanish. The task is about railway information

for timetables, fares and services for long-distance trains in the Spanish terri-

tory. The corpus was acquired from conversations with 225 voluntary speakers

(153 male and 72 female), with small Spanish dialectal variants. The acqui-

sition was performed using the Wizard of Oz technique (Fraser and Gilbert,

1991), and it only had semantic restrictions (the objective of the interaction

was defined by mean of scenarios), but not lexical or syntactical restrictions.

The acquisition process resulted in 6,280 user turns and 9,133 system turns,

with a vocabulary of approximately 900 words and a final amount of speech

signal of about five and a half hours. On average, there are 15 words (9 for user

turns and 20 for system turns) and 1.5 segments per turn (without variations for

user and system). The dialogue annotation scheme was defined based on the

Interchange Format (IF) (Fukada et al., 1998), which defines labels with three
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different levels, called respectively speech act, concept and argument. The

adaptation for the DIHANA corpus represents the general purpose of the seg-

ment (first level), as well as more precise semantic information that is specific

to each task (second and third levels). The second level contains the repository

of information implicit in the segment (i.e., the set of data used or modified

according to the intention given by the first level). The third level represents

the specific data present in the segment.

All the dialogues were manually transcribed. These transcriptions were used

to annotate the corpus by means of a semiautomatic procedure (Alcácer et al.,

2005). Next, all the dialogues were manually corrected by human experts using

a very specific set of defined rules (Alcácer et al., 2005). The annotation of all

the dialogues was consistently revised by a single expert. Figure 6 shows a

sample of annotated dialogue (in English) from the DIHANA corpus.

The DA definition resulted in a set of 248 different 3-level labels (153 for

user turns and 95 for system turns) (Alcácer et al., 2005). Due to the high

specificity of the third level (which takes into account the specific data used or

provided in the segment), an alternative labelling using only the first two levels

is also considered in the experiments. In this 2-level case, there are 72 different

labels (45 for user and 27 for system).

In summary, the DIHANA corpus can be viewed as a medium-sized,

spontaneous-speech dialogue corpus involving a well-known task. Its features

show DIHANA as one of the first and largest task-oriented corpora in Spanish.

All the dialogues were transcribed and annotated. The DA annotation scheme

follows many of the principles used in other projects with a three-level struc-

ture that covers the general intention as well as more specific details of the

domain of the task.

To simplify the experimental framework, the DIHANA corpus was prepro-

cessed to reduce its complexity. In this case, as in the case of the SwitchBoard

corpus, all the words were transcribed to lowercase and punctuation marks

were separated from the words. Additionally, a categorisation of sequences

such as town names, dates, hours, etc. was performed, and the words were

speaker-labelled (U for user and S for system).

5. Experimental Results

We propose a set of experiments to compare the performance of the two

models introduced in Sections 2 and 3. The models were proved with the two

corpora described in Section 4, and the experiments were made using a cross-

validation approach 2. For both corpora, we present results for the annotation

using the unsegmented version of the dialogues. In both cases the weight pa-

rameter of the HMM-based model (which scales the influence of the DA lan-

guage model) was optimised for the whole cross-validation process. We only
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Speaker Segment Transcription

Level 1 Level 2 Level 3

S S1 Welcome to the railway information system.

How may I help you?

Opening Nil Nil

U U1 I want to know the departure times from Valencia

Question Departure-hour Origin

U2 to Madrid

Question Departure-hour Destination

U3 arriving on May the 15th of 2,004.

Question Departure-hour Day

S S2 Do you want to leave on Saturday, May the 15th

of 2,004?

Confirmation Day Day

U U4 Yes.

Acceptance Day Nil

S S3 Consulting times for trains from Valencia to Madrid

on Saturday, May 15th of 2,004.

Confirmation Departure-hour Destination, Day,

Origin

S4 Wait a moment, please.

Waiting Nil Nil

S5 There are several trains. The first one leaves at

7:45 and arrives at 11:14, and the last one leaves at

18:45 and arrives at 22:18.

Answer Departure-hour Arrival-hour,

Departure-hour,

Order-number,

Number-trains

S6 Do you need anything else?

Consult Nil Nil

U U5 Yes, I want to know the fare for the train leaving at 7:45.

Question Fare Departure-hour

S S7 That train in tourist class costs 35.50 euros.

Answer Fare Class, Fare

S8 Do you need anything else?

Consult Nil Nil

U U6 No, thank you.

Closing Nil Nil

S S9 Thanks for using this service. Have a nice day.

Closing Nil Nil

Figure 6. An example of an annotated dialogue in English from the DIHANA corpus. Nil

denotes the absence of information.
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Original annotated sentence

Yeah , (aa) to get references and that , (sd) so , but , uh , (%) I don’t feel comfortable about

leaving my kids in a big day care centre , simply because there’s so many kids and so

many <sniffing> <throat clearing> (sd)

Derived sequence for SegDAER measure

2-(aa) 8-(sd) 14-(%) 40-(sd)

Figure 7. An example of how to obtain the sequences used to calculate the SegDAER measure

from an annotated turn of the SwitchBoard corpus.

show the results for the best weight parameter. The Viterbi search in the NGT

model was a beam-search with a dynamic beam parameter.

In order to evaluate the models we compute the Segmentation DA Error Rate

(SegDAER). The SegDAER is an average edit distance between sequences de-

rived from the reference and the annotation result. In this case, the sequences

are a combination of the DA label and its position (segmentation). Figure 7

shows how the sequences to be compared are obtained: each DA label is joined

with the position of the last word of the corresponding segment, and these se-

quences of position-DA are compared using the edit distance. With SegDAER

we can evaluate at the same time the quality of the annotation and the seg-

mentation obtained. Although other evaluation metrics can be used (see (Ang

et al., 2005)), we consider this metric a good choice to evaluate the quality

of the techniques in the annotation and segmentation task. In all the experi-

ments, confidence intervals of 90% were calculated using bootstrapping with

10,000 repetitions using the method described in (Bisani and Ney, 2004). We

also measured the average seconds per dialogue required for each experiment.

We launched the experiments in an Intel Xeon E5420 machine at 2.5GHz with

14GB of RAM.

In Table 2 we show the SegDAER for the experiments with the SwitchBoard

and DIHANA corpora using the HMM-based model and the NGT model. The

results for the HMM-based model are considered as baseline results. For the

NGT model we include the results of the 3-gram and 4-gram, using a 3-gram

and a 4-gram as DA language model, for different values of n-limited expan-

sion (no limited, 3 and 5). In Table 3 we show the seconds per dialogue of

each experiment. Additional results on only annotation errors (DAER measure,

which only compares the DA sequences and not their positions) are presented

in Table 4.

The results for the SwitchBoard corpus show that NGT produces a quite

better annotation than the HMM-based model. In this case, the absolute Seg-

DAER gets reduced in more than an 11% when using the NGT model (with re-

spect to the SegDAER obtained with the HMM-based model, i.e., from 61.8%

to 50.3%). The limited search in NGT produces a reduction in the annotation

time that it affects in a low extent the accuracy of annotation. However, the
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Table 2. Annotation and segmentation error (SegDAER) of the SwitchBoard and DIHANA

corpora using the HMM-based and the NGT models. Confidence intervals are in all cases

lower than ±0.2 for the SwitchBoard corpus and lower than ±0.6 for the DIHANA corpus. The

table shows the results with different n-grams to estimate the DA language model. In boldface

the best result for each corpora and model.

SegDAER

Model DA N-gram n-limit SwitchBoard DIHANA 2 DIHANA 3

HMM
3 - 61.8 29.1 34.4

4 - 62.0 29.3 34.6

NGT-3g

3

No 51.0 9.1 18.7

3 50.4 9.5 19.2

5 50.3 9.1 18.8

4

No 51.5 9.0 19.4

3 50.5 9.4 19.8

5 50.4 9.2 19.4

NGT-4g

3

No 53.6 8.3 17.9

3 52.3 8.7 18.5

5 52.3 8.4 18.1

4

No 53.2 8.3 18.1

3 52.4 8.8 18.7

5 52.3 8.5 18.3

Table 3. Seconds per dialogue annotation of the SwitchBoard and DIHANA corpora using

the HMM-based and the NGT models. The table shows the results with different n-grams to

estimate the DA language model. In boldface the best result for each corpora and model.

Seconds/dialogue

Model DA N-gram N-best SwitchBoard DIHANA 2 DIHANA 3

HMM
3 - 3.1 1.1 20.0

4 - 5.1 1.8 27.6

NGT-3g

3

No 94.0 23.3 26.8

3 76.3 19.0 23.5

5 82.0 20.2 24.4

4

No 95.7 25.5 28.9

3 76.3 21.7 26.8

5 82.8 22.9 27.8

NGT-4g

3

No 114.5 26.5 30.4

3 95.5 23.0 27.8

5 103.8 24.3 28.7

4

No 116.5 28.9 32.9

3 95.8 25.8 30.9

5 104.1 26.9 32.1
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Table 4. Annotation error (DAER, comparing only DA labels of the sequences used to

compute SegDAER) of the SwitchBoard and DIHANA corpora using the HMM-based and the

NGT models. The table shows the results with different n-grams to estimate the DA language

model. In boldface the best result for each corpora and model.

DAER

Model DA N-gram n-limit SwitchBoard DIHANA 2 DIHANA 3

HMM
3 - 55.5 8.0 15.5

4 - 55.8 8.0 15.7

NGT-3g

3

No 47.3 8.6 18.2

3 46.6 9.0 18.7

5 46.5 8.7 18.3

4

No 47.8 8.6 18.9

3 46.7 8.9 19.3

5 46.6 8.7 18.9

NGT-4g

3

No 49.3 7.9 17.3

3 47.9 8.3 17.9

5 47.9 8.0 17.5

4

No 48.9 8.0 17.5

3 47.9 8.3 18.0

5 47.9 8.1 17.7

annotation time of NGT is really larger than that needed for the HMM-based

model. This is caused by the natural exponential complexity with respect to the

input length of the NGT technique, while the HMM-based model is linear with

respect to this length. In any case, the convenience of using NGT in annotation

is reinforced by the off-line nature of the corpus annotation task (i.e., there are

no “real-time” requirements), although it would be desirable a reduction of the

time to speed up even more the annotation process.

The results for the DIHANA corpus show that the NGT technique produces a

dramatical increase (even higher than in SwitchBoard) on the annotation accu-

racy with respect to that obtained with the HMM-based model. In this case, the

absolute SegDAER reduction is of a 21% in the 2-level version (from 29.1% to

8.3%) and of a 17% in the 3-level version (from 34.4% to 17.9%). Besides, as

it happened in SwitchBoard, the limited search of NGT produces a moderate

reduction of the annotation time, but it does not produce significant differences

in annotation accuracy between experiments. The experiments also show that

the HMM-based model obtains much better annotation times than NGT when

using the 2-level version of DIHANA (but in a lower degree than in Switch-

Board). However, for the 3-level version of DIHANA, NGT obtains similar

times to those of the HMM-based model. This is due to the dependency of

time cost of the HMM-based model on the number of HMM models, whereas
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in the NGT model complexity does not depend on the number of labels (it

depends only on the length of the dialogue).

6. Conclusions and Future Work

In this chapter we compared the performance of a more classical model for

dialogue annotation (the HMM-based model) against the new NGT model. The

presented results show that the NGT model produces a high increment in the

annotation accuracy with respect to that obtained by the HMM-based model.

These results were common to two different corpora of very different nature: in

the SwitchBoard corpus, an 11% of SegDAER reduction was achieved, while

in the DIHANA corpus, a 21% and 17% of reduction was obtained for the

2-level and 3-level label versions, respectively. The main drawback of the

NGT model is its high temporal complexity. Although the n-limited search in

NGT produces time improvements, for long dialogues (such as SwitchBoard

dialogues) and relatively small sets of DA labels (such as SwitchBoard or DI-

HANA 2-levels) the HMM-based model is one magnitude-order faster. This

situation changes when the number of DA labels increases (as the time re-

sults for DIHANA 3-levels show), where the NGT model becomes as faster

as the HMM-based model. However, since the nature of the dialogue annota-

tion process does not require a fast response, the NGT model seems the most

convenient technique for dialogue annotation.

The success of the NGT model in this task opens a broad variety of future

applications. In any case, a first aim would be improving the time complexity

of the NGT implementation used in these experiments, since a faster annota-

tion is always more desirable for improving the human annotator performance.

Some other improvements in the annotation application can be implemented to

enhance the human annotator activity. One of them is the definition of confi-

dence measures in the annotation, which can speed up the review of the draft

annotation by the human expert. Another interesting point is the implementa-

tion of an annotation interface that uses NGT in an incremental fashion, i.e.,

a first set of dialogues is annotated from scratch and these dialogues are used

to infer the models, which are used to automatically annotate a new set of dia-

logues that, after being corrected by the human expert, are added to the training

set to infer new annotation models that will be used in the next set of dialogues.

With respect to the selection of the partitions to be annotated, the use of active

learning would be interesting in order to improve the process, because some

subsets of dialogues could be more useful to infer the models than others.

Apart from the annotation of dialogues, one of the most interesting appli-

cation of NGT is its use as language model in a speech recogniser. This is of

particular interest in real dialogue systems, since the user input could be di-

rectly decoded into DA labels by using the NGT N-gram as language model.
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In this case, since the input is an only turn for each decoding, the time com-

plexity would be lower and real-time can be achieved. In any case, the use of

n-limited search can aid the objective of achieving real-time decoding of the

user input.
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Notes
1. GIATI is the acronym for Grammatical Inference and Alignments for Transducer Inference.

2. The NGT software and the preprocessed SwitchBoard corpus and its cross-validation partitions are

available at the web page http://users.dsic.upv.es/˜cmartine/research/resources.html.
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