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Foreword I

Recent advances in Intelligent Environments research give a glimpse into the fu-
ture of our planet and reveal exciting visions of smart everything – smart cities,
smart homes, smart workplaces, smart hotels, smart schools, and much more. Driven
by technological evolution offering low power many-things and wireless almost-
everything (e.g., IEEE 802.15.4 radio, wireless sensor networks, sensor platforms),
we could, in only a decade, envision and prototype impressive cyber-physical sys-
tems and applications. In most of these systems, the goal has been clear and con-
vincing, and the technology proved to be promising and exciting.

But prototyping is only a beginning, and much remains to be innovated and done
before such Intelligent Environments (IE) become common places. Many research
disciplines must collaborate among and within themselves, including domain ex-
perts (of the particular environment, e.g., gerontologist for assisted living spaces),
behaviour scientists, engineers, computer scientists, to mention just a few. Collabo-
ration within the computer science and engineering discipline is key to the success
of IE. Systems support and middleware are essential foundation to building any sys-
tems – IE are no exception. Software engineering is urgently needed to understand
and support the full life-cycle of IE. New programming models are also needed for
developing safe and adaptive applications and services. New notions of trust must
be formulated and supported to ensure symbiotic relationship between the users
and their environments. Understanding human computer interaction is crucial and
in some environments, affecting persuasion is of paramount importance. But this
is not all. Without machine learning and computational intelligence techniques, the
potential utility and “ceiling of goals” of IE would be severely limited.

“Next Generation Intelligent Environments” provides an excellent compendium
of collaborative research efforts in support of ambient ecologies orchestrated within
a mega project funded by the European Community – The Adaptive and TRusted
Ambient eCOlogies (ATRACO).

The book goes beyond prototypes and addresses the fundamental generalities
and necessary ecologies that can lead to better design, development, operation and
adaptation of IE. The book covers many important areas of collaborative research
within computer science and engineering, including system support and middle-
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vi Foreword I

ware, applied knowledge and ontology, user interactions, artificial intelligence, user
experience and much more. The coverage is unique in that all chapters are inter-
related and aligned, showing key dependencies and themes. One overarching theme
is adaptation that appears in many chapters addressing the environment itself as well
as the user and their interactions.

It is gratifying to finally see a book contributed to the IE research community that
brings unprecedented depth in the treatment of such delicately interdependent topics
that make up the core areas of IE. It is a timely and a much needed contribution that
will help shape the curricula in emerging smart systems specialities and programs
around the world.

Gainesville (USA), February 2011 Sumi Helal



Foreword II

Technological advances have been shaping our world for centuries. The believe that
technology is beneficial to human kind has deep roots in our societies, since initial
technological developments were closely linked to survival conditions like hunting
and building. Nowadays technology is around us everywhere and the lives of most
of humanity have become closely intertwined with more or less intensity.

Many western societies are at this point in history investing on technology that
can pervade all levels of daily life to assist humans in their activities, whether this
is at home, at the office, at school or shopping. The idea is that there is technology
already available that can help identifying some situations where humans need help
and also to deliver some of that assistance, in a more or less automated way. This
has led to the idea that we can create “Intelligent Environments” which can actively
pursue benefits for the humans who inhabits those environments.

This is no trivial enterprise. Technology can fail. Humans are complex beings.
We live in a dynamic world and situations can change substantially in short periods
of time. The engineering of such systems require the careful blending of cutting
edge technology and expertise. Previous advances in Computer Science, Engineer-
ing, Architecture, Social Sciences and other areas are supporting the development
of a new generation of technological developments which are aiming at helping you
wherever you are. So far humans have to invest substantial effort to understand how
to interact with a computer and benefit from it. This technology aims at bringing
benefits to human without demaning a specific technological expertise from the hu-
man.

The advances provided by the ATRACO project are a good example of a well
rounded solution which provides a dynamic middleware and adaptive networking
architecture which can facilitates the creation of Intelligent Environments making
available a dynamic range of services. Intelligent adaptation of the environment and
flexible interaction with humans complete a technological solution which adapts
to context and situations to be most useful. Another important contribution of this
project is that these technological advances are designed with ethical principles in
mind.

vii
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Surely this will not be the last word in the area. Humans seem to have developed
an insatiable appetite for technological developments that can potentially make their
lives easier. Whether you just become interested on doing serious work in this area
or you want to keep yourself updated in the latest developments that help you to
design the world of tomorrow this book is a good place to start to get engaged with
this development which can shape our world.

Jordanstown (UK), February 2011 Juan Carlos Augusto



Preface

This book is based on the work that has been conducted within the ATRACO
(Adaptive and TRusted Ambient eCOlogies) project1 as part of the European Com-
munity’s 7th Framework Programme (FP7/2007-2013) under grant agreement n◦

216837. The aim of ATRACO project is to contribute to the realization of trusted
ambient ecologies. Interactive appliances, collaborative devices, and context aware
artefacts, as well as models, services, software components are parts of ambient
ecologies. A context-aware artefact, appliance or device uses sensors to perceive its
context of operation and applies an ontology to interpret this context. It also uses
internal trust models and fuzzy decision making mechanisms to adapt its operation
to changing context. Finally, it employs adaptive dialogue models to communicate
its state and interact with people.

Ambient ecologies form the infrastructure that supports user activities. In AT-
RACO, each activity is modelled as a “bubble” using finite resources to achieve
the goals of its owner and having clearly marked borders, which realize the privacy
requirements. The user tasks that compose an activity are supported by an ad-hoc
orchestration of ubiquitous computing services, which are manifested via an ecol-
ogy of smart artefacts. The bubble adapts to different contexts by re-negotiating its
borders, adopting suitable interaction modes and employing resource management
models. In ATRACO, adaptation will be researched in terms of artefact operation,
ecology composition, network election and man-machine interaction with respect to
user context and behaviour.

The book edition consists of eight chapters each covering a detailed look on a
specific scientific area within the field of Intelligent Environments. The first chap-
ter describes a middleware architecture that has been developed for the ATRACO
prototype. The second chapter deals with the networking aspects, which are crucial
within the context of ambient intelligent systems. The third chapter provides a de-
tailed insight into on the theoretical and the practical approaches to ontology-based
knowledge management. Chapter 4 presents one of the most important adaptation
mechanism used within ATRACO realized as advanced fuzzy mechanism. Chal-

1 http://www.uni-ulm.de/in/atraco
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lenges and novel approaches to adaptive user interaction between users and Intel-
ligent Environments are discussed in Chapter 5. Planning and artificial intelligence
is the main matter of the sixth chapter. Since privacy and trust issues are especially
pertinent to ambient systems and computer-based systems that are used in our daily
lives we have dedicated the Chapter 7 to this topic. The edition concludes with
the evaluation methods and results of the social evaluation that has been conducted
within the framework of the ATRACO project.

We are convinced that computer scientists, engineers, and others who work in the
area of Ambient Environments, no matter if in academia or in industry, may find the
edition interesting and useful to their own work. Graduate students and PhD students
specialising in the area of Intelligent Environments more generally, or focusing on
issues related to the specific chapters in particular, may also use this book to get
a concrete idea of how far research is today in the area and of some of the major
issues to consider when developing Intelligent Environments in practice. We would
like to express our sincere gratitude to all those who helped us in preparing this
book. Especially we would like to thank all reviewers who through their valuable
comments and criticism helped improve the quality of the individual chapters as
well as the entire book.

Ulm (Germany), Tobias Heinroth

June 2011 Wolfgang Minker
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Chapter 1

A Middleware Architecture for Ambient
Adaptive Systems

C. Goumopoulos

Abstract Ambient adaptive systems have to use mechanisms to regulate themselves
and change their structure in order to operate efficiently within dynamic ubiquitous
computing environments. First of all we outline a survey on existing middleware
solutions for building ambient adaptive systems. After, discussing the limitations
of the existing approaches, we present our propositions for a middleware architec-
ture to support dynamic adaptation within ambient environments. Our approach is
based on the Service-Oriented Architecture (SOA) paradigm which can be consid-
ered as an evolution of the component-based design paradigm. The aim is to use
component interfaces for the identification and automated connection of compo-
nents acting as service providers/consumers. The proposed middleware provides a
solution that supports the adaptation of applications at the structural level, where the
structure of the application can change through dynamic service composition. We
call this adaptation ‘polymorphism’ in analogy with the synonymous term found in
the object-oriented programming paradigm. Besides SOA, we use a set of intelli-
gent agents to support adaptive workflow management and task realization based
on a dynamically composed ontology of the properties, services and state of the
environment resources. An experimental prototype is provided in order to test the
middleware developed.

1.1 Introduction

Intelligent environments (IE), like smart homes, offices and public spaces, are fea-
tured with a large number of devices and services that help users in performing effi-
ciently various kinds of tasks. Combining existing services in pervasive computing
environments to create new distributed applications can be facilitated by middleware
architectures, but this should accomodate special design considerations, including
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context awareness, adaptation management, device heterogeneity, and user empow-
erment [6].

Traditional middleware, such as Remote Procedure Calls [4], OMG CORBA
[11], Java Remote Method Invocation (RMI) [44] and Microsoft Distributed Com-
ponent Object Model (DCOM) [20] facilitate the development of distributed appli-
cations and help to resolve problems such as tackling the complexity of program-
ming inter-process communication and the need to support services across heteroge-
neous platforms. However, traditional middleware is limited in its ability to support
adaptation.

Ambient adaptive systems which are a special category of distributed systems
operate in a dynamic environment. The dynamicity of the environment may relate
with evolving user requirements and varying execution context due to the diversity
of available devices, user preferences and services. Consequently there is a need
for both applications and infrastructure to be designed for change. The evolution of
user requirements calls for system evolution. The dynamic execution environment
calls for dynamic adaptation. In order to allow evolution, the internal structure of
the system must be made open in order to support proactive and reactive system
reconfiguration.

In this work, we present firstly a survey of the state-of-the-art on existing middle-
ware solutions for building adaptive ambient systems. After, discussing the limita-
tions of the existing approaches, we present our propositions for middleware archi-
tecture to support dynamic adaptation within ambient environments. Our approach
uses the service-oriented architecture paradigm coupled with agents and ontolo-
gies. The aim is to use component interfaces for the identification and automated
connection of components acting as service providers/consumers. The proposed
middleware provides a solution that supports the adaptation of applications at the
structural level, where the structure of the application can change through dynamic
service binding. Behavioural adaptation, not examined here, is also possible when
the application logic is changed as a result of learning. An experimental prototype
is provided in order to test the middleware developed.

1.2 Related Work

Three key paradigms that can be used to build adaptive systems are computational
reflection, Aspect-Oriented Programming (AOP) and service oriented architectures.
Researchers have also explored the possibility to combine different paradigms such
as AOP and reflection in middleware systems to increase support for the develop-
ment of dynamic distributed systems [19]. In the following we examine how each
one of these paradigms can support the development of adaptive systems.
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1.2.1 Reflective Middleware

In principle computational reflection allows a program to observe and modify its
own structure and behavior at runtime, by providing a self-representation that can
be accessed and changed by the program [31]. More importantly, these changes
must be causally reflected to the actual computations performed by the program.
In particular, the architecture of reflective systems follows a kind of “white-box”
approach that provides comprehensive access in the internal details of a system al-
lowing dealing with highly dynamic environments, for which run time adaptation
is required. This is conceptually contrary to the encapsulation principle in objec-
toriented programming followed by traditional middleware that adopt the remote
object model. The reflection technique was used initially in the domain of program-
ming languages as a means to help designing more open and extensible languages.
The reflection is applied also in other domains including operating systems and dis-
tributed systems. Recently, reflection has been also applied in middleware, which
needs to adapt its behavior to changing requirements when operating in a dynamic
environment [27]. The dynamic modification of the middleware implementation al-
lows for the adaptation of the behavior of distributed applications that are based on
this middleware. Typically, reflective middleware provides adaptation of behavior
of distributed applications in terms of non-functional requirements such as QoS,
security, performance and fault tolerance.

A reflective system is organized into two levels called base-level and meta-level.
The former represents the basic functionality of the system. The latter models the
structural and computational aspects of the base level in order to observe or modify
the behavior of the objects that exist in the base level, assuming an object-oriented
system. The reflective approach supports the inspection and the adaptation of the
underlying implementation (base-level) in run-time. A reflective system provides a
meta-object protocol (MOP) in order to determine the services that are available in
meta-level and their relationship to the base-level objects[26]. The meta-level can
be accessed via a process called reification. Reification is the disclosure of certain
hidden aspects of the internal representation of the system in terms of programming
entities that can be manipulated at runtime. The “opening of” implementation offers
a simple mechanism in order to interpose some behavior (e.g., add a method in an
object, save the state of the object, check security issues, etc.) with a view to watch
or alter the internal behavior of the system.

Reflection enables an application to adjust its behaviour based on a reflective
middleware that allows inspecting and adapting its own behavior according to ap-
plication’s needs. Figure 1.1 shows schematically a simple example of this situa-
tion. A meta-object (mObj) has been defined at the meta-level and is associated
through MOP to a base-level object (Obj) belonging to some middleware imple-
mentation. An application calls a method of the middleware (Obj.Method())
which is reified through MOP and a defined object with a specified reference
(ref). This object is passed to the associated meta-object that executes a method
(mObj.mMethod(ref)). This method executes a logic specified by the MOP in-
terface and then passes control to the original method through a reflection method
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(base_Method(ref)). The meta-object receives the results, performs any post-
processing specified by the MOP and returns to the calling application.

ogvcNgxgn
oQdl

OQR
*Tgkhkecvkqp+

dcugNgxgn
Qdl

OQR
*Tghngevkqp+

Crr

3<"Qdl0Ogvjqf*+
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5<"dcugaOgvjqf*tgh+
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7<"tgvwtp"

8<"tgvwtp"

Fig. 1.1 An application calling a method in a reflective middleware.

A category of reflective systems support a higher level reflection in the sense that
they can add or remove methods from the objects and classes dynamically and even
change the class of an object in run-time. The practical result is to be able to restrict
the size of middleware with a minimal total of operations that can run in devices with
limited resources. On the contrary, other systems are focused in simpler reflective
forms in order to achieve a better performance. Their reflective mechanisms are not
part of the normal flow of control and are only called when needed.

Middleware systems that integrate reflection in their architecture have been de-
veloped as research prototypes. In the following we cite a few examples of reflective
middleware. A number of early systems such as FlexiNet [22], OpenCorba [30], dy-
namicTAO [28] and OpenORB [5] were based on CORBA and targeted flexibility
and dynamic reconfigurability of Object Request Broker (ORB). However, these
systems suffered from the heavy computational load imposed by CORBA. Capra et
al in [7] discuss CARISMA, which uses reflection to support dynamic adaptation
of middleware behaviour to changes in context (e.g., adapting a streaming encoder
binding in variable QoS conditions) and ReMMoC, which uses reflection to han-
dle heterogeneity requirements imposed by both applications and underlying de-
vice platforms. Both approaches target a minimal reflective middleware for mobile
devices where pluggable components can be used by developers to specialize the
middleware to suit different devices and environments, thus solving heterogeneity
issues. QuA middleware explores the principle of mirror-based reflection to design
a reflective API according to the programming abstractions defined by a language
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[14]. In the QuA middleware approach a mirror can be defined to reflect a service, in
terms of middleware abstractions like type, interface, service and binding, without
being dependent the running instances.

Even though reflection is a powerful mechanism to construct adaptive systems
there are still issues that need to be understood and solved. The performance of re-
flective middleware is a matter that is open for further research. The majority of
reflective systems impose a rather heavy workload that would cause significant per-
formance deterioration in devices with limited resources and there is always a trade-
off issue between performance and scope of adaptability. Another issue that needs
to be addressed is dynamically tuning the scope of changes when reconfiguring the
system based on adaptation semantic information.

1.2.2 Aspect Oriented Programming

Aspect-Oriented Programming (AOP) [24] is a software development paradigm
that emphasizes decomposition of complex programs in terms of intervened cross-
cutting aspects, such as QoS, security, persistence, fault-tolerance, logging and re-
source utilization. This is different from other programming paradigms which em-
phasize functional decomposition breaking a problem into units like procedures,
objects and modules. For instance, object-oriented programming uses inheritance
hierarchies to abstract commonalities among classes, however global aspects (affect
many classes) are implemented in an ad-hoc manner and become tightly intermixed
with classes, which makes changes to the program difficult and error prone. On
the other hand, AOP supports the concept of separation of concerns to counter this
problem. AOP defines the methods and tools to separate cross-cutting aspects dur-
ing development time. The source program consists of modules that deal with the
different aspects that are described independently. All these modules are integrated
during compile (statically) or run time (dynamically) to form a global application
with new behaviour using a composition tool called aspect weaver.

AOP combines principles of object-oriented programming and computational re-
flection discussed in the previous section. AOP languages have functionality similar
to, but more restricted than meta-object protocols and use a few key concepts: join

points, point cuts, and advices. A join point is a place, in the source code of the pro-
gram, where aspect-related code can be inserted. A join point needs to be address-
able and understandable by an ordinary programmer to be useful. It should also be
stable across typical program changes in order for an aspect to be stable across such
changes. Aspect weaving relies on the concept of point cut, i.e. the specification of a
set of join points according to a given criterion, and advice, i.e. the definition of the
interaction of the inserted code with the base program. An advice specifies whether
the inserted code should be executed before, after, or in replacement for the opera-
tions located at the point cuts. Two Java based composition tools that implement the
AOP paradigm are AspectJ [25] and JAC [34].
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AOP benefits outlined above are important to adaptive middleware. Such ap-
proach enables the separation of middleware cross-cutting concerns (e.g., security,
logging) at development time and later at compile or run time, where these con-
cerns can be selectively woven into application code. Using AOP, tailored versions
of middleware can be generated for application-specific domains. In the following
we cite a few examples of adaptive middleware developed based on AOP principles.
Yang et al in [45] proposes a systematic approach for preparing an existing pro-
gram for adaptation and defining dynamic adaptations. The approach uses a static
AOP weaver at compile time and reflection during run time. This basic scheme has
been followed by others researchers also. Frei et al in [13] present an architecture
supporting dynamic AOP that establishes an event infrastructure to extend existing
application’s behavior at runtime. When the application extension is activated, the
dynamic AOP platform inserts an AOP aspect into the AOP platform which inter-
cepts the application’s execution and monitors its progress. Whenever the applica-
tion reaches selected points in the execution, the AOP platform redirects the execu-
tion to the appropriate application extension. The memory footprint of the platform
is however quite heavy (1MB) to run on resource-constrained devices. Similarly,
Maciel da Costa et al in [9] discuss an adaptive middleware architecture, based on
aspects, which can be used to develop adaptive mobile applications. A mail server
prototype was implemented based on Web Services, Java and AspectJ technologies
to evaluate the architecture regarding operation adaptation depending on resource
utilization (e.g., power consumption).

AOP has advantages, such as separation of cross-cutting concerns, but presents
also difficulties. Programming in terms of aspects requires much more than just
identifying the different aspects of concern. It requires being able to express those
aspects of concern in a way that is precise and that makes the relations among the
aspects of concern precise. This is what enables the aspect weaver to work, and is
also what makes possible reasoning about the code or debugging the code. Another
important problem related to AOP is the composition of aspects. For instance, if
different pieces of aspect-related code are inserted at the same join point, the order
of insertion may be relevant if the corresponding aspects are not independent. Such
issues cannot usually be settled by the weaver and call for additional specification.
Finally, most AOP approaches do not support adequate point cut descriptions to
capture join points based on context data and business-level semantics.

1.2.3 Service-Oriented Architecture

The Service Oriented Architecture (SOA) paradigm has been envisioned as an evo-
lution of the component-based engineering paradigm centered on the concept of
service [12]. This can be applied in the design of distributed applications that are
seen as a composition of services. In addition, the service concept can be applied
recursively, since a system component can provide a service, but simultaneously it
can encapsulate a composition of services from its service requestors.
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In an SOA environment, resources on a network are made available as inde-
pendent services that can be accessed without knowledge of their underlying plat-
form implementation. A provided service is usually embodied in a set of interfaces,
each of which represents an aspect of the service. In general this set contains the
operations that a service supports, and some information on how to access these
operations. Service interfaces can be published in registries, which also provide ser-
vices themselves (publish and discovery services), allowing the potential service
requestors to discover and access these services (Figure 1.2).

Service

Directory

Service

Consumer

Service

Provider

Registers

Invokes

Finds

Service 

Requestor

Service 

Broker

SOAP
Service 

Provider

WSDL WSDL

UDDI

SOA Model

implemented with

Web Services

Technologies

Fig. 1.2 SOA conceptual model.

The independent deployment of services enables late binding which is essential
for adaptive systems. Late binding provides the opportunity for dynamic composi-
tion of services or for swapping two compatible services at run time through a well
defined interface. In the SOA paradigm, we can view two abstraction levels of the
service concept. Elementary services are basic functionalities, usually provided by
resources (e.g., devices) in an AmI environment. Composite services assemble a set
of functionalities in relation to user tasks, and thus are closer to user actual goals.
Service composition has widely been addressed in the Web Service field. Existing
composition frameworks [8] enable expressing and enacting complex service com-
positions. However, they rely on explicitly named services, which are not discovered
dynamically. On the contrary, the Semantic Web Services (SWS) approach [32] is
a step toward dynamic service discovery and composition [40], [10], where intelli-
gent systems try to build composite services from abstract user requirements with or
without manual selection of services. SWS leverage knowledge representation tech-
niques, with ontologies describing a domain in a formal manner, and AI planning
methods to make composition systems more autonomous.

Although, Web Services are a key implementation technology of the SOA
paradigm, the main standards defined to implement the SOA paradigm (i.e., WSDL,
UDDI, SOAP) emphasize interoperability rather than the capability to accommodate
seamless changes at runtime. Frameworks based on ontologies, such as METEOR-S
[42], also lack flexible mechanisms for the distribution of information about services
as they require the adoption of shared ontologies that impose the distribution pol-
icy. Regarding composition, Business Process Execution Language (BPEL) is the
de-facto standard [1]. It takes a workflow-oriented approach to the coordination of
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cooperating services and provides a good solution for the design-time composition
of heterogeneous components wrapped as WSDL services. However, runtime iden-
tification of partner services is not addressed and thus the degree of dynamism and
flexibility is limited.

1.2.4 Overview

Based on the above discussion we give in the following table an overview of the rel-
ative advantages/shortcomings of the three middleware design paradigms regarding
their support to the development of adaptive systems.

Table 1.1 Pros and cons of the three middleware design paradigms.

Paradigm Pros Cons
Reflective Mid-

dleware

• a system can modify its structure and
behavior at runtime
• achieves variable system size to suit
different devices and environments
• changes made to the self-
representation are immediately mir-
rored in the underlying system’s ac-
tual state and behavior (causally con-
nected)

• conceptually contrary to the encap-
sulation principle
• usually heavy computational load
and low performance
• dynamically tuning the scope of
changes based on adaptation semantic
information is still an open issue

Aspect Ori-

ented Program-

ming

• supports the concept of separation of
concerns
• separates cross-cutting aspects dur-
ing development time (e.g., security,
logging)
• combines principles of object-
oriented programming and compu-
tational reflection

• may give large memory footprint
• programming in terms of aspects is
not easy
• the order of insertion may be rele-
vant if the corresponding aspects are
not independent (composition of as-
pects)
• does not support adequate point cut
descriptions to capture join points
based on context data and business-
level semantics

Service-

Oriented Ar-

chitecture

• modular design appropriate for adap-
tation and reconfiguration
• late binding of services
• composite services can be defined
from simple ones
• main standards defined to implement
SOA provide support for interoperabil-
ity

• automatic service composition is not
trivial
• main standards defined to implement
SOA provide limited capability to
accommodate seamless changes at
runtime
• limited degree of dynamism and
flexibility

In this work, we describe an approach based on the SOA paradigm. Besides SOA
a novel mechanism is proposed to achieve different kinds of adaptation centered
upon the management of knowledge, which is encoded in multi-layered ontologies,
which are used by intelligent agents.
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1.3 ATRACO Architecture

Ambient Intelligence (AmI) is a paradigm that puts forward the criteria for the de-
sign of the next generation of UbiComp environments [37]. In this context we have
introduced the Ambient Ecology (AE) metaphor to conceptualize a space populated
by connected devices and services that are interrelated with each other, the environ-
ment and the people, supporting the users’ everyday activities in a meaningful way
[16].

In the context of the EU funded R&D project ATRACO [18] we aim to extend
the AE concept by developing a conceptual framework and a system architecture
that will support the realization of adaptive and trusted AEs which are assembled
to support user goals in the form of Activity Spheres (ASs). Our approach is based
on a number of well established engineering principles, such as the distribution
of control and the separation of service interfaces from the service implementation,
adopting a SOA model combined with intelligent agents and ontologies. Agents sup-
port adaptive planning, task realization and enhanced human-machine interaction
while ontologies provide knowledge representation, management of heterogeneity,
semantically rich resource discovery and adaptation. ATRACO ASs are dynamic
compositions of distributed, loosely-coupled and highly cohesive components that
operate in dynamic environments.

Therefore the architecture and the system we propose operate in an AmI envi-
ronment, which is populated with people and an AE of devices and services. Our
basic assumption is that the AE components are all autonomous, in the sense that (a)
they have internal models of their properties, capabilities, goals and functions, and
(b) these models are proprietary and “closed”, that is, (i) they are not expressed in
some standard format and (ii) they can only be changed by the owner components.
However, each component can be queried and will respond using a standardized
protocol.

1.3.1 ATRACO World Model

The concepts discussed below constitute a critical subset of the ATRACO concep-
tual framework defined for building AmI applications.

The basic terms and concepts of the ATRACO world model are encoded in the
ATRACO Upper Level Ontology (ULO). In general, ontology is used as the means
to share information among heterogeneous parties in a way that is commonly un-
derstood [21]. An ontology is a network of concepts and entities, which can be
associated with different types of relations (the most common being the hierarchi-
cal association, or is-a relation). More concrete (or domain) ontologies contain also
instances of these entities with specific properties and values. More powerful on-
tologies contain constraints and rules that cause inferences for the entities. Figure
1.3 illustrates in UML representation the AS domain model which is also encoded
as ontology in the ATRACO ULO.
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Table 1.2 ATRACO main concepts and corresponding descriptions.

Concept Description

Ambient Ecol-

ogy (AE)

The set of heterogeneous artefacts with different capabilities and provided ser-
vices that reside within an Intelligent Environment (IE).

Activity

Sphere (AS)

It is formed to support an actor’ specific goal. An AS represents both the model
and the realization of the set of information, knowledge, services and other
resources required to achieve an individual goal within an IE. The concept
of AS is a “digitization” of the concept of “bubble” used by the psychologist
Robert Sommer [39] to describe a temporary defined space that can limit the
information coming into and leaving it.

Intelligent

Environment

(IE)

A territory that has both physical properties and offers digital services. It is the
container of AE. ASs are instantiated in an IE using the resources provided by
its AE.

Artefact A tangible object which bears digitally expressed properties; usually it is an
object or device augmented with sensors, actuators, processing, networking
unit etc. or a computational device that already has embedded some of the
required hardware components.

Actor Any member of AE capable of setting and attaining goals by realizing activi-
ties. Within the AE actors are users or agents.

Goal Each actor may have its own set of goals and plans to achieve them. A goal is
described as a set of abstract tasks, which is described with a task model.

Task Model It may be abstract or concrete. An abstract task model describes what should
be done, without details of how it should be done or by the use of what kind
of modality; these are described in the corresponding concrete model. The
abstract task model may also contain several decomposition rules modelled as
a set of subtasks.

Local Ontol-

ogy (LO)

Each member of the AE stores locally descriptions of its properties, services
and capabilities. It is a sub-class of the class Ontology.

Sphere Ontol-

ogy (SO)

The SO results from the LO of those AE members that are required to achieve
the AS’s goal based on the resolution of its task model. Apart from device and
service ontologies, it may contain user profiles, agent rule bases and policies.
It is another sub-class of the class Ontology.

Agent A software module (is a kind of actor) capable of pursuing and realizing plans
in order to achieve specific goals based on tasks. It includes three types of
agents: Task Agent (e.g., Fuzzy systems based Task Agent or FTA), who ma-
nipulates sensors and actuators in order to realize specific tasks; Planning

Agent (PA), who resolves an abstract task hierarchy into concrete tasks using
the resources of the AE; and Interaction Agent (IA), who manages user-system
interaction using a mixed-initiative dialogue model.

User The actor that uses the available services and devices in order to perform a task.
When a user performs a task, this can be subdivided into different activities.
Users use devices, which provide them with services. Devices run these ser-
vices in a physical environment (context). Users use these services according
to personal conditions (user profile) and within a physical context.

Aim It is attributed to a user; it is decomposed into a set of interrelated goals, which
are distributed to the components of the AS.

Policy Actors specify high-level rules for granting and revoking the access rights to
and from different services. Examples of policy ontologies are privacy policy
ontology, interaction ontology and conflict resolution policy ontology.

Service The entity which describes the service offered by a device.
Device The entity that has physical/digital properties and offers a specific service.
Resource A resource can be the space, an entity, or a component, such as managers (e.g.

Ontology Manager, Sphere Manager) or other basic components.
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Fig. 1.3 Activity Sphere domain model (part of ATRACO ULO).

1.3.2 System Requirements

For the requirement analysis and design of the ATRACO architecture we followed a
process where initially application scenarios were defined and application require-
ments from a user perspective were identified. In addition as a separate process we
defined high-level requirements on system perspective. Then initial requirements
were used as input for a process of abstraction that allowed identifying a set of chal-
lenges that the architecture has to address, in order to frame further design [18].
These challenges are organized in the following categories:

Challenge 1: Assemble/Dissolve The first challenge has naturally to do with the
formation and the dissolution of ATRACO applications (ASs). ASs encapsulate
the Ambient Ecology resources that are necessary to serve the goal for which
the AS has been created. ATRACO supports adaptation and trust requirements of
ASs by integrating into the AS services of the system components that develops.

Challenge 2: Adaptability Adaptability implies that an AS should attempt to
continuously provide expected behaviour by adapting to unexpected conditions
such as changes to the resources constituting the system or changes in the behav-
ior of the user.
To this effect, the ATRACO system components are defined that adapt task-based
usage of the sphere to the changing user behaviour, environment conditions and
context. ATRACO implements mechanisms that support adaptability in several
forms:

• activity sphere adaptation, in terms of structural adaptation: the persistent
achievement of the goal when changes on the type or cardinality of the avail-
able resources occur

• behavioural adaptation, where the application logic is changed as a result of
changes in the user and/or device behavior. This category is specialized as
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– artefact adaptation (the system examines how an artefact can adapt its
model of operation in reaction to changes in the device characteristics e.g.,
handling a partial failure of a heater) and

– user behaviour model adaptation (an agent will learn and adapt its rule
base to face the changes in the user desires and preferences by monitoring
the user actions e.g., the user decides to read in bed, therefore requires her
bedside lamp to be on instead of her reading light).

• user interaction adaptation specifies adaptation interacting with the user using
different devices/modalities depending on available resources, environment
characteristics, tasks and user profile.

• network adaptation to allow the uniform and transparent access to devices
and services present in the networked environment supporting the realization
of activity spheres across a mixture of heterogeneous networks.

Challenge 3: Semantic heterogeneity A basic assumption is that an AmI space
is available to host an ambient ecology and devices and services are inherently
heterogeneous and contain heterogeneous descriptions of their capabilities and
services in the form of local ontologies. Thus, in order to achieve collaboration
among them, firstly one has to deal with these forms of heterogeneity. However,
the issue raised by the heterogeneity of ontologies and how to achieve seman-
tic interoperability between systems using different ontologies is a challenge. In
ATRACO, the approach that is followed in order to address this challenge is to
research, develop and test theories of ontology alignment to achieve task-based
semantic integration of heterogeneous devices and services.
To this effect, a Sphere Ontology is defined and an Ontology Manager adminis-
trates its use by performing ontology updating, ontology querying and ontology
matching services.

Challenge 4: Trustworthiness The interactions in the activity sphere should be
trustworthy. The ambient ecology will behave in a dependable manner and will
not adversely affect information, other components of the system or people.
To this effect, policies and rules are defined in the ontology and mechanisms
are defined for the management of the identity of service requestors and service
providers as well as access control on services and context information.

Summarizing the above discussion, ATRACO architecture should provide:

• support for realizing user goals (activity spheres), by resolving abstract tasks to
a workflow of concrete tasks;

• support for executing workflows by applying service composition and control
policies in the form of rules (obligation policies);

• support for establishment and management of associations between service
clients and service providers (as described in task workflows);

• support for maintaining the sphere ontology which contains the contextual knowl-
edge necessary to realize the concrete tasks;

• support for ontology alignment and lookup;
• support for adaptation of the given tasks according to the user desires and be-

haviour (personalization and learning over-time);
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• support for use of heterogeneous network capabilities for communication (net-
work adaptation);

• support for discovery of services, devices, networks and resources;
• support for usage of services offered within ATRACO infrastructure or by third

parties (e.g., external Web Services);
• support for privacy enforcement and access control through policies;
• support for the possibility of adapting the user interaction depending on available

interactive devices and objects;
• support for management of user profiles and preferences;
• support for gathering, processing and distribution of context information;

In the next section we outline the ATRACO system design that accommodate the
system requirements and then we discuss in more detail the service composition
framework for deploying adaptive workflows in IEs to achieve structural adaptation
of ATRACO applications, which is the focus of this presentation.

1.3.3 System Design

In ATRACO, we propose a combination of the SOA model with agents and ontolo-
gies (Figure 1.4). We adopt SOA both at the resource level to integrate resources,
such as devices, sensors and context in applications and at the system level to com-
bine ATRACO services that provide adaptation and trust features into applications.
ATRACO aims to empower users with the ability to interact in environments with
many resources such as devices (UPnP devices), web-services, content (music/video
file, contacts) and applications (e.g., media player) using adaptive user interfaces.
The functionality in these environments is exposed as semantically rich services
which an actor (either a user or an agent) can discover and then compose to form
ATRACO Activity Spheres.

Each service is associated with at least one semantic description which shields
the actor from the complexity of the Resource Layer realization and makes it easy
for the actor to employ these services in accomplishing interesting and useful tasks.
Figure 1.4 shows a conceptual layered view of the ATRACO architecture. The AT-
RACO infrastructure consists of SOA services. On the one hand, these context-
aware services are built on “Core distributed middleware” and rely on “‘Network
and resources” layer. On the other hand, the ATRACO infrastructure supports basic
services such as context management and reasoning, communication management,
user profiling and service (discovery), as well as adaptation and privacy services that
form the basis for ATRACO systems (i.e., ASs).

The ATRACO architecture consists of ontologies, active entities, passive entities,
and the user who as the occupant of the IE is at the centre of each AS. Active entities
are agents and managers. The role of the ATRACO agents is to provide task plan-
ning (Planning Agent or PA), adaptive task realization (Fuzzy systems based Task
Agent or FTA) and adaptive human-machine interaction (Interaction Agent or IA).
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Fig. 1.4 ATRACO architecture.

The PA encapsulates a search engine that exploits hierarchical planning and partial-
order causal-link planning to select atomic services that form a composite service
(workflow) [3]. One or more FTAs oversee the realization of given tasks within a
given IE. These agents are able to learn the user behavior and model it by moni-
toring the user actions. The agents then create fuzzy based linguistic models which
could be evolved and adapted online in a life learning mode [43]. The IA provides a
multimodal front end to the user. Depending on a local ontology it optimizes task-
related dialogue for the specific situation and user [35]. The IA may be triggered
both by the FTA and the PA to retrieve further context information needed to realize
and plan tasks by interacting with the user. On the other hand, ontologies comple-
ment agents regarding adaptation by tackling the semantic heterogeneity that arises
in IEs by using ontology alignment mechanisms to generate the so-called, Sphere
Ontology (SO). There are two main kinds of ontologies: local ontologies, which are
provided by both active and passive entities and encode their state, properties, capa-
bilities, and services and the SO, which serves as the core of an AS by representing
the combined knowledge of all entities [38].

The Sphere Manager (SM) and Ontology Manager (OM) components are re-
sponsible for the formation, adaptation and evolution of the user applications (mod-
eled in ATRACO as ASs) and will be further examined in this paper. In the current
version of the system there is also a Privacy Manager (PM) that provides a set of
privacy enhancing techniques in order to support privacy in an adaptive and individ-
ualized way. Finaly, devices in the IE that may come from heterogeneous networks
(e.g., LonWorks, ZigBee, Z-Wave, etc.) and services (e.g., Network Time, VoIP,
Real Time Streaming, etc.) are accessed transparently through a service represen-
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tation layer exporting them to the ATRACO clients as UPnP services. This layer is
implemented in the Network Adaptation (NA) component [33].

1.4 Adaptive Workflows and Structural Adaptation

In many respects, a composite service can be modeled as a workflow [36]. The def-
inition of a composite service includes a set of atomic services together with the
control and data flow among the services. Similarly, a workflow is the automation
of a business process, in whole or part, during which documents, information, or
tasks are passed from one participant to another for action, according to a set of
procedural rules [23]. Workflows have been used to model repeatable tasks or op-
erations in a number of different industries including manufacturing and software.
In recent years, workflows have increasingly used distributed resources and Web
services through resource models such as grid and cloud computing. In this section,
we argue that workflows can be used to model how various services should interact
with one another as well as with the user in IEs depending on available resources,
environment characteristics, user tasks and profile.

In this section we describe how SOA can support AS adaptation. The structural
adaptation (a form of polymorphism) is possible because the workflow model repre-
sents abstract services and binding to real devices can be accomplished at runtime.
ATRACO-BPEL, a streamlined version of BPEL, has been defined as the specifica-
tion language to describe workflows of abstract services.

1.4.1 Scenarios

In order to test our framework and to illustrate how workflows can be used to fit
user interaction with an IE, as well as the structural adaptation mechanism of ASs,
we use two simple scenarios. The first example corresponds to an AS that supports
the realization of goal named “Feel comfortable upon arrival at home”.

Martha arrives at the door of her smart apartment. The system recognizes her,

through an RFID card, and opens the door. On entering the space the system greets

Martha by saying “Welcome home” and then when she has entered the living space

the lights and A/C are switched on and brightness and temperature are automati-

cally adjusted according to her profile, season, and time of day, to make her feel

comfortable. Martha then sits at the sofa to relax and after a while, the system asks

”Would you also like some music?” Martha responds positively and the music plays

(according to predetermined preferences). Following this, the system asks “Would

you like to view yesterday’s party photos?” Martha responds positively and a rolling

slide show appears in a picture frame in front of her. After a while, Martha gets up,

walks towards the window and opens it. Fresh air pours into the room. Tempera-

ture level drops. Brightness level increases. Some of the lights are automatically
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switched off, in an attempt to maintain the previous level of brightness in the room.

After a while, the A/C is switched off because of the open window. Suddenly, the pic-

ture frame goes off! The system finds a proper replacement and as a result, photos

are displayed in the TV set, while Martha is informed on the event.

The second example corresponds to an AS that supports the realization of goal
named “Studying AS”.

Suppose that John is using a number of objects to support the studying activity at

his writing desk, according to his profile (his preferable level of light, temperature,

etc.). In this case, John has set as a goal to study. This goal can be decomposed

in a hierarchy of abstract tasks that constitute a task model for the goal: sit on a

chair, move the chair in proximity to the desk; take the book; place the book on top

of the desk; turn on the light. In the AmI environment an AS is formed to support

the specific goal, by using four artefacts, a lamp, a chair, a desk and a book. The

application logic can be stated as follows: when the chair is occupied and it is near

the desk and the book is open on the desk, the lamp is turned on (reading activity has

been inferred). The implementation of such a task specification can be represented

as a graph of connected services provided by the artefacts.

Furthermore, John can move in the room and change his reading spot at the

sofa. This causes an adaptation in the configuration of the Studying AS since a

new artefact (sofa) is added and one is removed (desk). Another implication of this

mobility is that the light service will adapt to the new reading spot. While reading at

the desk the desk light is used, and when he moves to the sofa the lamp near the sofa

is used. This implies that device selection for instantiating/adapting an AS depends

on user location.

Since workflows are essentially graphs of activities, it is useful to express those
using UML activity diagrams. 1.13 describes the sequence of activities for the exam-
ple scenario. Note that the tasks “AdjustLights”, “AdjustAC”, “ShowPhotos”, and
“PlayMusic” can run in parallel and therefore they have been enclosed in a fork-join
block. Note also that the exception events are not part of the workflow description
but they are handled by the corresponding ATRACO active entities.

1.4.2 Late Binding

We have developed a service composition mechanism which includes 3 phases: task

workflow planning, dynamic service binding and execution management and control

as illustrated in Figure 1.5.
The planning problem can be stated as “discover an execution path of services

(tasks) given some state of the world to achieve a goal”. In ATRACO, we use a li-
brary of abstract plans which model specific user goals. An abstract plan contains
a sequence of abstract services which are actually ontological descriptions of ser-
vice operations that cannot be directly invoked, but will be resolved by the SM
during runtime. Having an abstract service workflow description, which is given in
a BPELlike language, the Dynamic Service Binding module of the SM applies a
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Fig. 1.5 Late service composition process in ATRACO.

semanticbased discovery mechanism and uses information about available services
and context to discover suitable services or devices in registries able to perform
each abstract service. The output of this process is an executable service workflow.
In the execution management and control phase the SM executes and continuously
monitors the deployed services and the termination condition of the workflow.

This adaptation has been inspired by the subtype polymorphism found in the
object-oriented programming paradigm [2]. The concept is that we can adapt the
instantiation of the AS to different environments provided that a late binding mech-
anism is in place that determines the exact resources that will be used in the AS
(i.e. the specific artefacts, e.g. “the lamp in the corner”). The different resources that
may be involved only need to present a compatible interface to the clients (i.e., in our
case, a UPnP interface). Figure 1.6 gives a conceptual view of the dynamic service
binding process. A workflow is mapped into a number of tasks and a workflow task
is mapped into one or more abstract services. In addition, each service would also
require certain physical resources for its implementation. Mapping of the task to the
services can be specified at design time by the PA as per users’ functional require-
ments. However, mapping of the service to the actual human and physical resources
is done at runtime, in keeping with service orientation. This dynamic binding is
therefore dependent on the context in which the binding occurs.

Workflow Task

1 *

Service

1 1..*

Resource

1 1..*

PA responsibility

“design time”

SM responsibility

“run time”

Fig. 1.6 Conceptual model for dynamic service binding.
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In the absence of the Sphere Ontology, which has not been yet instantiated, the
SM implements a lightweight Resource Discovery Protocol for artefacts or eEnti-
ties (eRDP) where the term resource is used as a generalization of the term service.
eRDP is a protocol for advertisement and location of network/device resources with
a semantic description. The assumption here is that there is a local ontology to de-
scribe the services/resources that each artefact can provide and as such assist the
service discovery mechanism. In order to support this functionality, an Ontology
Manager (OM) is assumed present that provides methods that query this ontology
for the services that the artefact provides. The details of the eRDP design and im-
plementation can be found in [17]. The matching resources are returned by eRDP
and the SM selects the best set of device(s)/service(s) based on a scoring mecha-
nism that will be explained later. Subsequently, the SM invokes the OM to create
the Sphere Ontology (SO) which will include links to all the relative devices to the
AS that have been discovered.

After service binding the SM starts any interaction task in conjunction with the
IA and also any FTA task and executes the workflow preserving the precedence con-
straints or the conditions that are specified in the workflow. At runtime a Workflow
object aggregates a number of Task objects where each object represents a task in
the workflow. The services that this task requires for running are divided into input
and output services and are connected with the appropriate resources. The resources
that are bound to the Task object can be either devices that the Task directly controls
(i.e., input sensors and actuation devices) or agents, such as the IA or the FTA. In
either case the Task object is informed on the status of the resource and operates
according to the pattern specified by its type. The sequence diagram in Figure 1.7
shows the basic interaction of the software components during the instantiation of
the “Feel Comfortable” AS, which employs the dynamic service binding process
mentioned earlier. In the diagram, this process is implemented by the methods used
inside the two loops.

loop

loop
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Fig. 1.7 Example AS instantiation and binding of devices to services.
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The Task object “AdjustLights” is assigned to the FTA component to generate
adaptive models for the individual devices/artefacts and for the user behaviours.
Figure 1.8 illustrates the initialization of the FTA component to control the room
lights in the example AS. The FTA is initialized by passing the input/output, light
level related devices as well as light controls which are in turn retrieved from the
Sphere Ontology which has been populated with the required ontologies during the
AS instantiation. In addition, if the user profile stores initial light preferences (for
example from previous executions of the FTA) these can be passed to the FTA in
the form of a rule base.

:SphereManager :SphereOM

:FTA

1: getServicesForTask("Light Sensor", "Livingroom")

2: light_sensors (in Sparql XML) 

3: getServicesForTask("Luminosity", "Livingroom")

4: lamps (in Sparql XML) 

5: getServicesForTask("Dimmer Control", Livingroom")

6: dimmer_controls (in Sparql XML) 

7: createNewFTA(dimmer_controls, light_sensors, lamps, loggingPath)

8: FTA_ID

9: getFuzzyRuleSets(userId, FTA_ID)

10: Rules (in XML)

11: setCurrentRulebase(FTA_ID)

12: status

Fig. 1.8 FTA initialization for the AdjustLights task of the “Feeling Comfortable” AS.

In addition, the SM handles exception events that affect the configuration of the
AS. For example, exceptions during the execution of the workflow, such as dis-
connection or failure of devices trigger an adaptation of the workflow by rebinding
services to alternative devices. Context changes during the execution of the work-
flow may invalidate preconditions that were valid during the workflow instantiation.
For example, if the user changes location and a follow-me property has been defined
for a display service, then the execution state needs to be updated and a new display
service instance to be scheduled. In order to achieve workflow adaptation, replan-
ning capabilities may be required by the PA. Replanning comes into play when
the dynamic binding fails during workflow execution or update. When replanning
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is requested a new planning problem is defined with the services that are actually
available, and the PA solves the problem and delivers a new workflow.

During AS instantiation in IEs there could be multiple devices or services pro-
viding similar functionality from which the system will have to choose. Thus, the
ATRACO system must provide mechanisms for selection between similar devices
or services and decide which of them is the most suitable to participate in the AS.
Device selection is based on criteria such as: task suitability, efficiency (as device’s
proximity to the user, quality of the service or device and stability), user distraction
(the inconvenience a user experiences when the system selects different groups of
devices than those that the user prefers or is used to use for a specific task) and
conflicts with other tasks (more details are given in the Appendix). For calculating
the rank for each device we use a scoring mechanism that is similar to that proposed
in [29] and is based on multi-attribute utility theory (MAUT). The overall rank of
a device given a specific task is defined as a weighted sum of its evaluation with
respect to its relevant orthogonal value dimensions (attributes). For ATRACO the
relevant value dimensions are scores for task suitability, efficiency, negative of user
distraction and negative of conflicts with other tasks.

A ranking policy defines weights between zero and one for each of the above
metrics. The scoring policies are defined per task (or task category) by the user
and give priority to some of the metrics. E.g., if a task is urgent, the suitability and
efficiency ranks must have priority over user distraction, and inter-task conflicts. The
weights are normalized to add up to one. The rank of a given device D according to
policy P is computed as the dot product of the vector weights specified by the policy
with the vector of scores for each one of the metrics. Applying MAUT, the device
rank is computed as shown in (1).

DR(D,TP) =
4

∑
i=1

wi(TP)∗D(mi) (1.1)

where DR is the overall rank of device D according to ranking policy TP for the task
T , wi(TP) is the weight of metric i according to policy TP and D(mi) is the rank of
device D for the metric mi.

For the task suitability and efficiency we have D(m) = DS(m), while for user
distraction and inter-task conflict that have a negative meaning we have D(m) =
1−DS(m), where DS(m) is the device’s score for the metric normalized from 0 to
1.

1.4.3 Ontology Manager

The Ontology Manager (OM) component provides an interface to the SM to ac-
cess AS related data, including personal and contextual information, represented
in ontologies. The OM provides methods for querying and modifying User Pro-
file Ontologies, Device Ontologies, the Privacy and Policy Ontology as well as the
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eventual Sphere Ontology (SO) that emerges from the alignment of all the previous
ontologies. The ontology alignment process can be described as: given two ontolo-
gies, each describing a set of discrete entities (which can be classes, properties,
rules, predicates, or even formulas), find the correspondences, e.g., equivalences or
subsumptions, holding between these entities. Thus, under the request of the SM,
the OM produces ontology alignments, responds to queries regarding the state or
properties of sphere resources, and creates inferences in order to enrich the SO as
specified in [38].

The OM has been developed as a wrapper around the Jena Framework (http:
//jena.sourceforge.net/). The OM interface provides comprehensive and
simple methods for creating an RDF/OWL based ontology, importing and remov-
ing other RDF/OWL based ontologies, updating the ontology at run time, query-
ing of the ontology using SPARQL, and saving the modifications in OWL files.
Ontology alignment has been applied by using the Java Alignment API (http:
//alignapi.gforge.inria.fr/align.html). After the alignment, in-
ference and querying is performed on a grid of imported ontologies, given the align-
ment points that have been produced using OWL class and individual equivalence
assertions.

Figure 1.9 illustrates a small sample of the OM interface that is used, for example,
to query an ontology using SPARQL syntax, and methods related to the User Profile
Ontology e.g., for importing and exporting rules from the FTA.

public String queryForSparqlXML(String query, boolean autoPrefix, 
String queryType) 

Performs a query to the ontology. autoPrefix determines if OM will try to resolve known prefixes and 
the queryType can be ASK or Select. Returns the results in SparqlXML format. 

public String[] getFuzzyRuleSets(String userId, String FTA_ID) throws 
Exception 

Returns in XML format the stored fuzzy rulesets that match the given userId and FTA_ID.  Used by 
SM to retrieve stored fuzzy rule sets during initialization of the corresponding FTA. 

public String getServicesForTask(String serviceDescription, String 
location) throws Exception  

Returns a Sparql XML string containing technical parameters for each device and service that matches 
the serviceDescription description tag and is within the location specified by the second parameter. 
Used by SM for resolving tasks to specific devices, services, actions, variables and values. 

Fig. 1.9 A sample of the OM interface.

A number of ontologies have been developed for and used in the prototype for
the representation of AS high level concepts (Figure 1.3), devices and their services,
and users and their profile information.

The User Profile ontology holds personal information about the user. It consists
of a local, private OWL ontology file that contains the actual user information in
the form of individuals and assertions and a publicly accessible (via HTTP) ontol-
ogy that contains the generic classes, properties and restrictions that describe a user
profile. Currently User Profile Ontology contains assertions about the Social Profile
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(name, nickname, email, address etc.), the location, the activities (Goals and Plans)
and the preferences of the user (in the form of stored fuzzy rule sets).

Figure 1.10 illustrates part of an instance of a device ontology for one of the
spot lamps used in the prototype. The Service concept represents an abstract service
that the device can provide enriched with descriptive tags e.g., a lamp can provide
lighting service. In general, a device may offer more than one service and thus more
Service instances may be defined. The StateVariable concept represents the
abstract states of the corresponding Service. It encapsulates the linguistic variable
and labels that are required by the FTA for the creation of adaptive device models.
The device ontology includes technical characteristics and information about com-
munication with the device in the context of a UPnP environment. Finally, the name,
the owner, the location and physical properties of the device are included.
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linguistic

Label
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Fig. 1.10 Part of an instance of a device ontology for a spot lamp.

1.4.4 ATRACO-BPEL Workflow Specification

BPEL defines a model and a grammar for describing the behavior of a business
process based on interactions between the process and its partners. It allows for cre-
ating complex processes by creating and wiring together different activities that can,
for example, perform Web services invocations (<invoke>), waiting to be invoked
by someone externally (<receive>), generate a response (<reply>), manipulate data
(<assign>, throw faults (<throw>), or terminate a process (<exit>). In our case, the
business process represents the process model of an AS and the partners can take
the form, either of a service of a simple device, or the service of an ATRACO agent.
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While BPEL is a suitable language for describing workflows, an ATRACO work-
flow description presents requirements that cannot be completely covered by BPEL.
This is due to the following:

i. BPEL partners (partnerLinks) are bound statically to specific Web services. In
the context of ATRACO, however, services are not bound at design time but
dynamically during the execution of the workflow. Thus, there is a need to
describe services in the workflow by their semantics which mainly define onto-
logical related searching terms (for example, “Luminosity” for a light service).

ii. The limitation of the one-to-one mapping of services between communicating
partners, supported by BPEL. On the other side, ATRACO tasks may need to
handle two or more services that provide input or output to the task.

iii. BPEL supports a single coordinator that executes the orchestration logic. AT-
RACO workflows normally are centrally handled by the Sphere Manager which
implements the workflow execution engine; however a more distributed scheme
can also be followed by sharing parts of the workflow with collaborating agents
(e.g., IA and FTA). This collaboration sets some special requirements in the
description of the workflow.

Given the above requirements a variant of BPEL, called ATRACO-BPEL, was de-
fined in order to provide those ATRACO specific features needed in order specify
workflows. In the following we explain how using the ATRACO-BPEL formalism
an example task is bound with the appropriate service(s). The task AdjustLights is
associated with the parnterLink AdjustLightsPL as part of the orchestration logic
section:

1 <bpel:invoke

2 name="AdjustLights" partnerLink="AdjustLightsPL">

3 </bpel:invoke>

The partnerLink AdjustLightsPL has an input role called ATRACO:lightStatus and
an output role (partnerRole) called ATRACO:triggerLight. The Continues type de-
notes that the execution of the activity is to be treated as a task that is running
continuously, i.e., the workflow does not wait its termination.

1 <bpel:partnerLink

2 name="AdjustLightsPL"

3 partnerLinkType="ATRACO:Continuous"

4 myRole="ATRACO:lightStatus"

5 partnerRole="ATRACO:triggerLight">

6 </bpel:partnerLink>

The input role ATRACO:lightStatus denotes the appropriate abstract service that
must be bound to fulfill the role (Luminosity) along with any other application spe-
cific details that are needed for its operation e.g., the task will be monitored by an
ATRACO agent for learning user behavior with respect to light adjustments and all
found light devices are to be used.

1 <ATRACO:role

2 name="lightStatus" type="input" Agent="yes" IAmode ="none">
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3 <ATRACO:service semantics="Luminosity" trigger="Low" reset

="none" quantity="all" rules="">

4 </ATRACO:service>

5 </ATRACO:role>

The corresponding definition for the output role will be:

1 <ATRACO:role

2 name="triggerLight" type="output" Agent="yes" IAmode="

withAgent">

3 <ATRACO:service semantics="Actuate Light" trigger="On"

reset="Off" quantity="all" rules="">

4 </ATRACO:service>

5 </ATRACO:role>

In ATRACO-BPEL each partnerLink role is specialized as an ATRACO:role which
is a new definition in ATRACO-BPEL. In each ATRACO:role the attributes listed
in Table 1.3 are defined.

Table 1.3 ATRACO:role semantics in ATRACO-BPEL.

Attribute Semantics

name The name of the role.
type Denotes the type of the role. Accepted values are input/output.
Agent This attribute defines whether the task is monitored by an ATRACO agent or

not. Accepted values are yes/no.
IAmode Specifies the interaction mode with the ATRACO Interaction Agent. Accepted

values are:

none no interaction is needed;
pure this value is used to indicate that a single interaction with the user

through a dialog interface (spoken, tangible or software) needs to be pro-
vided either to provide a message or to receive an input for the system from
the user in a form of question;

direct this value is used when the IA needs to create an interface for an
output device;

withAgent this value is used to indicate that there is a need to find proper
user inputs for the Agent monitored tasks.

Each ATRACO:role envelopes a set of services that are bound to it. Each role
can have more than one abstract service. If the role type is input then the activity
waits for all the services to deliver their result before proceeding. If the role type
is output then, upon activity completion, all the services enveloped in this role are
triggered. For each abstract service specific attributes are defined, providing the nec-
essary support for device discovery and service operation. Table 1.4 summarizes the
service-specific attributes in ATRACO-BPEL.
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Table 1.4 Service-specific attributes in ATRACO-BPEL.

Attribute Semantics

semantics The semantics of the service as a set of keywords – these are used to find the
specific device that can be bound to this abstract service.

trigger input role: denotes a linguistic value that triggers the service.
output role: denotes a linguistic value passed to the service.

reset The reset state (linguistic value) that the service should apply in the case that
the activity cannot be performed.

quantity A number that defines how many devices providing this service are needed for
the specific activity. If the value is “all” then all found devices are used.

rules Any special constraints need to be met for binding the corresponding device(s).
IAdlg This attribute is associated with the direct or pure interaction modes with IA in

order to give it the proper interaction dialog type. Examples of accepted values
are: GreetingMessage, LightInstructions, GrantGuestAccess, MusicQuestion,
MusicControl, PhotoFrameQuestion, SlideshowControl.

1.5 Deployment

In order to test the AS adaptation mechanisms we have implemented an experimen-
tal prototype in the AmInOffice testbed. The AmInOffice is a testbed developed
in the premises of Dynamic Ambient Intelligent Systems Research Unit at RACTI
(daisy.cti.gr) and consists of a variety of sensors deployed in the office envi-
ronment, a set of smart objects that support office tasks and the appropriate network
infrastructure. In order to implement the above scenario we have set up AmInOffice
with the following devices:

• An RFID reader near the door of the office to read RFID tags
• Two light sensors each one reading light level in a different spot in the office
• Two ceiling lamps controlling the ambient light
• Two lamps one placed at the desk and one near the sofa
• Speakers connected to the main PC for playing music and producing vocal mes-

sages
• A smart chair (eChair) able to sense if someone is sitting on it
• A smart sofa (eSofa) that can sense if someone is sitting on it and at which spot

(left or right)
• Smart books (eBooks). Apart from smart readers (eReaders) this includes a typi-

cal book instrumented with bending sensors that can sense if the book is opened
or closed.

• A smart desk (eDesk) that can sense objects on it and near it.

Figure 1.11 illustrates how the devices have been placed in the AmInOffice.
The ATRACO components that implement the necessary functionality in order to

support AS formation and adaptation based on mechanisms discussed in this work
are the Sphere Manager (SM) and Ontology Manager (OM). Interaction with other
ATRACO components such as Planning Agent and Privacy Manager is assumed
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Fig. 1.11 AmInOffice setup for the experimental prototype.

and requires the interfaces specified in [15]. Third-party tools have been also used
for performing alignment. The ontologies for all the artefacts used have been de-
veloped and a semantically rich UPnP device ontology was developed to support
workflow-driven inclusion of UPnP compatible devices in a sphere. In the experi-
mental prototype we have tested the following functionality:

• Sphere initialization: Initiate an AS through an ATRACO-BPEL file. Test work-
flow creation and execution.

• Late binding of the devices: Bind abstract services needed for each task to specific
devices that exist in AmInOffice in collaboration with the OM at runtime.

• Runtime application behavior: Validate that the running tasks correspond to the
scenario of the experiment.

• Handling of adaptation events: Test system response to adaptation events that
affect the configuration of the AS categorized in the following types:

– User location change: test system reaction when the location of the user asso-
ciated with the AS changes.

– Resource not available: test system reaction when a device bound to a task
fails. Check if the system can find an appropriate replacement.

– New resource (service/device): test system reaction when a new device rele-
vant to the task that is running is available.
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– New person: test system reaction (in terms of security and privacy) when a
new user is recognized by the system

Figure 1.12 illustrates in the form of an activity diagram the main tasks to be exe-
cuted by the Sphere Manager component in order to handle each one of the above
adaptation events. The starting point for running an AS is the generation of the cor-
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Fig. 1.12 Adaptation events handling.

responding workflow. Workflows are described in ATRACO-BPEL, but they can be
represented in a more user friendly way with activity diagrams. The diagram in Fig.
1.13 illustrates the workflow for the “Feel Comfortable” AS of the example sce-
nario. The diagram is annotated with labels from the source file in an attempt to
close the gap between the high-level view of the diagram and the low-level view
of the file. For example, the annotation in each box shows the activity type in the
main sequence and the task name, the ontological searching term, as well as which
ATRACO component, besides SM, has responsibility for running parts of this task.

The technical requirements for the deployment and testing of the ATRACO sys-
tem include: the runtime versions of the ATRACO components with the specified
service interfaces; the devices serving the scenarios, wrapped as UPnP devices; the
domain and resource ontologies; the workflows specifying the tasks in each AS; and
various third-party run-time libraries. The deployment of the system has been done
in two IE testbeds using scenarios similar to the one discussed in this paper.
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The implementation technologies and tools used are based on open frameworks
and are compatible with the SOA paradigm. Java is the main programming language
and UPnP enhanced with semantic descriptions [41] is used as the communication
middleware for the integration of devices and services, instead of Web services.
OWL has been used for the development of the ontologies as it provides a strong
logical reasoning framework for the expression and enforcement of ATRACO poli-
cies and rules.

Although there are available (open source) execution engines for BPEL “pro-
grams” in ATRACO we need to build a layer upon such engines as a proxy in order
to process the parts of the workflow description that are ATRACO-specific. In addi-
tion, most engines do not allow for dynamic binding and discovery of services. To
address this limitation, the framework uses the SM as a proxy to communicate with
service registries to obtain operational descriptions (e.g., UPnP or WSDL files) and
instantiate services. This is achieved by encapsulating service search parameters in
ATRACO-BPEL (see Table 1.4) as an input to the dynamic service binding process.

When the user changes position in the room the ATRACO system is notified for
that change. While this location context can be provided either by using motion
detection devices, or specific services such as Ubisense (used in iSpace), for our
experiment we emulated such a device by using a WoZ interface and selecting the
appropriate location. When the SM receives a location change event, it queries OM
for the new location. Then for each service that is bound to the active task it checks if
there are any requirements for device replacement. This is done by querying the OM
with the new user location context. If the device that OM returns is not equal to the
currently bound then it proceeds with service replacement for the appropriate task.
The sequence diagram in Figure 1.14 shows the exact messages that are exchanged
for the task “Reading” when the user changes location to the sofa.

1.6 Discussion

The SOA approach appears to be a convenient architectural style towards meeting
one of the key objectives of the ATRACO project that is the need for adaptable and
reconfigurable systems. Analyzing contemporary software technologies complying
with the SOA architectural paradigm, such as OSGi, UPnP, and the Web services
architecture appears that current software technologies do not meet the adaptability
and interoperability requirements for the ATRACO project.

In the first case SOA provides little support on how adaptive services can be used
to allow people to interact with an AmI environment in a seamless and unobtrusive
manner. In other words, research into service composition has mainly focused on
the composition mechanism rather than on guiding composition to enable the user
to perform activities in the way they wish to do. A challenge here is how to automate
the service composition process, so that the service offered to users appears to be
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Fig. 1.13 Annotated activity diagram for the “Feel Comfortable” AS.

adaptive, in the sense that the service provided changes dynamically according to
the task the user wishes to perform and the context in which they wish to perform it.

In the second case, current solutions provide little support for semantic-based
interoperability, hence dealing with interaction between services based on syntac-
tic description for which common understanding is hardly achievable in an open
environment. The latter issue may be addressed using semantic modeling through
ontologies. Ontologies can provide an extensible and flexible way of expressing
the basic terms and their relations in a domain, task or service. However, the issue
that can be raised by the heterogeneity of ontologies and how to achieve seman-
tic interoperability between systems using different ontologies remains a challenge.
In ATRACO the approach that is followed in order to address this challenge is to
research, develop and test theories of ontology alignment to achieve task based se-
mantic integration of heterogeneous devices and services. This issue is examined
thoroughly in a separate chapter.
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Fig. 1.14 Replacing the light providing device as a result of user mobility.

ATRACO concrete plans are described as mentioned previously by workflow
specifications using an extension of BPEL (ATRACO-BPEL). Normally, workflow
management systems have not been used for dynamic environments requiring adap-
tive behaviour. Typically an intranet-based workflow system executes, by using a
collection of services that are owned and managed by the same organization. In this
setting, service interruptions are rare and typically they are scheduled during system
maintenance. On the contrary, in ATRACO we require adaptive workflows which
need to react to varying environmental conditions. This transition from the static
to dynamic and adaptive nature of workflows increases the runtime complexity of
the management system, since the coordination mechanism must become more fault
tolerant. On the other side our approach is viewed as collaborative problem solving
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approach where a set of autonomous agents work together to achieve a common
goal. Our general idea then is that since a workflow describes the relationship be-
tween services and if an agent is represented by such a service, then the relationship
between the agents would be possible to specify. Following such a combined agent-
based and SOA approach means that a workflow could be used to establish the initial
relationships of the ATRACO components. Applications can be specified then first
with a workflow description using ATRACO-BPEL that defines the most common
scenario and fault conditions. Once the basic system has been deployed, the agents
could be working proactively so they can adapt to unforeseen circumstances and
automatically handle the extension of the workflow description.

1.7 Conclusion

ATRACO supports the deployment and execution of applications that need to be
adapted and reconfigured in dynamic environments. The need for adaptation and re-
configuration calls for a modular design approach, which the SOA paradigm tends
to provide. Following this architectural style, each device provides services through
which other components can obtain information or control its behaviour. When an
application has to be adapted, either during application transition to a new envi-
ronment or when a device running a service fails, a description of the structure of
the application, which is modelled as a workflow of abstract services, is used by an
adaptation module which makes use of ontologies, context information and defined
policies to generate a new structure for the adapted application. The agent approach
complements the SOA modular and flexible infrastructure by providing high level
adaptation to user’s tasks, as an intelligent control layer above SOA.
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Appendix

Table 1.5 Metrics for device selection.

Metric Description

Task suitability This quantifies, as a percentage, how well a specific device or service is suit-
able for a specific task. Its value is calculated based on the semantic relevance
between the task’s description as it is presented in an abstract plan, and the
device’s or service’s description provided by the device’s ontology. E.g., for
a service of providing light, both a lamp and a computer monitor can be can-
didates. The fact that the lamp’s ontology states as primary purpose of the
device the supply of light while the monitor’s ontology state the light emission
as a secondary attribute gives the lamp a higher score for this metric.

Efficiency This metric measures the efficiency of a device or service for a certain goal.
It expresses how well or to what degree the device is able to contribute in
achieving a goal. Its value is calculated over a combination of other measures
such as the device’s proximity to the user (based on location info from User
Profile Ontology (UPO) and device ontology), the quality of the service or
device (as inferred from the specifications of the device that are encoded in
its ontology) and the stability that quantifies how well a device will be able
to perform a task to completion. The exact measures that participate in the
calculation of efficiency are depended on the nature of the task and are derived
from the policies encoded in the ATRACO ontologies. E.g., if the goal is to
provide enough light for the user to read a book for an hour, a lamp located
closer to the user has a strong potential to be selected. But if its light is weaker
than the minimum needed for reading and another lamp exists a little more far,
but in the range of the user, and can provide the desirable light level, the later
should get a higher efficiency score. In a similar way if a device runs out of
battery and will not last to achieve fully the goal its efficiency score should be
discounted.

User distraction User distraction expresses the inconvenience a user experiences when the sys-
tem selects different groups of devices than those that the user prefers or is
used to use for a specific task. User’s preferences and habits are expected to
be stated at the UPO or inferred from it. E.g., if a lamp with strong light is
available near the user as he reads his book, but the user has expressed (di-
rectly or indirectly) its preference to use a specific one with weaker light when
reading at this part of the room, the system should penalize the first lamp by
increasing its user distraction score.

Conflicts with
other tasks

This quantifies the number of other running tasks that will be blocked by se-
lecting a device. E.g., if a monitor is currently used for watching a film, its
conflicting score for selecting it for the task of displaying incoming emails
should be greater than zero because it will obstruct the film watching task.
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Chapter 2

Adaptive Networking

A. Meliones, I. Liverezas, D. Economou

Abstract Intelligent Environments have been commercially available already over
ten years without becoming such a mass product as expected. The expectations of
potential users of mentioned solutions have not been fulfilled yet due to missing
globally accepted standards causing interoperability problems of different hardware
and software components, complexity of configuration and use, lack of universal
service consideration, and insufficient ROI for private residence owners. Clearly, a
stronger emphasis is needed on device adaptation, usability and scalability, which
can seamlessly accommodate new IE services. Although several research efforts
have addressed the development of IEs through networking existing devices and
resolving interoperability issues with the help of middleware, there has been lit-
tle work on specifying at a high level of abstraction how such abstraction services
would work together at the application level taking into account in a combined dy-
namic way the heterogeneous networks and services. This chapter presents a frame-
work for network adaptation in IEs using OSGi and UPnP technology allowing the
uniform and transparent access to devices and services present in the networked
environment and supporting the realization of activity spheres across a mixture of
heterogeneous networks. Our work specifically focuses on the issue of heterogene-
ity at the network level and defines adaptation as the systemic mechanism in order
to deal with this issue. The proposed network adaptation framework has been imple-
mented within the ATRACO project and supports an ambient ecology trial hosted
in the iSpace in Essex demonstrating a number of futuristic user activity spheres.
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2.1 Introduction

Intelligent environments have been commercially available already over ten years
without becoming such a mass product as expected. The expectations of poten-
tial users of mentioned solutions have not fulfilled yet due to missing globally ac-
cepted standards causing interoperability problems of different hardware and soft-
ware components, complexity of configuration and use, lack of universal service
consideration, and insufficient ROI for private residence owners. The main reason
is that smart environment networks consists of a large variety of content sources
(e.g. sensors), multiple information carriers (wired and wireless media) and com-
munication standards which lead to problems of interoperability, administration and
reducing the ease of use. At the same time, there is significant interest in home net-
working today, which stems from the availability of low-cost communication tech-
nology and readily available access to content and services from various sources
and suppliers, extending to accommodate a number of smart applications, including
management, control and security, in the home environment. Therefore a stronger
emphasis needs to be set on device adaptation, usability and scalability, which can
seamlessly accommodate new smart environment services.

Several research efforts have addressed the development of an Ambient Intelli-
gent Environment (AIE) through networking existing devices and resolving inter-
operability issues with the help of middleware. The NGN@Home ETSI initiative
[6] facilitates interoperability between the various home network end devices and
various home hub technologies and will provide a standardized approach to Next
Generation Networks at home and in home intelligent device technologies. TEAHA
[8] addressed networked home control applications and their complementarity to
audiovisual networked applications via an interoperable middleware having a hard-
ware centric view for creation of universal solutions. EPERSPACE [3] concentrated
on creating a Home Platform to link different devices at home to an interoperable
network, to provide these devices information about what you or your friends need
and make the system respond accordingly. AMIGO [1] aimed to develop ontology
based middleware and interoperability of devices, artefact and services. SENSE [7]
concentrated on developing methods, tools and a test platform for the design, im-
plementation and operation of smart adaptive wireless networks of sensing compo-
nents. HOME2015 [4] is a multidisciplinary research programme aiming to create
future systems and technologies for future homes. MUSIC [5] develops a software
development framework that facilitates the development of self-adapting, reconfig-
urable software that seamlessly adapts to dynamic user and execution context in
ubiquitous computing environments. In [20] a home network is described as a set of
interconnections between consumer electronic products and systems, enabling re-
mote access to and control of those products and systems, and any available content
such as music, video or data. The elements of the above definition are connections,
access, and control. One point, implicit in the above definition, that must be em-
phasized is ease of use. For those involved in the consumer electronic industry, it is
understood that the home networking implies fundamental simplicity.
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Other efforts present solutions based on web services technology to solve the
interoperability problem in smart home environments [16], permit users or agents
to aggregate and compose networked devices and services for particular tasks [13],
discuss how recent technological progress in the areas of visual programming lan-
guages, component software and connection-based programming can be applied to
programming the smart home [12], introduce supporting infrastructures moving the
burden of connectivity away from the end devices to the system core [10], enhance
the OSGi standard to integrate many existing home protocols and networks with
emphasis on realizing an effective converged service gateway architecture for smart
homes [21], [14], as well as propose hardware architectures for ubiquitous com-
puting in smart home environments where the devices may autonomously act and
collaborate with each other using agent-based service personalization software ar-
chitectures [22]. Other approaches to modelling and programming devices for in-
telligent environments model devices as collections of objects [16], as Web ser-
vices [15], and as agents [17]. The lack of a de-facto standard middleware for dis-
tributed sensor-actuator environments has been identified by many researchers as
one of the key issues limiting research on intelligent environment and the prolifera-
tion of intelligent environments from research environments to their deployment in
our everyday lives, as for instance in [19] presenting a robotic middleware as glue
between sensors, actuators and services for complex ubiquitous computing environ-
ments. Early attempts to adapt heterogeneous environments consisting of dissimilar
networks and computing devices primarily address primitive system architectural
issues and reconfiguration principles [23], but broader usability of the developed
approaches is limited for AIE applications. Moreover, there has been little work on
specifying at a high level of abstraction how such abstraction services would work
together at the application level taking into account in a combined and dynamic way
the heterogeneous networks and services.

One of the main objectives of the ATRACO project [2] is to research and de-
sign an architecture and provide a system specification that will lay the foundations
for the development of adaptive and trusted ambient ecologies. The proposed sys-
tem operates in an AIE, which is populated with people and an ambient ecology
of devices and services. People have goals, which they attempt to attain by realiz-
ing a hierarchy of interrelated tasks. For each user goal and the corresponding task
model, an Activity Sphere (AS) is initialized, which consists of all software mod-
ules, services and other resources necessary to support the user in achieving the goal.
The ATRACO system architecture enables meaningful integration of relevant ser-
vices and information during run-time and accomplishes that in a privacy-sensitive
manner. ATRACO adopts a service-oriented architecture, combined with (a) intel-
ligent agents that support adaptive planning, task realization and enhanced human-
machine interaction and (b) ontologies that provide knowledge representation, man-
agement of heterogeneity, semantically rich resource discovery and adaptation using
ontology alignment mechanisms. An ATRACO system supports adaptation at dif-
ferent levels, such as the changing configuration of the Ambient Ecology (AE), the
realization of the same AS in different AIEs, the realization of tasks in different
contexts, and the dynamic interaction between the system and the user.
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In ATRACO, Network Adaptation (NA) is one of the key project dimensions
allowing the uniform and transparent access to devices and services present in the
networked environment and supporting the realization of activity spheres across a
mixture of heterogeneous networks. Unlike other past and recent research efforts
briefly presented above, our proposed framework specifies how network abstrac-
tion services should work together at the application level taking into account in a
combined and dynamic way the heterogeneous networks and services present in the
AIE. Our work additionally focuses on the issue of heterogeneity at the network
level, concerning both devices and services, and defines adaptation as the systemic
mechanism in order to deal with this issue.

NA in ATRACO offers a wealth of new exciting AIE experience on top of exist-
ing broadband service bundles. By exploiting the capability of continuous connec-
tivity of an AIE to the Internet, it allows the provisioning of a set of services focused
on the AIE offering at the same time a new experience for AIE management and
control. Furthermore, it gives the operator the opportunity to expand its business by
offering new customer services, such as security, safety, surveillance, energy man-
agement and monitoring, comfort and way of living management, and many other
value added services. NA can also interface a wide variety of sensors and actuators
by multiple suppliers according to the user needs. NA is fully scalable and new ser-
vices can be seamlessly accommodated using a sophisticated service development
framework. Other benefits include the generation of alerts and user notification to
always be aware of the AIE condition, the time-scheduling of certain functions for
carrying out time-dependent tasks (e.g. switch on/off electrical devices), the creation
and management of scenes and scenarios to easily adapt the AIE according to the
situation (e.g. scene creation for watching movies by applying the desired lighting),
as well as the recording and presentation of historical data and statistics to provide
the user with useful information that can be further exploited for his own benefit
(e.g. energy saving, user behavior adaptation etc.). The following sections present
in detail the network adaptation framework.

2.2 Intelligent Environment Network

An intelligent environment platform usually consists of different software compo-
nents running in different network elements such as GUI clients for mobile phones
and PC, portal server for remote login and user authentication and gateway soft-
ware for accessing various home devices like automation equipment and network
cameras. The user is able to have control over his environment either from inside
using a PC or remotely using a PC or a mobile phone. Remote access is usually
provided through a dedicated portal server after the user has authenticated himself.
The connections on the portal server are encrypted while the connection between
the home gateway and the portal is initiated from the gateway and is encrypted as
well. This mechanism on one hand provides the user with advanced protection from
harmful internet attacks and on the other hand offers simple and easy installation
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since it does not need any network configuration on the modem/router. Figure 2.1
depicts the intelligent environment network architecture, addressing a smart home,
contributed to the ATRACO project.

Fig. 2.1 Intelligent Environment Network Architecture.

The smart home platform contributed to the ATRACO project provides a set of
services focused on the home and offers a new experience for home automation
and management, including security, safety, surveillance, energy management and
monitoring, comfort and way of living management, and other exciting smart liv-
ing services. The networking technology supported by the smart home platform
can be easily installed without the need for extra wiring. A wide variety of COTS
sensors and actuators can be seamlessly integrated in the home network according
to the user needs. Main platform benefits include the generation of alerts and user
notification through email, phone or SMS to always be aware of home condition,
the time-scheduling of certain functions for carrying out time-dependent tasks (e.g.
switch on/off electrical devices), the creation and management of scenarios to adapt
the home environment according to the situation (e.g. scene creation for watching
movies by applying the desired lighting), as well as the processing of persistent data
in order to provide the user with useful information (e.g. towards energy saving).

The Intelligent Environment Network is a network integrating wired and wireless
peripherals from multiple technologies. The user may select from a long list of wired
and wireless automation peripherals to be integrated with the IE, giving unlimited
capabilities in connectivity with other devices, user access and service provision.
Devices have to be based on one of the automation technologies supported by the
smart home platform, e.g. Sienna powerline, Lonworks PL/TP, or RF Z-Wave. Each
type of device is supported using a driver per different technology adapting the
functionality to an upper network independent layer. Automation peripherals are
grouped depending on the functionality type:
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Sensors Devices that can sense a medium and provide information
about its state (binary). This group encapsulates devices like
wall mounted switches, remote controls, motion sensors and
door traps.

On/off Devices used to open or close a circuit on demand. Such de-
vices may be used to control appliances like coffee makers,
water heaters, floor lights etc.

Combined on/off Devices that combine the functionality of the on/off and Sen-
sor types.

Dimmers Devices used to open or close a circuit on demand and
can also control the electrical current flow. Mostly used for
dimmable lights.

Combined dimmers Devices combining the functionality of the Dimmers and
Sensor types.

Motors Devices used to control two-directional motor devices. They
can be used with devices like electrical shades, garage doors,
valves etc.

Combined motors Devices combining the functionality of the Motors and Sen-
sors types.

Thermostats Devices giving feedback of a room temperature and control
the central heating.

The Intelligent Environment Platform contributed to the ATRACO project (see
Fig. 2.2) integrates a set of Java tools and components that enable an OSGi-literate
engineer to quickly design, develop and deploy new intelligent environment services
utilising the provided OSGi service platform and widely adopted automation tech-
nologies. The Home Controller is used to integrate connectivity with home devices
of various home control technologies. The Service Platform embeds the use of OSGi
technology in the home controller, ensuring interoperability with home devices and
an easy way to integrate new home services. The base OSGi platform is extended
by a set of OSGi network subsystems integrating various automation technologies
supported by the home controller. The different network subsystems are interfaced
in a common way through a Network Adaptation Layer. This layer adapts any net-
work subsystem supported by the service platform, providing unified interfaces for
devices from different networks, adding any specific support required for each type
of device. The main intelligent environment functionality is actually offered and
built by using the Network Adaptation API. Following the Network Adaptation API
specification, a developer may build various applications, such as presentation layer
applications (e.g. a web based UI), monitoring applications that collect data and
send them to a backbone server and other control applications in the IE.
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Fig. 2.2 Intelligent Environ-
ment Development Frame-
work
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2.3 Intelligent Environment Service Design Considerations

The design and development of an intelligent environment service should take into
account a number of considerations, such as embedded systems performance, other
embedded system constraints, service responsiveness, low bandwidth automation
networks, battery operated peripherals etc.

Performance Smart home controllers are embedded systems having enough pro-
cessing power to load featured operating systems and OSGi applications, however
they are more than far the capabilities of a desktop system. That is why it is really
important to consider performance when developing intelligent environment appli-
cations. There are generally three rules to consider when developing applications
for systems with resource constraints: (i) do not do what you don’t really need to
do, (ii) do not allocate memory if you can avoid it, and (iii) search for a faster im-
plementation with the same result.

Storage Constraints Smart home controllers use flash memory components with
limited write operations comparing to traditional storage components. Taking into
account that the controllers’ flash memory components are not modular and replace-
able, they should never be used for frequent storage operations. In smart home con-
trollers, flash memories are used to store the operating system filesystem, except
the /tmp filesystem which is stored in RAM. So, any file created not under /tmp,
is stored in controller’s flash memory. On the other hand, any file stored in /tmp
filesystem does not affect the lifetime of flash memory, however it is lost in case of
an unexpected shutdown of the controller. In case of critical information or useful
log information, other resources should be considered: USB memory stick, back-
bone logging servers etc.

Responsiveness Any intelligent environment service providing user feedback and
interaction should be responsive, that is not hanging or freezing for significant pe-
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riod of time, especially when it comes to every day operations. Such non responsive
behaviour may be the result of either design choices not taking into account user per-
ception or bad coding practices. Especially regarding OSGi, synchronization should
be used with extreme care, especially between cooperating bundles: OSGi platform
is a multi-threaded application, managing the execution of other multi-threaded ap-
plications in the same process context. Synchronisation should thus be using custom
techniques, ensuring that two bundles will not interoperate in a way that produces
application deadlocks or long hanging periods. Especially regarding OSGi, see a
presentation regarding OSGi best coding practices from OSGi alliance [11].

Low Bandwidth Automation Networks Home automation networks dealing with
lighting, sensors and HVAC systems usually utilise physical mediums using low
bandwidth protocols, usually between the range of 5kbps to 80kbps with variable
error/retransmission rate per packet. While 5-40 kbps seems enough for protocols
with limited data communication, we should always consider how scalable the be-
haviour would be when the numbers of network nodes is increased. Basic rule is to
avoid sending data to a device when this is not really needed: polling a thermostat
for the temperature value, while knowing that the thermostat will send an update
when the temperature changes, is not needed. In case the thermostat does not pro-
vide such an automatic update message, we should carefully consider the polling
period required for a satisfying user perception or for other applications purposes:
since the temperature usually will not fall significantly in five minutes, unless a door
opens (and the outer temperature is below zero), the polling period could be set to
five minutes. In case we would like a more frequent update, try for a one or two
minute periods, however more frequent periods would likely be unreasonable: in
such a case, it is likely that the device application is not intended for the use you
desire and they should be replaced with a different device.

Battery operated peripherals Battery operated devices, e.g. motion sensors, are
used in some automation networks. The battery lifetime is limited, usually specified
by the manufacturer between one to five years. However, such specifications refer
to wise use of the battery cycles. The three parameters that affect more the battery
life are:

Sleeping period Usually a device sleeps for some time and then wakes up to
check for data available; keep the sleeping period of a device
as long as possible.

Off delay The period used until a device checks again for a change of its
state, for example a motion sensor to declare that it no longer
detects motion.

Polling operations In case each time the device wakes up it receives a number of
polling commands, then the battery is exhausted sooner.
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2.4 Network Adaptation Definition

In the ATRACO project we address the design of AIE systems using a service-
oriented approach, in which resources in the environment provide independent, het-
erogeneous, loosely-coupled, primitive services. The ATRACO infrastructure con-
sists of SOA services. It supports basic services such as context management and
reasoning, communication management, user profiling and service discovery, as
well as adaptation and privacy services that form the basis for ATRACO ambient
ecologies. NA is a set of functions and protocols allowing an AIE system to inter-
act with network resources. The main goals of the NA layer are to allow devices
and services to be used seamlessly by an AIE system and to simplify the access to
networks in the AIE (usually for control, data sharing, communications, and enter-
tainment). NA will achieve this by defining the appropriate functions and designing
and implementing the needed abstraction layers.

Network resources in an AIE can be either devices or services. In general, de-
vices include wired or wireless automation devices and entertainment devices. All
these devices, intelligent or not, can use different networking technologies, thus
could be part of different networks in a specific environment. For example, in a
household the lights could be controlled using Lonworks technology while the mo-
tion sensors could be wireless Z-Wave for flexible and easy installation. The access
from a single control point on both lights and motion sensors demands the use of
two different networking protocol stacks: LonTalk and Z-Wave. This complicates
the implementation of a control application since its design should cope with dif-
ferent protocol architectures and software structuring. The problem escalates when
the control networks increase in numbers and the complexity of the control appli-
cation gets maximized. The term intelligent device refers to a networked device
with sufficient processing power to run network protocols. An intelligent Lonworks
lamp or motor has built in the Lonworks technology so it can be controlled over the
Lonworks network from another Lonworks device. Non intelligent devices can be
converted to intelligent ones by connecting them on other intelligent nodes which
are called network adapters.

Figure 2.3 illustrates the internal layering of the ATRACO NA component. To
cope with the complexity of accessing diverse control networks, a common device
representation layer is introduced. This representation layer should be architected
in such a way in order to handle different networks (LonWorks, KNX, ZigBee,
Z-Wave, X10 etc.) while it hides the complexity and details of each one of them.
The application which should be placed on top of this representation layer, could
not tell the difference between a Z-Wave lamp and a LonWorks lamp. The device
representation layer creates a unique representation of each different device type
across networks, which simplifies the evolution of applications and services. Beside
devices there are various services which in most of the cases are services provided
over IP networks. Examples of such services are the NTP (Network Time Protocol)
to synchronize time to a reference time source, VoIP (Voice over IP) to implement
internet Telephony, RTSP (Real Time Streaming Protocol) to deliver voice and/or
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video stream with real time properties etc. Such types of services are of interest to
an AIE so they must be shaped as AIE services and provided through the NA layer.
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Fig. 2.3 Network Adaptation Concept

All network resources, devices and services, should be provided in an AIE as
services. The functionality in these environments is exposed as semantic services
which an actor (either a user or an agent) can discover and then compose to form
AIE applications. Each service is associated with at least one semantic description
which shields the actor from the complexity of the Resource Layer realization and
makes it easy for the actor to employ these services in accomplishing interesting
and useful tasks. SOA offers one such prospective architecture where every com-
ponent is either a service provider or a service consumer or both service provider
and consumer. SOA may unify AIE processes by structuring large applications as
an ad hoc collection of services. Different groups of applications both inside and
outside an AIE system can use these services. SOA may use web services standards
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and web technologies and is rapidly becoming a standard approach for many infor-
mation systems. However, web services face significant challenges because of par-
ticular requirements. Applying the SOA paradigm to an AIE system presents many
problems, including response time, support of event-driven, asynchronous parallel
applications, complicated human interface support, reliability, etc. The following
sections describe the technology that ATRACO has chosen to implement its NA
SOA architecture.

In ATRACO, NA is one of the key project dimensions allowing the uniform and
transparent access to devices and services present in the networked environment
and supporting the realization of activity spheres across a mixture of heterogeneous
networks. The NA layer basically consists of two sub-layers; the common Device
Representation Layer and the Service Adaptation Layer. The NA Layer is imple-
mented using a mixed architecture, including a centralized home controller able to
seamlessly integrate various different devices from different technologies around
different home automation and control space and a variety of modules, some of
which may be able to work in a distributed architecture. The Device Representation
Layer provides an abstraction of the AIE devices to OSGi services that can be used
by other AIE components. The service adaptation layer focus is first to provide the
Device Representation Layer devices as OSGi services to the other AIE entities. On
top of that, OSGi device representations are eventually transformed to UPnP ser-
vices. Another focus of the Service Adaptation Layer is the UPnP adaptation of IP
services participating in an AIE system. With the assumption that the available ser-
vices are web services it would be straightforward to wrap them as UPnP services
or services of any other technology of choice (e.g R-OSGi [18]). It might even be
possible to fully automate this procedure in a service agnostic way. UPnP seems to
cover most of the aspects that are specified for the Service Adaptation Layer, such
as ease of network setup, device discovery, self announcement and advertisement of
supported capabilities.

2.5 Network Adaptation Guidelines

An ATRACO system supports adaptation at different levels, such as changing con-
figuration of the ambient ecology, realization of the same activity sphere in different
AIEs, realization of tasks in different contexts, as well as dynamic interaction be-
tween the system and the user. The design and specification of the NA component
is done having the following adaptation guidelines in mind:

• Unified access on devices that belong to different networks (e.g. LON, Z-Wave
etc): The proposed NA framework defines common device types that share com-
mon variables across networks.

• Interoperability amongst multiple networks: The proposed NA framework allows
events from any network to trigger actions to any network.
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• Services can use alternative resources for task completion: The proposed NA
framework employs a device registry where the available devices can be regis-
tered and queried by identifier, property value, constraints, and interface.

• Dynamic discovery for new networks and devices in an Ambient Intelligence
(AmI) space ecology: The proposed NA framework features a Device/Driver
manager to assure dynamic support for new networks and devices.

• Representation of device resources as services in a SOA middleware in order to
be consumed by other AIE components.

• Representation of legacy internet services in order to be consumed by other AIE
components.

• Relaying of existing Web Services: An AIE is able to use a web service provided
by the NA component without worrying about service availability, accessibility
and quality (e.g. NA provides single access to the AIE for a weather report ser-
vice being able to evaluate availability, accessibility and quality of many existing
weather report web services provided by internet sites).

2.6 Network Adaptation Framework

The NA middleware is a technological solution we have used for prototyping a typ-
ical AIE which seamlessly blends IP networking with a wealth of multimodal home
automation functionality. NA provides uniform access to the controlled devices (in-
cluding the full range of sensors and actuators) through an adaptation layer mapping
all different network domains in the AIE space to the IP level, and some basic ser-
vices for task execution and event management. Within ATRACO, NA contributes
to the realization of activity spheres under the orchestration of the Sphere Manager
(SM). NA is able to represent the integrated AIE to the ATRACO ontology level
maintaining local device and policy ontologies and collaborating with the Ontology
Manager (OM) to respond to queries regarding the state or properties of devices and
during ontology alignments to propagate context changes to the sphere ontology.

NA integrates a set of Java tools and components that enable to quickly design,
develop and deploy services in an AIE space utilizing the provided OSGi service
platform and widely adopted automation technologies. A home controller is used to
integrate connectivity with devices of various home control technologies, such as
LON PL, LON TP, Z-Wave (RF), X10 etc. The service platform embeds the use of
OSGi technology in the home controller, ensuring interoperability with devices in
the AIE and an easy way to integrate new services. The different network subsys-
tems are interfaced in a common way through a device representation layer, known
as NA-OSGi or ROCob layer, providing unified device representations. The main
NA functionality is actually offered through the device representation middleware.
User applications may include presentation layer applications, monitoring applica-
tions that collect and process data and send them to a backbone server or trusted
recipients, home control and pervasive applications.
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2.6.1 Why OSGi?

The key reasons for choosing OSGi as the framework to implement the device rep-
resentation layer of the NA middleware are summarized in the following list:

• Reduced development complexity - Developing with OSGi technology means
developing bundles: the OSGi components. Bundles are modules. They hide their
internals from other bundles and communicate through well defined services.
Hiding internals means more freedom to change later. This not only reduces the
number of bugs, it also makes bundles simpler to develop because correctly sized
bundles implement a piece of functionality through well defined interfaces.

• Ability to reuse ready made bundles in application development.
• Ease of component installation and management via a standardised API (e.g.

using a command shell, a TR-69 or OMA DM management agent, a cloud com-
puting interface etc.). The standardized management API makes it very easy to
integrate OSGi technology in existing and future systems.

• Ability of dynamic system updates. Bundles can be installed, started, stopped,
updated, and uninstalled without bringing down the whole system.

• Availability of a dynamic service model allowing bundles to find out what capa-
bilities are available on the system and adapt the functionality they can provide
making code more flexible and resilient to changes. This requires that the depen-
dencies of components need to be specified and it requires components to live in
an environment where their optional dependencies are not always available.

• Simplicity of the OSGi API, powerful security model, portability across different
execution environments and wide use.

2.7 Device Representation Layer

NA acts in device representationultiple device types functioning using different
technologies. In such environments devices of different types and communication
technologies should be interoperable. NA needs a way of controlling and represent-
ing seamlessly devices of the same type (e.g a Smart Light), even if they use dif-
ferent communication technology. Moreover, it needs a flexible way of supporting
new device types and technologies, through the use of quick, efficient and modular
interfaces.

2.7.1 Architecture Description

Figure 2.4 depicts all blocks currently available in the device representation archi-
tecture, which constitute a working software release. This architecture can easily be
extended to support other technologies, such as X-10 for example, with the develop-
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ment of the corresponding device representation layer drivers. Moreover, the device
representation layer API can be easily extended maintaining backwards compatibil-
ity, to support new functions in order to cover the functionality of new devices. In
the following we include an overview that describes the functionality of each block
(generic input/output, internal functionality) and a reference to relevant standards
that the block complies to.
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Fig. 2.4 Device Representation Layer Architecture

LON PL Lonworks is a home network protocol supported by the home controller.
The physical layer as the PL implies is the powerline network of the house. Lon-
works is seven layer protocol (OSI). The LON PL block is a Linux driver for access-
ing the neuron chip which runs the lower 4 Lonworks layers. All these layers are
stacked in a commercial firmware provided by Echelon (the company who invented
Lonworks) named MIP (Microprocessor Interface Program). The Linux driver is
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the software that communicates with MIP and transfers data back and forth from
the neuron chip to the microprocessor memory.

LON TP It is also about Lonworks but the physical layer here is the Twisted Pair
especially called FTT-10. LON TP block is the same Linux driver like LON PL
regarding the source code. At runtime LON TP is a different instance and commu-
nicates with a MIP running inside a FTT-10 neuron chip. LON TP and LON PL can
coexist in the same home controller.

Z-Wave It is a standard serial Linux driver which allows user programs accessing
Z-Wave firmware running on a microcontroller located on a daughter-board which
is connected internally on a serial port of the Home Controller. Z-Wave is an RF
technology from Zensys that has a five layer protocol stack. The layers are the phys-
ical (RF), MAC (CSMA/CA), Transfer, Routing and Application. The first 4 layers
are implemented inside the Z-Wave microcontroller. Apart from the protocol lay-
ers, the Z-Wave microcontroller provides a serial API so that microprocessor hosted
applications have access on the Z-Wave network.

Network Base Drivers The network base drivers are OSGi software elements that
basically implement all or part of a control network protocol like Lonworks or Z-
Wave. These drivers based on the provided configuration information coming from
the network configuration tools, create software representations of the real network
devices. These representations are in fact software objects which are called OSGi
devices and provide a general interface for other OSGi applications to make actions
and take feedback from the real network devices. A device object represents some
form of a device. It can represent a hardware device, but that is not a requirement.
Each network driver registers the associated device services in the framework in
order device manager to find them and attach them to appropriate driver service.

Sienna Especially for the PL network the Home Controller has adopted the SI-
ENNA protocol variation which provides a lightweight and reliable com-
munication protocol for powerline networks. The Sienna Base driver is
an OSGi base driver which implements the SIENNA protocol on top of
the standard LNS driver. For simplicity the LNS driver doesn’t appear as
a different block.

LNS The LNS base driver is an OSGi base driver which implements the three
upper layers of the Lonworks protocol stack. The LNS base driver is a
third party proprietary block provided by Echelon. The LNS base driver
has been modified in order to support the hardware LON TP and PL
interface on the Home Controller.

Z-Wave The Z-Wave base driver is an OSGi base driver which implements the Z-
Wave serial API and allows other OSGi applications to have access over
the Z-Wave network but also to information which is locally stored in the
Z-Wave microcontroller.

Sienna Configuration Tool The Sienna Configuration tool is a third party propri-
etary software which comes from Secyourit, through which the installer is able to
setup a network of SIENNA LON PL devices. After the installation is completed
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this tool generates an XML file that contains valuable network information like the
names, addresses and the types of the devices. This XML file is further used by the
Sienna Base Driver in order to instantiate the sienna OSGi devices.

LonMaker LonMaker is the network configuration tool provided by Echelon for
setting up a LNS network. This is a professional tool indented to be used by the
installer. After the installation is completed, LonMaker generates an XML file that
contains network information like the device names, addresses, network variables
etc. This XML file is used by the LNS Base Driver so that the latter to instantiate
the LNS OSGi devices.

Z-Wave Configuration The Z-Wave configuration service is responsible to setup
a network of Z-Wave devices through a friendly user interface. This interface guides
the user via a step-by-step procedure and after the configuration has been completed
it transfers all valuable network information to the Z-Wave network base driver.

OSGi Device An OSGi device is a representation of a physical device or other
entity that can be attached by a Driver service. OSGi devices that represent physical
devices are instantiated by Network Base Drivers.

Device Manager The device manager is responsible for initiating all actions in re-
sponse to the registration, modification, and unregistration of Device services and
Driver services. The device manager detects the registration of Device services and
coordinates their attachment with a suitable Driver service. All available Driver ser-
vices participate in a bidding process. The Driver service can inspect the Device
properties to find out how well this Driver service matches the Device service. The
highest bidder is selected. The selected Driver service is then asked to attach the De-
vice service. If no Driver service is suitable, the Device service remains idle. When
new Driver bundles are installed, these idle Device services must be reattached.

ROCob Driver The ROCob drivers are in principle refinement drivers that trans-
late the network specific device interface to a common interface. This common in-
terface named as ROCob API is used by other OSGi or non OSGi applications in
order to communicate with devices in the control networks. Each ROCob driver
registers itself in the framework registry expressing its interest for OSGi devices by
setting specific criteria. The ROCob driver driven by the Device Manager bids for
the device of interest and finally if it is the highest bidder amongst other ROCob
drivers it uses the provided device services.

ROCob Device The ROCob device is a representation of a physical device but at a
higher abstraction layer compared with the respective OSGi device. ROCob devices
are instantiated by ROCob Drivers.

ROCob API The ROCob API is a common interface that hides the specific net-
work interface and gives a general interface for each different device category. For
example the API calls for controlling an actuator or receiving events from a sensor
are the same either the devices belong to the LON PL network, the LON TP network
or the Z-Wave network.
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2.7.1.1 The LonWorks Subsystem

The LonWorks Base Driver communicates with the available devices and with the
aid of an external Network Configuration XML file it creates the corresponding
LonWorks OSGi Base devices. This external file can be produced by a network
built with LonMaker with a utility that exports a LonWorks network image to an
XML file, suitable for use by the smart home platform.

The LonWorks Base Driver communicates with the available devices and with
the aid of an external Network Configuration XML file it creates the corresponding
LonWorks OSGi Base devices. This external file can be produced by a network built
with LonMaker with a utility that exports a LonWorks network image to an XML
file, suitable for use by the smart home platform.

These OSGi Base devices can be used by various clients, such as the ROCob
drivers or the Devbrowser bundle. The clients can communicate with the LonWorks
Base Devices either with standard LonMark SNVTs and SCPTs provided by the
OSGi-stdtypes package or with custom ones.

Fig. 2.5 The LonWorks Net-
work Subsystem in the Home
Controller
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The Lonworks Subsystem is supported in the smart home platform with the Lon-
Works OSGi stack, which comprises of the following bundles:

LonMark OSGi Device Access API This bundle provides an API with which the
various LonWorks ROCob drivers communicate with the LonWorks OSGi Base De-
vices that are offered by the Base Driver for LonWorks devices bundle. This bundle
offers the "language" to read/write network variable values and communicate with
the LonWorks devices and LonWorks network interfaces.

LonWorks BaseDriver Bundle This bundle implements the LonMark API and is
the heart of the LonWorks support in the home controller. The base driver keeps and
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maintains the LonWorks network image. Each LonWorks operation is performed
through this bundle. Moreover, it supports the LonWorks over IP protocol and the
LNS Pass-Through mode which it can be used for network creation. The base driver
for LonWorks devices (also called LonWorks bundle) is loaded with a special XML
file that holds the information about the LonWorks network. Based on the informa-
tion that this file provides, the LonWorks bundle creates and registers LonWorks
Base OSGi Devices that correspond to the real devices in the LonWorks network.
These devices are then used by the ROCob LonWorks Composite Driver in order
to dispatch them to the appropriate ROCob drivers and create the relevant ROCob
devices.

LonWorks Device Browser This bundle is a debugging tool for base device ser-
vices and presents a hierarchical explorer tree view of the LonWorks network. If the
device has input network variables, the current values of the input network variables
are displayed in text boxes (without formatting applied). The input and output net-
work variables can be read, and the input network variables on the device can be
written using the Device Browser.

Neuron Network Interface Driver This bundle takes up the responsibility to com-
municate with the native LonWorks interfaces of the home controller. It is the inter-
face between the operating system’s LonWorks interface driver and the LonWorks
bundle.

LonMark SNVT/SCPT Formatters This bundle provides the values for the stan-
dard LonMark SNVTs and SCPTs, as these are described in detail in the LON-
MARK SCPT Master List and the LONMARK SNVT Master List documents that
are provided by Echelon. The LNS ROCob drivers use this bundle to form messages
for devices that use standard SNVTs and SCPTs. However, devices and eventually
the corresponding ROCob drivers may use custom NV types and network variable
configuration properties.

2.7.1.2 The SIENNA Subsystem

The SIENNA protocol is a power line communication protocol which sits on top
of the LonWorks communication protocol. On the home controller, the SIENNA
protocol implementation uses the underlying OSGi LonWorks implementation for
communicating with the SIENNA Devices and on top of it builds its own logic.
The Connected Home SIENNA stack abstracts the physical SIENNA devices into
SIENNA OSGi devices. This is performed by the SIENNA Stack Base-driver OSGi
Bundle (SSBOB). SSBOB abstracts the physical SIENNA Network in a way that
is usable by the end user. In this manner, SSBOB ends up to understand two basic
entities:

GE The GE is a group of devices that have the same G and E address val-
ues as defined by the SIENNA Protocol. These devices may offer either
actuator or sensor type functionality.
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GEType The GEType is a group of devices inside a GE that have the same func-
tionality type, actuator or sensor. This means that a GE can contain at
most two GETypes. Furthermore, there must be reasonable address as-
signment between the devices, so that devices with incompatible func-
tionality are not grouped together. If this happens, then a GEType with
the safest possible common functionality is created.

The SIENNA stack base driver OSGi Bundle is the interface between the SIENNA
devices in the power line network and the upper OSGi layers in the smart home plat-
form. Thus, it creates OSGi services that represent the actual SIENNA or groups of
SIENNA devices. On its one end, SSBOB transforms LonWorks messages to SI-
ENNA Messages, both in the incoming and the outgoing direction. For example,
LonWorks NV updates that refer to the available SIENNA Devices are translated to
the corresponding SIENNA updates and outgoing commands to the sienna devices
are transformed to the appropriate LonWork messages. On the other end, SSBOB
provides OSGi services to an upper layer OSGi clients, such as the SIENNA Con-
trol OSGi bundle. To describe the whole process in the OSGi framework, in the
beginning, SSBOB registers the GEs as services. Then, the GETypes can be ex-
tracted from the GEs. The GETypes offer the capability to control and receive status
updates from the physical SIENNA Devices. The task of extracting the GETypes
is performed by the clients of SSBOB. Such clients are for example the SIENNA
Control OSGi bundle, which provides a testing tool for the SIENNA Network, and
the SIENNA ROCob drivers.

Fig. 2.6 The SIENNA Net-
work Subsystem in the Home
Controller
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The integration of the SIENNA technology is achieved with the use of the SI-
ENNA Stack Base-driver and SIENNA Control OSGi Bundles.
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2.7.1.3 The Z-Wave Subsystem

The smart home platform integrates the Z-Wave technology and provides installa-
tion, maintenance, control and monitoring capabilities over Z-Wave devices. The
Z-Wave integration is achieved by an embedded Z-Wave interface on the home con-
troller and an extension to the OSGi service platform to provide Z-Wave device
services. The architecture of the Z-Wave subsystem is described in the following
picture.

The home controller features a Zensys ZM3102 Z-Wave RF module. The Zen-
sys ZM3102 module uses ZW0301 Zensys chips to integrate Z-Wave technology,
providing a Serial Application Interface over a custom Zensys serial protocol. The
home controller integrates the Z-Wave technology with the Z-Wave Base Driver and
the Z-Wave Shell OSGi bundles.

The Z-Wave Base Driver is an OSGi bundle offering application interfaces for
creating, managing and controlling Z-Wave networks. It enables the user to create,
maintain, control and monitor networks of Z-Wave devices. Using this bundle a
developer may provide services for performing new devices registration, configura-
tion, association and removal, as well as most installation and maintenance Z-Wave
actions. A developer may also use the Z-Wave bundle in order to provide control,
monitor and simple test scenarios execution on Z-Wave devices.

Z-Wave Shell is an OSGi bundle offering both a command-line shell tool over
the Z-Wave Base Driver OSGi bundle enabling management and control actions
on Z-Wave networks. It enables the user to use the interface of the Z-Wave OSGi
bundle for creation, maintenance, control and monitoring of Z-Wave networks. Us-
ing this bundle the user may perform a number of tasks by typing commands: add
new devices, configure, associate and remove existing ones, as well as most installa-
tion/maintenance Z-Wave tasks; the user may also use the Z-Wave Shell to control,
monitor and perform simple tests on the devices.

The Z-Wave Shell is also a good practical -yet not complete or detailed- reference
on the current functionality offered by the Z-Wave OSGi bundle. It exposes most
offered functionality in a way that is understood by a potential developer prior to
reading in detail the Z-Wave API documentation: either the developer targets at a
new installer tool, user interface for devices control or a simple monitoring tool that
will send a mail or an SMS notification to a user.

2.7.2 Device Representation Layer API Specification

The OSGi platform provides the level of required flexibility to add support for new
technologies on the runtime, along with other dynamic features. The NA layer we
present in the following sections is a set of JAVA classes and interfaces, bind with
OSGi services, which are targeting on adding a level of transparency between the
higher level services acting on the OSGi layer and the real physical devices. The
physical device (OSGi) drivers must implement a number of the NA interfaces, in
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Fig. 2.7 The Z-Wave Net-
work Subsystem in the Home
Controller
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order that bundles built on top of the NA layer can acquire and use them seamlessly
to any underlying physical device technology. The main ingredients of the NA API
are the NA Device and Function interfaces. Each OSGi implemented device driver
that takes care of the communication specifics between the physical devices and
the OSGi framework finally generates and registers to the framework a NA-OSGi
Device. A similar term for NA-OSGi is ROCob and we use these similar terms
interchangeably in the chapter. The registration must be done in a well defined way
(see below). Each registered NA-OSGi Device implementation must implement one
or more Function interfaces. Using the methods defined in these interfaces other
NA-OSGi aware services will be able to communicate with the NA-OSGi Devices
and thus with the physical devices in the underlying network.

2.7.2.1 NA-OSGi Device Interface

A service must implement this interface to indicate that it is a NA-OSGi Device.
Services implementing this interface give the system components the opportunity
to discover them and retrieve all required information for managing and performing
certain actions. Every service that has the intention of being registered as a NA-
OSGi Device must conform to the semantics specified by the Device interface of
the NA-OSGi API. In detail:

OSGi registration classes This property should be a list containing the NA-OSGi
Device interface class name and the class names of all NA-OSGi Function Interfaces
implemented by this NA-OSGi Device (see below).

Device Unique ID The value of this registration property denotes the Unique ID
among the NA-OSGi Devices registered in the framework. This property is aimed
to be used by high level services to distinguish the NA-OSGi Devices. This value
should remain the same for every distinct NA-OSGi Device, if it needs to be re-
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registered in the future. This is because higher lever services may have generated
data associated with this ID. This property can be acquired using the getUniqueId()
method of the NA-OSGi Device interface.

Device Functions The value of this registration property is a list of the NA-OSGi
Functions that are supported (implemented) by this registered NA-OSGi Device.
This property is commonly used by tracker services to filter the search on a specific
NA-OSGi Function type. This list can also be acquired by calling method getFunc-
tions() of the NA-OSGi Device interface.

Device Type The value of this registration property denotes the underlying physical
device type. This property’s value can also be acquired using the NA-OSGi Device
method getType().

The registered NA-OSGi Devices need to establish a two way communication be-
tween other NA-OSGi services. In the following we describe how other services can
handle the NA-OSGi Devices leading to the control of the underlying physical de-
vices and how the NA-OSGi Devices can notify other NA-OSGi services for events
like device property updates.

The registered NA-OSGi Devices can be tracked by other services using the de-
fined by the OSGi framework methods. The properties that escort the NA-OSGi
Devices during their service registration can be used to help services tracking the
desired devices. Once a NA-OSGi Device service is tracked, it can be controlled
using the methods of the NA-OSGi Function interfaces that it implements. Then,
the service could be casted to the appropriate interface and use its implemented
methods.

In the general case, almost every NA-OSGi Device will eventually need a way
to notifying other NA-OSGi aware services for device property updates, derived
by the underlying physical device (like a lamp turning on), or for any other useful
reason. The NA-OSGi Devices use the OSGi r4 EventAdmin specification to deliver
events to the other Framework services. These types of events must conform to the
following:

Event Topic All the NA-OSGi Device Events must start with the "NA-OSGi" pre-
fix to inform the OSGi Event Handlers that this is a NA-OSGi Event. This can be
used for event filtering. The event topic must end with the NA-OSGi Interface name
that triggered this event generation. For instance, if an event was generated by a NA-
OSGi Device that implements the NA-OSGi Switch Interface, the full event topic
would be NA-OSGi/Switch.

A NA-OSGi Device may implement more than one NA-OSGi Interfaces. In that
case, the suffix of the OSGi Event Topic will be the Interface name associated with
the property, the value of which is published for notification to the Framework. For
instance, consider a NA-OSGi Device that stands for a Dimmer physical device
and implements the Switch and the LevelAbsolute NA-OSGi Interfaces, to sup-
port the on/off and dimming functionality of this dimming physical device. Suppose
that this device turns off (i.e. changes its state) and the NA-OSGi Device needs to
notify the framework for this change. The property CURRENT STATE that was



2 Adaptive Networking 59

modified lies within the NA-OSGi Switch Interface. So, the Event topic would be
"NA-OSGi/Switch". If the NA-OSGi Device needed to notify for a change in the
brightness level of the dimmer device as well, it should create one more event for
the property CURRENT LEVEL of the LevelAbsolute Interface with a topic like:
"NA-OSGi/LevelAbsolute".

Device Function This property must accompany the NA-OSGi Events. The al-
lowed values for this property derive from the NA-OSGi Function interface. It pro-
vides information about the NA-OSGi Interface type that triggered the Event. It has
the exact same meaning as the suffix of the OSGi Event Topic of the NA-OSGi
Events. Although this information is redundant, it can be used for Property based
filtering or alternatively to be used in "switch" statements.

Device Unique ID This is the same property that accompanies the NA-OSGi De-
vice to the framework registration.

In addition to these properties, every NA-OSGi Event must be accompanied with
one or more properties that carry the actual information for this event. In the general
case, the properties that are used depend on the NA-OSGi Function that triggered the
event. These properties are required to exist in the NA-OSGi Event. For instance,
the CURRENT STATE property mentioned in the example above is a part of the
NA-OSGi Switch Interface. Any other property that could be of interest to the event
handlers may be added as well.

2.7.2.2 Function Interface

This interface is not intended to be implemented by any class. Its reason of existence
is to provide a number of fields of the available NA-OSGi Function interfaces (that
should be implemented by the NA-OSGi Devices), represented as primitive integers
along with helper collections that map these integers to strings like friendly names
or class names. These collections and fields are meant to help the developer at the
NA-OSGi Device registration, event generation and handling. With these functional
profiles a NA-OSGi device can represent the functionality of the underlying physical
device. The enumeration of the available Function interface representation is the
following:

Composite Interface commonly used for physical devices with multi-
ple endpoints.

Binary Sensor Interface commonly used for sensor-like devices, like mo-
tion sensors etc.

Level Absolute Interface used for physical devices with level properties
like dimmers etc.

Level Absolute Timed Interface used for physical devices with level properties
like dimmers with an extra timing functionality.

Level Relative Control Interface used for devices with direction semantics, with
read only values.
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Level Relative Interface used for physical devices with direction seman-
tics like shades etc.

Level Relative Timed Interface used for physical devices with direction seman-
tics like shades etc. with an extra timing functionality.

Switch Interface used for on/off physical devices like lights, sim-
ple home appliances etc.

Battery Interface which is commonly used for representing a phys-
ical battery.

Alarm Interface which is commonly used for alarming devices.
Analog Meter Interface used for devices that measure analog inputs like

pressure and temperature.
Thermostat Interface which is commonly used for representing a phys-

ical Thermostat device.

2.7.2.3 Scene Interface

The scene related interfaces intend to provide a service layer for scene (task) exe-
cution. In general, a scene can be considered as a collection of NA-OSGi Devices
that will execute a number of actions on these devices when a certain event occurs.
An alarm service is included, with which the device representation layer can send
alarm events to other NA-OSGi components or higher layers. It makes use of a set
of defined alarm levels, types and properties, to cover a wide range of alarm events.

The Scene Interface is used to define the collection of the NA-OSGi Devices that
take part in a scene, along with a number of properties per Device that will lead
to the appropriate actions on the Device when the Scene is executed. Each Scene
implementation has a unique ID among the scenes and holds a collection of NA-
OSGi Device IDs. For each of these IDs it holds a Dictionary of properties, the data
of which depend on the NA-OSGi Device Function interfaces the specific NA-OSGi
Device implements. Moreover, it holds a Function ID per NA-OSGi Device. This
Function ID is used from the Scene implementation when the Scene is executed to
lead to the appropriate NA-OSGi Device method call on the specific device. At the
same time, the properties provided by the Dictionary per NA-OSGi Device are used
to determine the method’s arguments.

For instance consider a Scene with one NA-OSGi Device that implements the
Switch interface and we want this device to turn on upon the Scene execution.
The function ID for this device should be "NA-OSGi.Function.SWITCH" and
the property within the Dictionary for this device should be: "Switch.CURRENT
STATE=Switch.STATE OFF". When this Scene is to be executed, "setState(Switch.
STATE OFF)" should be called on this NA-OSGi Device, which will lead to the
physical device to turn off.
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2.7.2.4 Scene Manager Interface

The implementation of this interface works as a Scene manager service. The role of
this service is to hold a collection of scenes provided by other OSGi bundles and
execute them upon request. The implementations of this interface should register
to the OSGi framework under the class name "NA-OSGi.SceneManager", for other
bundles to track and use it.

2.7.2.5 Trigger Interface

For a scene to execute, a certain event must occur. These events are property mod-
ifications of the NA-OSGi Devices, like a Binary Sensor at STATE ON, which can
be tracked using the OSGi r4 EventAdmin specification as described before. This
interface is introduced to be used for that reason. It holds a collection of NA-OSGi
Device IDs that take part to the triggering of a scene (or scenes) execution. It also
holds a collection of the scene IDs to be executed when a certain event is occurred.
It further holds the event that should occur to trigger the scenes’ execution. For each
of the NA-OSGi Device IDs that take part on this a Dictionary of properties (the
data of which depend on the NA-OSGi Device Function interfaces implemented
from that specific NA-OSGi Device) is hold. The event is supposed to activate the
trigger when these properties of the NA-OSGi Device are met. If just one of the
NA-OSGi Devices in the collection of this Trigger meets these property values, the
scenes must be executed. Moreover, a NA-OSGi Function ID is held for each NA-
OSGi Device in the collection. This is supposed to be used on the NA-OSGi Device
event filtering.

For instance, suppose we want a number of scenes to be executed when a Bi-
nary Sensor’s state changes to STATE ON. This Binary Sensor is described by
a NA-OSGi Device implementing the Binary Sensor interface. The Dictionary
for this Device in the Trigger should hold the property "BinarySensor.CURRENT
STATE=BinarySensor.STATE ON" and the Function ID for this Device should be
"Function.BINARY SENSOR".

2.7.2.6 Scene Trigger Interface

The implementations of this interface are used to manage implementations of the
Trigger interface. In other words, the implementations of this interface should be
OSGi services that hold a collection of Triggers added by other OSGi bundles. The
implementations must be registered to the OSGi framework under the class name
NA-OSGi.SceneTrigger, for other bundles to track and use to add or remove trig-
gers. They should also take care of the evaluation of the triggers that hold and the
scene execution of the scene IDs associated with these triggers.
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2.7.2.7 Alert Service

This utility service is designed to provide a simple alerting service to the other NA-
OSGi aware services in the framework, based on custom Rules. The alerts make
use of the alarm characteristics. This service listens for NA-OSGi Device events
and evaluates a series of user defined Rules to finally create the specific NA-OSGi
alerts. This service is most commonly used when analog meters are used, like depth
meters. For instance in fuel tanks, you may need to have an alert when the fuel level
drops below a specific threshold. This alert could be used by a NA-OSGi service to
create a notification (e.g. SMS) to the user.

The rules used by the NA-OSGi Alert service are based on the NA-OSGi Device
specific properties. The user creates a number of rules based on these specific prop-
erties and the evaluation is done by the service by listening for NA-OSGi Device
property changes from the NA-OSGi Device events. There are two ways to evaluate
a set of properties for a NA-OSGi Device (AND, OR). The NA-OSGi alert service
uses the OSGi r3 Configuration Admin Specification to create new Rules. The prop-
erties that need to be set in order to create a new Rule include the NA-OSGi Device
IDs that take part in this rule, the message that will accompany the alert when gen-
erated, the level of the alert, the properties to be evaluated, the evaluation type, as
well as a bounce filter and a delay used for avoiding bouncing effects.

2.8 Service Representation Layer

Services are the basis of distributed computing across the Internet. A service con-
sumer locates a service and invokes the operations it provides. As ATRACO has
adopted the SOA model each component could be either a service provider or a
service consumer or both consumer and provider.

An ATRACO system will use the Network Adaptation component to access net-
work resources. Resources can be either devices or services, but both can be ac-
cessed within ATRACO as services. In order to do that, Network Adaptation defines
an internal upper layer called service adaptation layer on top of which all resources
are viewed and accessed as services.

Devices organized in device types according to their functionality will expose
through the service adaptation layer a list of access methods in the form of services.
From the service point of view a device can be analyzed as a list of state variables (or
parameters) and a list of methods or functions that either read the value or change
the value of these state variables.

Other types of services which can be found and accessed in the internet are of
significant interest to an ATRACO system and thus they should be provided in the
ATRACO environment in a proper shape in order to be consumed from the AT-
RACO entities. These services could be already implemented as Web Services or
may have a completely different architecture and access interface. In either way, the
Network Adaptation layer should intervene in order to reshape the service to follow
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Table 2.1 Specification Summary of the NA-OSGi API

Interface Fields and Methods

Alarm Irrelevant, Level (E), Message (E), NoAlarm, Type (E), Communication
Error, Device Inaccessible, Device Specific, Intrusion, Maintenance, Tam-
per Attempt

AlarmState getAlarmLevel, getRelevantAlarmTypes
AnalogMeter Level (E), getAnalogMeterLevel
Battery Level (E), getBatteryLevel
BinarySensor Current State (E), State Off (E), State On (E), getState
Composite getEndpointCount, getEndpointFunctions(index), getEndpoint(index)
Device Level, Function (E), Functions (S), Type (S), UniqueId (ES), Event Topic,

Binary Sensor (S), Door Trap (S), Flood Detector (S), Gas Valve (S), Key
Fob (S), Lamp (S), Motion Sensor (S), Shade (S), Smoke Detector (S),
Switch (S), Tank Level Meter (S), Thermostat (S), Water Valve (S), Un-
known (S), getDefaultName, getFunctions, getType, getUniqueId

Function Alarm (DE), Analog Meter (DE), Battery (DE), Binary Sensor (DE), Com-
posite (DE), Level Absolute (DE), Level Absolute Timed (DE), Level
Relative (DE), Level Relative Control (DE), Level Relative Timed (DE),
Switch (DE), Thermostat (DE), Function Classes, Function Names, Count,
Device Error, Driver Error, Invalid Args, Invalid State, Network Error,
Queued, Stack Error, Success, Transmitted

LevelAbsolute Current Level (E), Max (E), Min (E), getLevel, setLevel
LevelAbsoluteTimed setLevel
LevelRelative startLevelChange, stopLevelChange
LevelRelativeControl Current Direction (E), Down (E), Stopped (E), Up (E), getLevelChangeDi-

rection
LevelRelativeTimed startLevelChange
ROCState getDeviceId, getFunctionId, getProperties
Scene Actions Count Error, Function ID Error, getActionCount, getDevi-

ceId(index), getFunctionId(index), getProperties(index), getSceneId
SceneManager addScene, getScene, getSceneIds, removeScene, runScene
SceneTrigger add, getTrigger, getTriggerIds, remove
Switch setState
Thermostat Auto (E), Cool (E), Heat (E), Off (E), Mode (E), Setpoint (E), Temperature

(E), getActualTemperature, getOperationMode, getTemperatureSetPoint,
setOperationMode, setTemperatureSetPoint

Trigger getDeviceId(index), getFunctionId(index), getProperties(index),
getSceneIds, getTriggerDeviceCount, getTriggerId

a E: Event Property, S: Service Property, DE: Device.Function Event Property

the selected ATRACO service architecture acting as a service proxy to existing Web
Services and enforcing authentication and security policies.

The NA-OSGi layer provides an abstraction layer for a variety of underlying net-
working technologies. Looking from the perspective of higher layers, it can be either
used directly to implement intelligent environment services or a presentation layer,
but it can also act as a common base for extending interoperability with services
provided by other well-established technologies, like UPnP and R-OSGi.

The upper layer of NA includes the Service Representation Layer, avoiding that
way a direct interface of the service adaptation to different underlying networks.
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In an ATRACO environment where NA is used to access devices participating in
multiple different networks the integration of the service representation layer with
the device representation layer minimizes the complexity of the implementation and
allows future additions of networks in a seamless way. This layer converts the avail-
able devices from the device representation layer as well as other wrapped legacy
services to services of a common technology of choice, e.g. UPnP or R-OSGi. As
a result, devices and services can consume or be consumed by other devices and
services available in an AIE environment.

The service representation layer supports zero-configuration networking. An au-
tomation device from any vendor and supported technology, once registered in the
NA component, dynamically announces its name, conveys its capabilities upon re-
quest, and learns about the presence and capabilities of other devices or services.

UPnP seems to cover most of the aspects that are specified for the Service
Adaptation Layer, such as ease of network setup, device discovery, self announce-
ment and advertisement of supported capabilities. Currently the Network Adapta-
tion framework supports UPnP and integrates it with the OSGi Service Platform. On
top of that, a set of NA-OSGi to UPnP wrappers have been developed that eventually
transform the NA-OSGi services to UPnP services.

2.8.1 UPnP Adaptation

The UPnP Device Architecture specification provides the protocols for a peer-to-
peer network. It specifies how to join a network and how devices can be controlled
using XML messages sent over HTTP. The UPnP specifications leverage Internet
protocols, including IP, TCP, UDP, HTTP, and XML. The OSGi specifications ad-
dress how code can be downloaded and managed in a remote system. Both stan-
dards are therefore fully complimentary. Using an OSGi Service Platform to work
with UPnP enabled devices is therefore a very successful combination allowing the
development of OSGi bundles that can interoperate with UPnP devices and UPnP
control points.

By using UPnP above the NA-OSGi layer, the functionality of services for stan-
dard home control devices (lighting, shades, heating, etc.) can be combined with
other spheres of interest, such as audio-visual devices or other web services trans-
formed into UPnP services (network clocks, weather report, news services and oth-
ers). This combination opens a new wide layer for offered services or complex pre-
sentation designs, accommodating and re-innovating the modern lifestyle inside a
smart environment.

NA provides a UPnP virtualization of the interfaced physical devices, which
eventually belong to heterogeneous non IP networks. Figure 2.8 illustrates a generic
view of a networked AIE. UPnP proxies bridge IP networks with non IP networks
representing at the same time devices belonging to non IP networks as UPnP enti-
ties. Figure 2.9 illustrates the virtualization function of the UPnP proxy. The proxy
knows how to communicate with the ZWave microphone. For that reason it uses
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Fig. 2.8 Example of UPnP proxy virtualisation function

a special library that encodes, over the ZWave API, microphone commands to
start/stop recording as well as to control the gain and the sampling rate. In order
higher perceptual components, such as the voice recognizer, to make use of the mi-
crophone, the proxy represents it as a UPnP device exporting appropriate actions for
remote invocation (set gain, set sampling, start rec etc). On the other hand taking ad-
vantage of the silence detection feature of the microphone, proxy sends appropriate
events triggering that way the voice processing at the recognizer side.

Considering the device types, functional profiles and event properties defined in
the device representation layer as well as the availability of a standard OSGi UPnP
Driver implementation it is straightforward to develop OSGi Wrapper services that
export NA-OSGi devices as UPnP devices. The NA layer provides UPnP device
services to the AIE network via the UPnP wrappers. Those services expose the
relative UPnP device and service description XMLs. Clients that intend to use the
offered services can use third party programming APIs, based on the UPnP library
on use, e.g. CyberLink (Java), CyberDomo (UPnP), Intel (C#). A side advantage of
this procedure is that a single UPnP wrapper can provide UPnP services for a device
class, e.g. on/off switch, irrelevant to the technology that the switch uses (LON, Z-
Wave, SIENNA), due to the abstraction offered by the NA-OSGi layer. The NA
UPnP wrapping architecture is briefly illustrated in Figure 2.10, while Figure 2.11
depicts the NA device layers (in parallel for exemplary LON and ZWave networks),
from physical device to UPnP device.
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Fig. 2.9 Generic NA view of an AIE

Fig. 2.10 UPnP wrappers
overview.
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A Wrapper service would usually track the availability of NA-OSGi devices with
certain characteristics and then register a UPnP Device service with the appropri-
ate device and service description to represent the underlying device. The regis-
tered UPnP Device service is then tracked by the UPnP Base Driver, the bundle
that implements the bridge between OSGi and the UPnP networks, and exported
to the network as a UPnP device. The registered UPnP Device service should be
implemented in such a way that the provided UPnP Service class implementations
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Fig. 2.11 Device adaptation layers, from physical device to UPnP device.

will correspond to the functions supported by the NA-OSGi device. Similarly each
UPnP Service should be implemented in such a way that the provided UPnP Action
class implementations will correspond to the Java methods defined in the associ-
ated NA-OSGi function interface. In the reverse path the NA-OSGi event properties
defined in each supported NA-OSGi function should be represented as UPnP State
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Variable in the corresponding UPnP Service class implementation and appropriate
notify UPnP Event calls should be made to registered UPnP Event Listener services
for each NA-OSGi event received.

Device adaptation can also be used on the reverse path to control devices and
web services already present in the AIE provided by other sources. The way to do
this is to import them in the NA framework, transform them to ROCob devices and
operate them like local ROCob devices. This way, various UPnP services tracked
by the OSGi UPnP base driver can be registered with the OSGi framework. Then,
appropriate refinement drivers can refine these devices to NA-OSGi devices. Since
the imported UPnP devices have their NA-OSGi equivalent in the OSGi framework,
they can be combined with the rest NA-OSGi devices and exploit advanced features
of the NA-OSGi layer. For example, they can be used seamlessly in scenes creation
and execution.

2.8.1.1 General Exported UPnP Device Model

A NA-OSGi UPnP Wrapper refines a NA-OSGi device to the appropriate UPnP
device. Then, with the aid of the UPnP base driver, this device is advertised in the
network. The UPnP wrapper consists of two main components:

• The NA-OSGi to UPnP driver, that tracks the available NA-OSGi devices, selects
the suitable devices according to an LDAP filter and creates the corresponding
UPnP devices.

• The NA-OSGi to UPnP device, which maps the NA-OSGi device functionality
to the correpsonding UPnP device functionality.

For each tracked device a new service is registered implementing the UPnPDevice
interface and the registration properties listed in Table 2.2. The UPnPDevice in-
stance will provide a UPnPService for each corresponding NA-OSGi function sup-
ported by the NA-OSGi device. The wrapper’s architecture creates a pool of UPnP
services that correspond to NA-OSGi functions. This way wrapped UPnP devices
can select and combine services from this pool to offer the corresponding function-
ality from NA-OSGi to UPnP layer. This design can lead to rapid development,
since replication of common functionality is avoided.

2.8.1.2 Switch UPnP Wrapper

Since the NA-OSGi Switch function matches exactly the UPnP Forum standardized
SwitchPower service, the wrapper should eventually export to the network a UPnP
device that utlizes this standard UPnP service. Therefore the UPnPService instance
should provide two UPnPAction implementations corresponding to GetStatus and
SetTarget actions defined in SwitchPower:1 as well as two UPnPStateVariable im-
plementations corresponding to Status and Target state variables defined in Switch-
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Table 2.2 UPnPDevice Service registration properties

Property Name Property
Type

Property Value

DEVICE CATEGORY String UPnP
objectClass String org.OSGi.service.upnp.UPnPDevice
UPnP.device.friendlyName String A characteristic term for the device plus the

value returned by com.inaccessnetworks.rocob.
Device.getDefaultName()

UPnP.device.manufacturer String inAccess Networks
UPnP.device.modelDescription String ROCob - device type - UPnP Wrapper
UPnP.device.UDN String A standard or a custom device UDN, according

to the device type and the UPnP specification
UPnP.export Not Required
UPnP.device.type String A standard or a custom device type definition,

according to the UPnP specification
UPnP.service.id String[] Array of Strings with the provided functions,

e.g. "urn:upnp-org:serviceId:SwitchPower.001"
UPnP.service.type String[] Array of Strings with the supported UPnP ser-

vice types by the wrapper, e.g.: "urn:schemas-
upnp-org:service:SwitchPower:1"

Power:1 (returned by UPnPService methods getActions() and getStateVariables()
respectively).

The GetStatus UPnPAction.invoke() implementation should call the NA-OSGi
Switch.getState() method, while the SetTarget UPnPAction.invoke() implementa-
tion should call the NA-OSGi Switch setState() method. In both cases the wrap-
per service must convert NA-OSGi values to UPnP values. Since NA-OSGi Switch
function does not have the concept of two state variables, this must be implemented
by the wrapper explicitly. The Status UPnPStateVariable should have the value re-
turned by the last NA-OSGi Switch.getState invocation or the last NA-OSGi event
received. Target UPnPStateVariable should just hold the requested value from the
last SetTarget UPnPAction.invoke() call.

NA-OSGi Switch function defines a single event property Switch.CURRENT
STATE and a NA-OSGi event is raised containing this property every time the
underlying physical device changes state. Therefore the Status UPnPStateVariable
is evented and the wrapper bundles should maintain a list of the registered UPn-
PEventListener implementations (that requested events for this state variable) and
call the notifyUPnPEvent callback every time a ROCob event is received. If at least
one UPnP control point in the network subscribed for events of this state variable,
then the UPnP Base Driver should have an appropriate UPnPEventListener regis-
tered and propagate a UPnP Event Notification to the network every time notifyUP-
nPEvent is called. The SwitchPower service description can be found at the UPnP
Forum web site [9]. Listing 2.1 presents the UPnP profile for the Switch device in
XML description language.

1 <root xmlns="urn:schemas-upnp-org:device-1-0">
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2 <specVersion>

3 <major>1</major>

4 <minor>0</minor>

5 </specVersion>

6 <URLBase>http://192.168.2.253:4004</URLBase>

7 <device>

8 <deviceType>urn:com.inaccessnetworks:device:Switch:1</

deviceType>

9 <friendlyName>BinarySwitchZW0000001205</friendlyName>

10 <manufacturer>inAccess Networks</manufacturer>

11 <manufacturerURL>http://www.inaccessnetworks.com</

manufacturerURL>

12 <modelDescription> Binary Switch UPnP Wrapper</

modelDescription>

13 <modelName>ROCob Binary Switch</modelName>

14 <modelNumber>1.0</modelNumber>

15 <modelURL>http://www.inaccessnetworks.com</modelURL>

16 <serialNumber></serialNumber>

17 <UDN>uuid:UPnPROcobZW0000001205</UDN>

18 <UPC></UPC>

19 <serviceList>

20 <service>

21 <serviceType>urn:schemas-upnp-org:service:SwitchPower

:1</serviceType>

22 <serviceId>urn:schemas-upnp-org:serviceId:SwitchPower

:1</serviceId>

23 <SCPDURL>/service/0/gen-desc.xml</SCPDURL>

24 <controlURL>/service/0/ctrl</controlURL>

25 <eventSubURL>/service/0/event</eventSubURL>

26 </service>

27 </serviceList>

28 <presentationURL></presentationURL>

29 </device>

30 </root>

Listing 2.1 The UPnP profile for the Switch device in XML description language.

2.8.1.3 More UPnP Wrappers

Binary Sensor This function is not directly mapped to any standardized UPnP
service. Since the binary sensor only sends events with its current state, a UPnP
service is needed that can read the binary sensor status or can get notification events
when the status is modified. The ideal service to handle this task is a subset of the
SwitchPower service. Therefore, a new service has been created that uses one state
variable, called Status, and a corresponding action to get its value called getStatus.

Door Trap UPnP wrapper resembles the functionality of the binary sensor. Their
difference lies in the device description. This is necessary to serve better the pre-
sentation layer, to allow correct visualization of the devices, as well as to allow
expandability in the future.

http://192.168.2.253:4004</URLBase
http://www.inaccessnetworks.com</
http://www.inaccessnetworks.com</modelURL
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Motion Sensor UPnP wrapper, just like the door trap wrapper, currently follows
the functionality of the binary sensor. This means that it implements only the bina-
rysensor UPnP service. The corresponding profile will be possibly enhanced in the
future, when devices with advanced features become available. Such features may
be sensor sensitivity and sensor reset timeout.

Illumination Detector UPnP wrapper takes care to represent a NA-OSGi illumi-
nation detector in the UPnP layer. This is achieved by utilizing the AnalogMeter
UPnP service, which corresponds to the ANALOG METER NA-OSGi subfunction.
The AnalogMeter service includes one StateVariable of type float, and an action that
returns the value of this variable, called GetAnalogMeter. The measured value corre-
sponds to the percentage of the maximum value. The UPnP device reads the analog
meter level value either by polling the NA-OSGi device, using the GetAnalogMe-
terLevel action, or by serving incoming events that are generated by the NA-OSGi
device.

2.8.1.4 Device/Service Control Example

This paragraph presents a device control example in ATRACO (see Figure 2.12).
When an ATRACO client needs to use a ZWave Switch connected to the NA com-
ponent, it will send a UPnP device discovery message to the ATRACO IP network.
The OSGi UPnP base driver of the NA component will send the description of the
available UPnP devices, including the switch in question, which is handled by the
relative OSGi UPnP wrapper. Then the client can query from the UPnP wrapper
the available actions of the device, and send for example the ON command to the
wrapper. The wrapper, using the ROCob device ends up to send the command to
the ZWave Base driver of the NA component. The latter will finally send the ZWave
command to the ZWave switch.

2.8.1.5 Device Event Propagation Example

Figure 2.13 depicts device propagation in ATRACO. When an event from a ZWave
door trap connected to the NA component occurs, this event is propagated through
NA to the various ATRACO clients. The event is first handled by the ZWave Base
Driver of the NA component, which propagates it to the corresponding ROCob de-
vice. The ROCob device then sends an event to the OSGi framework, which is
handled by the relative UPnP wrapper. The wrapper translates the event to a cor-
responding UPnP event. This event is broadcasted to the ATRACO IP Network and
listeners for this event will receive it.
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Fig. 2.13 Device event propagation through NA.

2.8.2 Simple Task Execution Manager

The Simple Task Execution Module (STEM) is an OSGi based UPnP service that
based on a simple or nested condition evaluation generates a UPnP event about the
result of the evaluation and even executes a set of actions on one or more UPnP
devices when the evaluation is true. STEM basically operates on UPnP devices/ser-
vices in a home network. Architectural wise, although STEM could be a simple
OSGi service, it follows a network approach and is a UPnP service itself, so that



2 Adaptive Networking 73

other UPnP services in the same network can use it. It is planned however to pro-
vide an OSGi service API in the near future.

The two main concepts of STEM are the scene and the trigger. A scene is a set of
actions that can be performed in one or more devices. The actions are described us-
ing unmodified UPnP identifiers of the participating devices, so that users of STEM
can easily construct them. For functional reasons, each scene has its own unique
ID.Thus, it is possible to create, modify and delete a scene.

A trigger is a set of rules, that when the total evaluation turns true an event is
generated that notifies that this specific trigger is true. If the trigger is associated
with one or more scenes, then these scenes are executed. A rule is set of simple
or nested AND and OR conditions. The conditions compare state variable values
of a UPnP device with state variable values of the same or other UPnP device or
with arbitrary values of the same UPnP data type. This is achieved with a recursive
logical evaluation function. Just like the scenes, triggers also have a unique ID that
is used for their creation, modification or removal or association/deassociation with
a scene.

In order to be able to evaluate conditions, STEM subscribes to the services of the
devices that are included in the conditions of the various triggers. When an updated
value for a state variable that is used in a condition arrives, STEM re-evaluates the
condition and as a result the whole trigger. If the total evaluation turns true, an
event containing the trigger id and the status true value is generated and sent to the
listeners that have subscribed to STEM’s service. If the result of the evaluation is
false, an event with the trigger id and the false status value is sent.

STEM by itself is not a UPnP control point, so it is not aware of the avail-
able devices. The OSGi UPnP basedriver is responsible for discovering available
UPnP devices and updating them or removing lost ones. Using the OSGi API of the
OSGi UPnP basedriver, STEM finally becomes aware of the various devices. When
a STEM user adds a scene or a trigger, these are validated against the existing UPnP
devices. If a device included in a scene or trigger does not exist, or a wrong service
or action or state variable is used, then the trigger/scene is discarded. Listing 2.2
shows an example of a scene description XML which handles two binary lights.

1 <xml>

2 <scene id="scene1">

3 <device id="uuid:UPnPROCobZW 0000000702">

4 <service id="urn:schemas-upnp-org:serviceId:SwitchPower

:1">

5 <action id="SetTarget">

6 <statevar id="NewTargetValue" type="boolean" value

="true"/>

7 </action>

8 </service>

9 </device>

10 <device id="uuid:TestLight+004fecde">

11 <service id="urn:schemas-upnp-org:serviceId:SwitchPower

:1">

12 <action id="SetTarget">
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13 <statevar id="NewTargetValue" type="boolean" value

="false"/>

14 </action>

15 </service>

16 </device>

17 </scene>

18 </xml>

Listing 2.2 An example of a scene description XML which handles two binary lights.

Listing 2.3 shows an example of a condition description XML; ge, eq and nt are
condition operands meaning greater equal, equal and not respectively.

1 <xml>

2 <trigger id = "testTrigger">

3 <logic operator="OR">

4 <condition operator="ge">

5 <lcomparator type="upnp" device="uuid:org-upnp:

testdevice1" service="urn:org-upnp:testservice"

statevar="level"/>

6 <rcomparator type="value" vartype="Integer" value

="12"/>

7 </condition>

8 <logic operator="AND">

9 <condition operator="eq">

10 <lcomparator type="upnp" device="uuid:org-upnp:

testdevice2" service="urn:org-upnp:testservice"

statevar="Status"/>

11 <rcomparator type="upnp" device="uuid:org-upnp:

testdevice3" service="urn:org-upnp:testservice"

statevar="Status"/>

12 </condition>

13 <condition operator="nt">

14 <lcomparator type="upnp" device="uuid:org-upnp:

testdevice4" service="urn:org-upnp:testservice"

statevar="Status"/>

15 <rcomparator type="value" vartype="Boolean" value="

true"/>

16 </condition>

17 </logic>

18 </logic>

19 </trigger>

20 </xml>

Listing 2.3 An example of a condition description XML.

Figure 2.14 demonstrates a simple task execution manager example, where a
self managed service add triggers that depend on events from UPnP devices A,B
and scenes that operate on devices C and D. When events from devices A and B
arrive, if the trigger is evaluated true, the associated scene is executed and actions
are performed on devices C and D. The task execution manager runs in the OSGi
framework, but since it is a UPnP service too, it has also a part in the home IP
network.
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Fig. 2.14 Task Execution Manager Example.

2.9 Network Adaptation in the ATRACO System Prototype

The ATRACO project has implemented a prototype of an ATRACO system in order
to test its proposed ambitious architecture. It consists of the main components sup-
porting adaptation specified and prototyped by the project, namely Network Adapta-
tion, Structural Adaptation, User Behaviour Adaptation, Semantic Adaptation, and
User Interaction Adaptation, as well as several basic components for controlling the
environment (e.g., control of lights, HVAC, music player). Regarding NA, both in
terms of device and service adaptation, a set of tools has been created in order to
demonstrate the use of NA in real ATRACO environments. This set includes sup-
porting a variety of devices as well as creating all the necessary services that com-
bine the elements found inside an ATRACO ecosystem in order to realize a user
goal.

In principle, a user goal, represented as an Activity Sphere (AS), is matched with
available device local ontologies, the AS is decomposed into a hierarchy of abstract
tasks represented as a workflow, and the Sphere Manager (SM) forms the AS for the
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specific user goal. The SM connects to device registry to get connectivity data of
the devices through the help of the NA component which provides access to home
peripherals and a mapping of all different network domains in the AIE to the IP
level. Then, the SM initiates the various components (Ontology Manager, Interac-
tion Agent and Fuzzy Task Agent) and performs dynamic service binding in order
to execute the workflow. When an action is required to take place in the AIE, like
starting the music player or switching on/off HVAC, the SM invokes the NA layer
to change the state of the devices and the services. Through the NA, the SM also
generates events that can be used by other components of the system, e.g. continu-
ously sending light levels to the FTA adapting the light. The devices involved in an
AS communicate over wired/wireless network domains, overlaid with TCP/IP and
OSGi/UPnP middleware programmed in Java. The use of Java as the development
platform facilitates our system deployment on a wide range of devices including
mobile phones and PDAs.

Using the proposed Network Adaptation framework, several device UPnP wrap-
pers for binary sensors, door traps, motion sensors, lights, switches, on/off smart
plugs and illumination detectors, as well as services supporting task execution, have
been implemented within ATRACO to support the complex trial hosted in the iS-
pace in Essex demonstrating three activity spheres (AS) for concept validation and
prototype evaluation. These activity spheres include an entertainment AS involving
tasks for watching TV, reviewing photos, listening to music, reading and playing on
a game console, a work AS involving tasks for surfing the internet, writing docu-
ments and reading, as well as a sleep AS referring to end of day/sleep activities and
involving tasks for watching TV, listening to music/radio and reading. NA represents
the physical devices participating in the ASs as ROCob devices (device representa-
tion layer) and exports them to the ATRACO ecosystem as UPnP devices (service
adaptation layer).

The role of NA is demonstrated in the ATRACO prototype with the transpar-
ent communication of devices and services residing in various different physical
networks. For instance, X-10 lights connected on a server in the iSpace can be con-
trolled by the Fuzzy Task Agent (FTA) used for artefact and user behavior adap-
tation, based on the feedback given by a ZWave illumination detector physically
connected to the NA component. FTA is agnostic to the protocol used for the con-
trol of each individual device, because the devices are presented in a common way
thanks to NA.

To provide a clear demonstration of the functionality of NA in an ambient envi-
ronment such as an ATRACO ecosystem, we examine use cases in different activity
spheres. Specifically, we will examine two use cases. The first one demonstrates
how a high level preference of a user for energy efficiency is realized transparently
through NA inside the context of an activity sphere related to user entertainment.
The second use case provides the implementation of a a security service during a
sleep activity sphere by employing actual devices as well as abstract UPnP services
that do not correspond to actual devices.
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2.9.1 Key Components in Use Cases

Every use case is implemented with the participation of various persons, devices
and services. The most obvious of them are the persons that participate and initiate
actions or become receivers of the results of adaptation actions performed by the
ATRACO system.

Other less obvious components that take place in use case realization are the
devices that are used in the context of an AS. This set of components is less obvious
because apart from the devices that the users interact directly with, it includes other
devices that have an auxiliary role. Moreover, an AS may define multiple use cases,
each one of them may use a differentiated set of devices. It is important to note that
the characteristics of a device, such as network protocol and physical medium, are
transparent to the ambient ecosystem thanks to NA and do not affect the definition
and the functionality of the use case in the activity sphere.

A key device in the ambient ecosystem is the home controller, which provides
connectivity with devices of different protocols and physical mediums. This device
diversity is finally abstracted in the ambient space by using suitable UPnP wrappers
that bring all these devices in a common network layer (UPnP).

Apart from the obvious ones, such as the devices and persons involved, some
services and functionalities get involved in almost all use cases and are transparent
to the user. The most important of them is STEM, which is a network service (UPnP)
that enables the execution of a set of actions on one or more devices, when certain
conditions are met.

2.9.2 Entertainment Activity Sphere Use Case

The entertainment AS, as implied by its name, demonstrates functionalities and
adaptations that take place during an entertainment activity involving particular
tasks for watching TV, reviewing photos, listening to music, reading and playing
on a game console. For the purpose of this book, we analyze Network Adaptation
in the use case of enabling an energy saving capability, in case this is enabled in the
user preferences.

The energy saving use case demonstrates how energy can be saved, if this is
desired by the user, by combining information and usability of various ATRACO
components. The user will be watching TV, and at some time will open the window
to let some fresh air in. If energy saving is enabled in the user profile, the ATRACO
system should stop the heating from working. Then, when the window is closed, the
Interaction Agent will ask the user if the heating should be turned on again.

This energy saving service is realized by using a set of window traps, motor
driven curtains and heating equipment inside the ATRACO ecosystem, as well as
the interaction agent and mostly STEM. Additionally there is a software component
that provides the energy saving service that keeps track of the user’s choice of en-
abling or disabling the energy saving feature and the heating status and also triggers
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the interaction agent to ask the user if he likes to restart the heating during the enter-

tainment AS. The energy saving use case is executed in parallel with the watch TV
use case, which additionally involves lights, illumination sensors, various location
sensors and a software component providing time and daytime information.

The purpose of the energy saving use case is to demonstrate:

• User behavioral adaptation. The lights are adjusted according to the settings that
FTA has progressively learnt for each specific user.

• Sphere adaptation. The system switches from the entertainment watch TV sphere
to the energy saving sphere.

• Application of preferences set via the privacy manager.
• Cooperation of various ATRACO components (FTA, SM, IA, NA)
• Network Adaptation demonstrating that devices spanning UPnP, x10, LonWorks

TP, and Z-Wave networks operate seamlessly in the ATRACO environment and

helping to implement user behavioral adaptation and sphere execution.

The SM becomes aware of the user and his preferences via the privacy manager
and sets a condition for the energy saving sphere, which is energy saving is enabled,
heating is on and window is open. Then it associates with the above condition a
scene to turn off heating and send event to set accordingly the appropriate state
variable in the energy saving UPnP service. According to the extended use case,
the user will turn on the TV and the SM will initiate the watch TV sphere. FTA
becomes aware of the active sphere and reads the light sensors data. According to
the value it has read, it adjusts the ceiling lights. Optionally, FTA reads the value of
a UPnP network clock, and decides whether it is daytime or not. If it is, it closes
the curtain in order to prevent the natural light from making watching TV difficult
(e.g. too much luminance, possible reflections etc.). Sometime during the watch TV
sphere the user may want to let some fresh air in. If the curtain is closed, he uses
the interaction agent and controls the curtain (or does this with a relative switch
on the wall). Then he opens the window. This sends a window open event from
the door trap sensor. STEM receives this event, and it checks the condition set. As
a result it executes the associated scene as explained before. The SM will receive
the heating off event and will place a new condition on STEM, which is heating
is off and window is closed and further associates this condition with a scene to
ask about enabling the heating. In parallel, the light sensors, if it is day, sense the
luminance difference and FTA sets the ceiling lights accordingly. FTA will readjust
the dimming value of the ceiling lights if the user closes the curtain again, according
to the measured luminance value by the luminance sensors. The user returns to the
sofa and continues watching TV. When he decides to close again the window the
door trap sensor will send a window closed UPnP event. STEM will receive this
event and ask IA to display the Energy Saving UI on the TV set, which asks the user
if the heating should turn on. If the answer is yes, the IA propagates the answer to
the SM, which subsequently sends an event to STEM to turn the heating on.

Network Adaptation in this AS is responsible for executing actions on the de-
vices participating in the presented use case, such as turning on/off the heating,
opening/closing the motor driven curtain, adjusting the lights etc., as well as trans-
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lating state changes to UPnP events sent to ATRACO components and services,
such as the wireless Z-Wave events sent by the door/window traps and received by
the home controller in the ambient ecosystem and via its UPnP wrappers end up as
UPnP events, or events conditionally generated by STEM to the UPnP energy sav-
ing service by evaluating a set of relative rules defined on STEM by the SM through
invoking appropriate STEM UPnP actions.

2.9.3 Sleep Activity Sphere Use Case

The sleep AS, as implied by its name, demonstrates functionalities and adaptations
that take place when the user goes to sleep. For the purpose of this book, we analyze
the use case of enabling an alarm service.

This alarm service is realized by using a set of door/windows traps and a siren
device inside the ATRACO ecosystem, as well as the interaction agent and mostly
STEM. Additionally there is a software component that provides the alarm service

that keeps track of the user’s choice of enabling or disabling the security feature
during the sleep AS.

Network wise, this is a UPnP service which allows the modification of its state
by the user. This change of state can be performed either by using a remote con-
trol, such as a Z-Wave keyfob or by a relative user interface, provided that the pri-
vacy manager allows the use of these devices or UIs. The first way employs STEM,
which connects the actions on the keyfob with the state of the alarm service. This is
achieved by translating the ZWave commands issued by the keyfob to UPnP events
that are received by STEM, which just afterwards sends the correct UPnP messages
to the alarm service. STEM knows which events to use and monitor for this action,
by evaluating a set of rules defined by the SM. SM checks the availability of devices,
both in terms of physical presence in the ambient space and permission to use by the
privacy manager, and sets the relative rules on STEM by invoking the appropriate
STEM UPnP actions.

Apart from enabling the alarm service, a new set of rules has to be added, that
checks the state of the participating door/window traps (in our example wireless Z-
Wave devices) and the alarm service. If the latter is enabled, and at least one sensor
generates an ’ON’, then STEM sends a new event in the ATRACO UPnP network
indicating the activation of the alarm service (intrusion), and starts the siren. From
a network perspective, wireless Z-Wave events are sent by the door/window traps
and received by the home controller in the ambient ecosystem and via its UPnP
wrappers end up as UPnP events. Since STEM uses the state of these devices for
rule evaluation, it accepts them and evaluates if it should fire the alarm event, again
as a UPnP message.
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2.10 Lessons Learned

The Network Adaptation component provides the lowest layer of service and device
communication upon which the whole ATRACO environment is built. As such it
has to tackle requirements and special needs of almost every component. This broad
involvement of the NA component in the project was the reason that many lessons
have been learned from its development and evaluation.

From a system design point of view, the greatest lesson learned was that widely
adopted protocols are not always well implemented. Thus, choosing a technology
based among others on adoption and availability of existing implementations does
not always ensure that it will provide the fastest and most reliable solution. For
example, although both OSGi and UPnP are widely used for a lot of years already,
the existing implementation of UPnP for Java and OSGi had a lot of problems. In
fact the problems were so many that new UPnP protocol implementations for Java
and OSGi have been developed from scratch.

Along the same lines, although software written in Java is widely known to be
portable across various operating systems and architectures, it proved that this is not
entirely true. Special features of the functionality and implementation of network
sockets of each OS running on machines based on different computer architectures
(e.g. ARM, x86, x86_64) brought up lots of problems that were very difficult to spot
and resolve. Resolution of the problem for a specific pair of architecture and OS very
often was breaking the functionality of another. Thus, complex network operations
require deep knowledge of the specifics of the underlying OS implementation and
it must not be assumed that a simple use of an API provided by the programming
language is sufficient.

It is worth mentioning that deviations from the specified functionality were also
met in some devices used during the prototype development. This should be ex-
pected when working with quite new devices or even not publicly released ones and
thus fallback scenarios must exist. Problems of this type were affecting communi-
cation with the device, the discovery procedure or could lead to lost events. In some
cases that no software workaround was possible, some devices were not used at all.
Another interesting issue was that devices with similar functionality, e.g. light sen-
sors, provided input, under the same configuration, with large deviations, requiring
the corresponding drivers to be modified in order to weight the incoming data or
even to avoid using specific devices in order to achieve robust functionality.

Apart from problems based on deviations from specifications, such as the ones
described above, useful conclusions have been drawn regarding integration of mul-
tiple components. The first lesson in this area is that quite often integration effort
is heavily underestimated. Experience drawn from the ATRACO project has proved
that a lot of unexpected problems arise during integration and the more the partners
are involved the more the problems appear. The severity of these problems during
the project was minimized by constant communication of partners, component unit
testing, and following a mixed mode of “big picture” design and step by step de-
sign and implementation. Furthermore, excessive use of team development tools
and testing of one component from another component’s point of view lead to faster
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development, API clarification and bug resolution. The second great lesson has been
learned during the last year of the prototype development, where detailed specifica-
tion of use cases before implementation helped to identify and resolve quite early
component race conditions and limitations.

A very useful conclusion from the evaluation of the system is that testing in the
lab cannot provide the same evaluation and testing data compared to the use of the
system in real-life conditions. This happens because the time spent in the lab testing
a specific part of the system is usually quite limited in comparison with the exposure
of the system in real life conditions. Moreover this difference is amplified in real life
conditions where usually the system is deployed in larger scale and includes many
more devices affecting performance and stability. These observations have changed
the way that tests were designed and run and as a result the testing procedure was
much more effective.

2.11 Conclusions

Within the ATRACO project we have specified and implemented a Network Adap-
tation framework in order to provide a set of functions and protocols in a SOA
middleware allowing an ATRACO system to interact with the network resources.
The goal of the NA layer is to provide seamless use of the devices and services
to the ATRACO system and to simplify the access to networks in the AIE. The
design and specification process of the NA component involves the consideration
of several adaptation guidelines, such as unified access on devices that belong to
different networks, interoperability between networks, task completion with alter-
native resources, dynamic discovery for new networks and devices, representation
of legacy internet services and relaying of existing web services. In ATRACO, the
NA component meets these requirements through defining common device types
across networks, allowing events from any network to trigger actions in any other
network, featuring a device registry and device/driver manager as well as providing
single access for web services (i.e. a weather report service) able to evaluate the
availability, accessibility and quality of multiple existing web services provided by
the internet sites.

To cope with the complexity of accessing diverse control networks, a common
Device Representation Layer has been introduced. This representation layer is de-
signed in such a way that it handles different networks while hiding the complexity
and details of each one of them. For instance, an application which is to be placed
on top of the device representation layer should not tell the difference between a Z-
Wave lamp and a LonWorks lamp. The device representation layer creates a unique
representation of each different device type across networks, which simplifies the
evolution of ambient intelligent applications and services. In addition to the devices,
the proposed NA framework additionally shapes various other services provided
over IP networks (e.g. NTP, VoIP, RTSP etc.) as ATRACO services. The functional-
ity in an ATRACO environment is exposed as semantic services which an actor can
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discover and then compose to form ATRACO applications. After all, each service
is associated with at least one semantic description which shields the actor from
the complexity of the resource layer realization and makes it easy for the actor to
employ these services in accomplishing interesting and useful tasks.

The NA Layer has been implemented using a mixed architecture, including a cen-
tralized home controller that is able to seamlessly integrate various different devices
from different technologies around different home automation and control space to-
gether with a variety of modules, some of which may be able to work in a distributed
architecture. The Device Representation Layer provides an abstraction of the net-
work devices to OSGi services, sharing a common device format and API in OSGi
context, that can be used by other ATRACO components. These OSGi services rep-
resent the functionality of the underlying physical devices, giving the architectural
and application components the opportunity to discover them and retrieve all the
required information for managing and performing control actions. The available
functional profiles include physical devices with multiple endpoints, binary sen-
sors, level properties like dimmers (with or without timing functionality), direction
semantics like shades (with or without timing functionality), direction semantics
with read only values, switches, batteries, analog meters, alarms, thermostats etc.
Moreover, the Device Representation Layer provides several utilities that intend to
provide a service layer for scene execution and alerting. A scene is a collection of
OSGi devices that will execute a number of actions on these devices when a certain
event occurs. An alarm service allows sending alarm events to other OSGi com-
ponents or higher layers. It makes use of a set of defined alarm levels, types and
properties, to cover a wide range of alarm events. Furthermore, the alert service
provides simple alerts to the other OSGi aware services in the framework. It listens
to the device events and evaluates a series of user defined Rules to finally create the
specific alerts.

The Service Adaptation Layer provides an abstraction of the Device Represen-
tation Layer devices as OSGi services so that additional external services can take
advantage of the unified abstraction. On top of that, OSGi device representations are
eventually transformed to UPnP services. Additionally, it provides UPnP adaptation
for IP services participating in an ATRACO system. UPnP seems to cover most of
the aspects specified for the Service Adaptation Layer as it provides the ease of net-
work setup, device discovery, self-announcement and advertisement of supported
capabilities.

The NA Layer additionally provides an OSGi based UPnP service for task ex-
ecution, which is called STEM. Based on a simple or nested condition evaluation,
STEM generates a UPnP event about the result of the evaluation and even executes
a set of actions on one or more UPnP devices when the evaluation is true. In order
to be able to evaluate conditions, STEM subscribes to the services of the devices
that are included in the conditions of the various triggers. STEM, by itself, is not
a UPnP control point, so it is not aware of the available devices. It becomes aware
of the existing devices using the OSGi API of the OSGi UPnP base driver. When a
STEM user adds a scene or a trigger, these are validated with respect to the existing
UPnP devices.
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A prototype that realizes the ATRACO architecture has been implemented, which
exhibits, although in primitive form, all types of adaptation specified by the AT-
RACO project, including adaptation at the network level. The system has been
deployed in the iSpace at the University of Essex and tested by real users, with
promising results. Using the proposed Network Adaptation framework, several de-
vice UPnP wrappers for binary sensors, door traps, motion sensors, lights, switches,
on/off smart plugs and illumination detectors, as well as services supporting task
execution, have been implemented to support the complex trial hosted in the iSpace
demonstrating three activity spheres for concept validation and prototype evalua-
tion. NA materializes a UPnP middleware allowing the transparent communication
of devices and services residing in various different physical networks. In order to
provide a clear demonstration of the functionality of NA in an ambient environment
such as an ATRACO ecosystem, we have presented in detail two use cases. The
first one demonstrates how a high level preference of a user for energy efficiency is
realized transparently through NA inside the context of an activity sphere related to
user entertainment. The second use case provides the implementation of a a security
service during a sleep activity sphere.
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Chapter 3

Ontology-based knowledge management in
NGAIEs

A. Kameas and L. Seremeti

Abstract The objective of the knowledge architecture of ATRACO is to enhance
communication, as well as to ensure effective knowledge sharing among ATRACO
components. It is built around ontologies, ontology managers and agents. Every
component of an activity sphere uses an ontology to model its local knowledge and
state. These ontologies will certainly be heterogeneous, but they must be used trans-
parently in the context of any sphere. Thus, knowledge management in ATRACO is
concerned with the alignment of heterogeneous ontologies, in order to produce the
sphere ontology, which encodes the sphere knowledge.

In this chapter, we shall describe the ontology management framework developed
in the context of ATRACO, which includes:

1. A set of ontologies, that includes Upper Level Ontology, User Profile Ontology,
Generic Device Ontology, Privacy Policy Ontology and Interaction Ontology;

2. The Ontology Manager, a software module that manages ontology and provides
an interface to the other system components; it also manages the Sphere Ontol-
ogy; and

3. The Alignment Module, which is responsible for aligning two ontologies and
storing the alignment in a machine readable format.

In Information Technology and Artificial Intelligence, ontologies are the structural
framework for organizing and representing information, as a set of concepts in a do-
main and the relations between those concepts. In the context of ATRACO project,
three types of ontologies have been developed: domain ontologies, each one de-
scribing devices, services, user profiles and agent knowledge bases; ontologies de-
scribing tasks and policies; and an upper level ontology describing the basic entities
and relationships of the ATRACO world model.
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Ontology alignment is the output of the ontology matching process that attempts
to find relationships, or correspondences between entities of different ontologies,
in order to produce sets of such correspondences between two or more ontologies.
During the alignment operation, the original ontologies are kept unaltered, while
the alignment results are stored separately from the ontologies themselves. In AT-
RACO, we applied alignment procedures in order to deal with lexical, syntactic and
semantic heterogeneity.

In order to reconcile the intrisically different models of local knowledge ex-
pressed via ontologies, a mathematical formalism based on Category Theory serves
as a solid foundation, since it allows the coexistence of heterogeneous entities (on-
tologies) while focusing on relationships

3.1 Introduction

Ambient Intelligent Environments (AIEs) are human activity spaces populated with
smart communicating objects, which are able to perceive the environment, act upon
it, process and store data, manage their local state, communicate and exchange data.
AIEs provide an infrastructure that supports services such as networking, communi-
cation, discovery, location and context estimation [19]. The emerging Next Genera-
tion of AIEs (NGAIEs) are being designed to inherently exhibit intelligent behavior
and adaptive functionality, in order to provide optimized resource usage and support
consistent functionality and human-centric operation. Each of NGAIEs "stakehold-
ers", i.e. humans, agents, devices, services, having its own conceptualization of the
world, assumes a variety of roles, in order to realize successfully its tasks, within
the NGAIE context.

Intelligence, as the primary means to achieve adaptation, will appear at various
levels. For example, local resource management may require decision making mech-
anisms and even embedded intelligent agents. At a system scale, multi-agent sys-
tems, using semantically rich descriptions, learning mechanisms and possibly cogni-
tive functions (such as perception, homeostasis etc.) will be embedded in NGAIEs.
But intelligence relies on knowledge; thus, different kinds of knowledge will be en-
coded in NGAIEs, including knowledge about the state of resources, the tasks to be
achieved, the preferences of the users and the policies to be realized.

In the general case, NGAIE resources will be heterogeneous, as they will orig-
inate from different manufacturers; consequently, they will probably use propri-
etary, heterogeneous information and knowledge representation schemes. Within
NGAIEs, as well as among interacting NGAIEs, multiple sources of heterogeneity
can appear:

• Artifacts and other engineered NGAIE components, each of which has a propri-
etary, usually closed, model of itself and the world

• NGAIEs, public or temporarily private, which have their own models of their
resources and services
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• Task models, expressed in various domain-dependent notations, as well as dia-
logue states and interfaces

• Multimedia objects, which usually adhere to the metadata of multimedia stan-
dards; the same holds for other types of "intelligent" content

• Networking protocols and, in general, communication schemes, which require
specific descriptions of artifacts and services and usually have a restricted closed
world model

• People, who have their own individual profiles and ways of perceiving, under-
standing and accepting technology

Thus, two important goals of NGAIE design are (a) to increase the amount of knowl-
edge that is available to the system and (b) to minimize the inaccuracy of knowl-
edge and the ambiguity regarding the interpretation of the shared information, thus
enabling NGAIE components to interact successfully through a common communi-
cation channel, despite their heterogeneous representations of the world.

Ontologies can be used to address these issues through the semantics they convey.
Ontology is defined as an explicit and formal specification of a shared conceptual-
ization [18]. A "conceptualization" refers to an abstract model of some phenomenon
in the world, which identifies the relevant concepts of that phenomenon. "Explicit"
means that the type of concepts used and the constraints on their use are explicitly
defined. "Formal" refers to the fact that the ontology should be machine readable.
"Shared" reflects the notion that ontology captures consensual knowledge, that is,
it is not private of some individual, but accepted by a group. Thus, ontology is a
structure of knowledge, used as a means of knowledge sharing within a community
of heterogeneous entities.

A straightforward solution for achieving interoperability is to develop a com-
monly accepted upper level ontology for NGAIEs and verify its wide applicability
over various contexts. To this end, a few upper level ontologies have been proposed,
while standardization efforts by the World Wide Web Consortium have led to the de-
velopment of the ontology language OWL (Web Ontology Language) [45], which
is the evolution of DAML+OIL. However, the development of a single ontology,
able to completely and accurately describe the key concepts of such environments,
as well as the processes carried out within them, is almost infeasible, because of
the engineering difficulty of soundly depicting the countless relationships and prop-
erties of the large set of concepts. Thus, we expect that multiple heterogeneous
ontologies will be developed autonomously, in order to semantically describe the
features and capabilities of different NGAIE components.

Consequently, semantic mediation among these different types of knowledge be-
comes necessary. There are many approaches and techniques, which are based on
ontology operations that can be used to develop mechanisms for interfacing the
heterogeneous and possibly inaccurate ontologies of the NGAIE components [9].
These include ontology alignment, mapping and merging.

With ontology mapping, the correspondences between the two ontologies are
stored separately from the ontologies and thus are not part of the ontologies them-
selves. The correspondences can be used, for example, for querying heterogeneous
knowledge bases using a common interface, or transforming data between differ-
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ent representations. When performing ontology merging, a new ontology is created,
which is the union of the source ontologies. The new ontology, in general, replaces
the original source ontologies and captures all their knowledge. The challenge in
ontology merging is to ensure that all correspondences and differences between the
ontologies are reflected in the merged ontology. The first stage of both ontology
mapping and merging is ontology alignment, which identifies the semantically re-
lated concepts across multiple ontologies.

In a nutshell, knowledge management in NGAIEs comprises two important
strands: ontology engineering and ontology matching. In the following section, we
discuss the related work on knowledge representation and management in AIEs,
starting from ontology-based ubiquitous computing systems and then focusing on
ontology engineering methodologies and ontology alignment approaches. In the
third section we present the ontology engineering methodology we developed for
the purposes of project ATRACO, followed by a presentation of a set of specific
NGAIE ontologies. Then, we present the three-step ontology alignment strategy,
which we used in ATRACO. This strategy includes an algorithm that guides the se-
lection of appropriate matchers and an algorithm for deciding the combination of
matchers to be used. In the following section we briefly present a mathematical for-
malism based on Category Theory that can serve as the framework for describing the
combination and integration of ontological objects of the ATRACO world. Through-
out these sections, we highlight the main ATRACO contribution, an ontology-based
knowledge management framework, based on the notion of activity spheres, that
permits to overcome the barriers of dynamic nature and heterogeneity intrinsic in
NGAIEs. Finally, Section 3.6 concludes the chapter, while Section 3.7 proposes
further readings.

3.2 Related Work

The challenging issues associated with the dynamic nature of NGAIEs are complex
and mostly related to heterogeneity problems encountered at different levels. In this
chapter, we shall discuss only those related to the heterogeneity issues present at the
level of knowledge representation and management, which appear in cases where
different systems utilize different types of ontologies and ontology operations.

3.2.1 Knowledge representation and management in AIEs

As stated in the Introduction, ontologies can be used to tackle the issues that stem
at the level of knowledge representation and management from the various sources
of heterogeneity that exist within NGAIEs. Already quite a few research projects
have employed ontologies for this task, including Gaia [34], CoBRA [7], CoCA
[12], Semantic Spaces [45], SOFIA [4], DRAGO [37] and CAMPUS [36]. These
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projects have developed middleware infrastructure for NGAIEs and support reason-
ing between ontology-based components. Most of these systems either develop a
common upper level ontology, which serves as a reference source for heterogeneous
domain ontologies, or use domain ontologies that have been built using a shared vo-
cabulary, that is, they are a priori linked with a core ontology which describes the
key concepts of an NGAIE. Only projects DRAGO and CAMPUS consider com-
pletely heterogenous ontologies. In the case of DRAGO, predefined mappings are
used to align the knowledge representations provided by different ontologies, while
CAMPUS focuses on the automatic ontology alignment between ontologies.

In our research, we follow an approach similar to that in CAMPUS project.
But, because we expect that numerous inconsistent ontologies will appear within
an NGAIE, and taking into account the kind of heterogeneity present in these, we
propose a multi-faceted strategy to achieve reliable ontology alignments. This strat-
egy estimates the similarity of ontologies to be aligned, and based on the outcome,
automates to a different degree the alignment process (obviously, the higher the
similarity, the more automated the alignment process). In this way, an alignment is
guaranteed, although in the worst case, the user may be asked to serve as "trusted
third party" and evaluate the proposed alignments. The next two sections are ded-
icated to a survey of ontology engineering methodologies and ontology alignment
approaches.

3.2.2 Ontology engineering

Ontology engineering refers to a set of activities that concern the ontology devel-
opment and management processes, the ontology life cycle, the methodologies for
building ontologies and the tool suites and languages that support them. The six
basic aspects to consider when creating an ontology are [18, 30, 39]:

• The content of the ontology
• The application in which it will be used
• The language in which it is implemented
• The methodology which has been followed to develop it
• The software tool used to build and edit the ontology and
• The objective principles for guiding and evaluating ontology design

Several research groups have proposed various methodologies and ontology de-
velopment environments for building ontologies. In this section, we discuss sev-
eral methodologies for building ontologies, each one involving different activi-
ties, depending on the intended scope, size and level of detail of the ontology
under construction. Their success has been demonstrated in a number of appli-
cations. After surveying an extensive set of ontology development methodologies
[25, 28, 29, 33, 42, 43, 44], we can classify them into two large categories [38]:
(1) methodologies focusing on building a single ontology for a specific domain of
interest and (2) methodologies focusing on the construction of ontology networks.
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On the one hand, the methodologies that focus on building a single ontology
presently described in the literature, can be further distinguished in:

• Those aiming at building ontologies from scratch, or by reusing pre-existing on-
tologies, or by using non-ontological resources, according to the resources that
are available to developers

• Collaborative and non-collaborative, according to the degree of participation of
the involved ontology engineers, users, knowledge engineers and domain experts,
in the ontology engineering process

• Application dependent, semi-application dependent and application independent,
according to the degree of dependency of the developed ontology on the final
application

• Manually, semi-automatically and automatically constructed ontologies, accord-
ing to the degree of human involvement in the building process

On the other hand, only one methodology appears in the literature [42] that focuses
on building ontology networks. It deals with the definition of different scenarios for
building a collection of single interconnected ontologies, related to each other via
meta-relations, such as hasPriorVersion, if the ontology to be developed is a new
version of an existing one, isExtension, if the ontology to be developed extends
another existing ontology, etc. In that sense, it emphasizes on reuse, reengineering
and merging of available ontological and non-ontological resources.

By surveying the existing methodologies, one can conclude that there is no
methodology that fits all cases. In each case, the selection of the best methodology
depends on a set of contextual factors, which include the number of the participants
in the ontology development process, the kind of the ontology to be built (domain,
Upper Level), the application for which the ontology is planned to be used, the
participants’ knowledge level of a particular domain, or of the ontology field, their
cultural biases, their skills, the tools that are going to be used, the availability of
participants and resources (documents, ontologies, thesauri), etc.

In the case of building ontologies for modeling NGAIEs’ entities, where various
stakeholders, with different skills in knowledge engineering are involved in the on-
tology building process and the entities under description are complex by nature and
especially within the ATRACO project, the above mentioned contextual factors are
restricted to:

• Since each ATRACO entity describes an isolated domain of interest, such as a
specific device, domain ontologies are built

• Only one ontology developer participates in the engineering process, imposing
his own interpretation of the domain. For example, a software developer models
a UPnP Device, while a knowledge engineer models a user profile

• Non-ontology, or non-domain experts are involved in the ontology building pro-
cess, since, for example, each manufacturer provides his conceptual model for a
specific device he builds

• Ontological, or non-ontological resources are not easily available, in order to be
reused, or reengineered
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Based on these considerations, we propose in Section 3.3.1 a methodology for build-
ing domain ontologies, which covers the drawbacks of the existing methodologies,
while, at the same time, benefiting from their advantages. Our methodology is based
on different scenarios, with respect to the skills of the ontology creators and the
available resources. In Section 3.3.2, we apply this methodology, in order to de-
velop specific resource and other ontologies.

3.2.3 Ontology alignment approaches

Ontology alignment can be a key issue in knowledge-based open-ended environ-
ments, such NGAIEs, as it permits the discovery and representation of links (lexical,
syntactic, semantic, etc.) between pairs of ontologies, while keeping the original on-
tologies unaltered. By using alignments, a network of interconnected ontologies is
created, which contains the overall knowledge about the domain, albeit distributed in
several ontologies and alignments. In this way, the management of the global knowl-
edge contained in an NGAIE becomes a problem of managing many small pieces
of knowledge, which describe independent resources and their collaboration. The
management of local resource ontologies is cost-effective, because it can be done
in a distributed manner (each entity owns its ontology and operates autonomously
within the NGAIE). Then, resource collaboration, at the knowledge level, can be
described using ontology alignments, which essentially are links that connect the
local resource ontologies.

More formally, the problem of ontology alignment is described as: Given two
ontologies O1 and O2, an alignment between them is defined as a set of relations
(equivalence, subsumption, disjointness) between pairs of entities (classes, proper-
ties, instances), belonging to the original ontologies. The application of ontology
alignment to the interaction of entities in NGAIEs, leads to a set of specific prob-
lems:

• Since in open systems like NGAIEs, it’s impossible to know in advance the
properties of the entities that will interact, it is impossible to use a priori (pre-
computed) ontology alignments. Thus the alignment process has to be performed
at run time, sometimes with (hard) real time constraints.

• Since the interacting entities may share common purposes, or competences, an
alignment between two ontologies can be discovered in most applications, al-
though the ontologies may differ in granularity (detail of description of the same
entities).

Several alignment approaches have been proposed to tackle the problem of discover-
ing semantic correspondences between entities of different ontologies. They mainly
focus on the following aspects [16]:

• Lexical comparison, which relies only on the labels on the ontological entities
• Structural comparison, which relies only on the structure of the ontologies
• Instance comparison, which compares the instances of each ontological entity
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• Comparison based on "background knowledge source"

Many researchers have investigated the problem of ontology alignment, mostly by
proposing several ontology alignment tools and matchers (or alignment algorithms)
[11, 21, 15, 27, 14] which exploit various types of information in ontologies, that is,
entity labels, taxonomy structures, constraints and entities’ instances. These tools
can be classified into two large categories: those that make use of a single matcher
in order to calculate similarities between ontology entities and those which use a
family of parallel, or sequential matchers in composition. In the latter category, the
similarity between two ontology entities is finally computed by a composite method,
such as a weighted aggregation of the similarities obtained by each matcher sep-
arately. A challenging issue, while applying these methods, consists in deciding
whether a single matcher, or a combination of different matchers, performs better
and in what cases, that is, for which kind of ontologies in question. Hence, given a
specific pair of ontologies to be aligned, one should define a criterion to determine
when a special matcher should be used. Based on this consideration and the speci-
fication of ontology alignment problems in NGAIEs, we propose in Section 3.4, an
ontology alignment strategy which includes the calculation, during a pre-alignment
step, of two similarity coefficients, which estimate whether the resemblance of the
ontologies in question is mainly lexical, or structural. Then, depending on their val-
ues, an agent charged with the task of the alignment process, can select the appli-
cation of suitable matchers, in order to establish correspondences between ontology
entities.

3.3 Own approach to knowledge representation and

management in NGAIES

In this section, we discuss the main challenging issues of the ATRACO framework,
which is a framework for the development of NGAIE applications, by considering
the creation and management of heterogeneous knowledge, which is an inherent fea-
ture of NGAIEs. Firstly, we briefly present the fundamental notion of the ATRACO
activity sphere, from a knowledge point of view and the problems that arise during
its realization.

The ATRACO project aims at conceptualizing an ambient ecology, that is, a
space populated by different entities (devices, services, humans, agents), which are
interrelated and in interaction with their environment, in order to realize activity
spheres. Each activity sphere is considered as a new ATRACO entity, which can
be adapted to different conditions (spatial, temporal, user preference related, envi-
ronmental). For example, an activity sphere serving for the conceptualization and
realization of the "reading" activity of a specific user in his/her private room (spatial
condition), can be transferred into a hotel by changing this spatial condition and
the devices (facilities like book, desk, chair) and services (light, ambient tempera-
ture) provided by the specific environment, or it can be transferred into a "reading"
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activity of another user, by changing the user preference conditions. Moreover, an
ATRACO activity sphere, considered as another ATRACO entity, can be interrelated
with other ATRACO entities, that is, other activity spheres, in order to describe and
realize more complex activities in pervasive computing environments.

The intuition behind this is that once an elementary ATRACO activity sphere is
produced, the knowledge associated with it can be reused, in order to produce new
activity spheres. Having this in mind, the context of ATRACO is suitable for realiz-
ing elementary ATRACO spheres which can then, either be extended, by adding to
the sphere, in an appropriate way, an entity of the ambient ecology, or be embedded
into another activity sphere, in order to produce a new more complex one.

In order for a specific ATRACO activity sphere to be successfully realized, on-
tologies, ontology managers and agents are used. These provide information rep-
resentation, semantic interoperability and exchange mechanisms, so that the enti-
ties/members of an ambient ecology that participate in the specific activity sphere
can communicate and collaborate. According to the ATRACO approach, each entity
of an ambient ecology (a human, an agent, a device, or a service) maintains locally
an ontology, which represents the complete set of knowledge associated with it and
which is managed only by the owning entity. As the entities are distinct, their on-
tologies will certainly be heterogeneous. As they are engineered by different cre-
ators and for different purposes, an alignment process is needed for them to come in
a mutual agreement. This alignment process aims at semantically relating heteroge-
neous ontologies, in order for a network of interlinked ontologies to be realized.

Since the building blocks of knowledge of an ATRACO activity sphere are the
ontologies of the interrelated entities of the ambient ecology participating in it and
their alignments, we can consider each ATRACO activity sphere as a network of
interlinked ontologies, which encodes the necessary knowledge for its realization.
In that sense, ATRACO spheres, as networks of semantically linked ontologies,
are means of sharing and reuse. Sharing refers to the fact that different ATRACO
spheres can make use of the same ATRACO resources/entities, that is two, or more
ATRACO spheres may use the same entity of the ambient ecology for servicing dif-
ferent purposes. For example, the light service provided by a specific lamp device
can be eventually shared by two distinct ATRACO activity spheres that are real-
ized simultaneously, i.e. the "reading" activity performed by an individual or for
the "playing cards" activity performed by a group of persons. Reuse means to build
a new ATRACO sphere by assembling already built ATRACO spheres. For exam-
ple, a "cooking pasta" activity sphere may be realized by embedding a "reading" (a
recipe) activity sphere into a "cooking" activity sphere.

Our experimental research has shown that in order to deal with knowledge rep-
resentation and management of a network of interlinked ATRACO ontologies, one
has to resolve the following fundamental issues:

1. How to build complete and consistent domain heterogeneous ontologies, which
define concepts closely related to distinct AIEs entities?

2. Which are the ontologies that need to be created, in order to represent the knowl-
edge which is efficient and necessary for the applications in NGAIEs to be car-
ried out successfully?
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3. How to strategically guide the alignment process of a pair of heterogeneous
ontologies in order to discover their semantic linkage?

4. How to align a pair of heterogeneous ontologies?
5. In what extent and in which order can an initial alignment of a pair of on-

tologies be further populated with alignments, in oder to produce a network of
interlinked ontologies?

6. How can, a replacement of a specific ontology within a network of ontologies,
be achieved?

7. How to evolve a network of interlinked ontologies, in the case an ontology
evolves, undergoes changes, or is replaced by an equivalent or similar one?

The above mentioned challenging issues refer to the ontology engineering with re-
spect to the nature of NGAIEs, as well as to the application of alignment techniques
in networks of ontologies, which seems to be a rather unexplored topic so far. Con-
sidering this context, a methodology for domain ontology building has been pro-
posed and following it, various heterogeneous ATRACO ontologies have been cre-
ated; these are presented in Sections 3.3.1 and 3.3.2, respectively. Moreover, thor-
ough experiments have been carried out involving the various ATRACO ontologies,
in order to confront the third and fourth issues. Considering the third, we propose
two ontology resemblance coefficients, presented in Section 3.4.1.1, which detect
whether their similarity is mainly lexical or structural, in order to select the most
appropriate combination schema of alignment algorithms to be used, while for the
fourth, we propose an alignment strategy, presented in Section 3.4, which involves
the use of a "trusted third party", in order for a pair of heterogeneous ontologies to
be aligned. The remaining issues are confronted in Section 3.5, within the mathe-
matical framework of Category Theory, which, independently of the language used
to represent ontologies and alignments, permits the realization of basic operations
in networks of ontologies that comprise the ATRACO activity spheres.

3.3.1 Ontology engineering in ATRACO

Taking into account the considerations of subsection 3.2.2 about ontology engineer-
ing issues that emerge in NGAIEs, we designed a task-based ontology engineering
process, in order to build the ATRACO ontologies [38].

Initially, we restrict the kind of the ontology to be built, to a domain ontology,
since within the ATRACO project, each entity describes a domain, such as a user
profile, or a specific device. Moreover, we restrict the number of participants in the
ontology development process, to a single novice ontology developer, since, in the
context of ATRACO, for example, each manufacturer, who is not an ontology ex-
pert, provides his own personal domain ontological model. We further focus on two
parameters, which are related to the above mentioned restrictions: the knowledge
level of a particular domain the ontology developer has (domain, or non-domain
expert) and the strategy followed, in order to build the ontology (from scratch, or
by reuse); the strategy depends on the availability of resources (documents, ontolo-
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gies, group of experts). According to the above mentioned restrictions, the novice
ontology developer will have to choose between four scenarios, in order to build his
personal domain ontology. In each case, the choice depends on his knowledge level
of the particular domain and his access to existing ontologies, related literature, or
domain experts. The possible scenarios, as depicted in Fig. 3.1, are:

• 1st scenario: creating a domain ontology from scratch, by a novice ontology de-
veloper, who is also domain expert.

• 2nd scenario: creating a domain ontology by semantically reusing existing on-
tologies, by a novice ontology developer, who is a non-domain expert.

• 3rd scenario: creating a domain ontology from scratch, by a non-domain expert
novice ontology developer.

• 4th scenario: creating a domain ontology, by semantically reusing existing on-
tologies, by a domain expert novice ontology developer.

During the application of each scenario, the ontology developer needs to carry out
four mandatory tasks, namely the analysis, definition, selection and evaluation task.
These tasks are scattered in all phases of the ontology engineering process, i.e.
the specification, conceptualization, implementation and evaluation phase. All these
phases appear to be common in the all methodologies available in the literature.

In our approach, we preserve the ordering of the specification, conceptualization,
implementation, and evaluation phases, generally adopted by all the methodologies
proposed in the literature. Moreover, we further group the activities present in each
phase, in four clusters of tasks, each one containing mandatory sub-tasks, according
to the selected scenario.

More precisely, concerning these clusters of tasks, the ontology developer needs:
(a) To select the available resources, in order to help him conceptualize the do-
main. These resources include the related literature, existing ontologies and a group
of experts of the domain under description; (b) To select the appropriate tool and
language, in order to implement his conceptualization; (c) To analyze the selected
resources, in order to define what is important for the description of the specific do-
main, through the competency questions; (d) To evaluate the selected resources, as
well as the result of his attempt.

The detailed tasks and the sequential sub-tasks that an ontology developer needs
to follow, in order to build his domain ontology, according to the selected scenario,
are also depicted in Fig. 3.1. Relations between sub-tasks are denoted by appropriate
arrows.

The task of analysis includes sub-tasks, such as analysis of the literature related
to the domain, analysis of the classes of the selected ontology and analysis of the
properties of the selected ontology. These sub-tasks belong to two different phases,
the specification and the conceptualization phase, respectively. In this way we de-
note the temporal sequence in which these sub-tasks must be carried out. The task
of definition includes sequential sub-tasks, such as the definition of the purpose and
the domain of the ontology, the definition of a list of competency questions, the
definition of the classes, the class hierarchy, the properties and the instances of the
ontology.
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Fig. 3.1 An overview of the possible scenarios in the task-based ontology engineering approach

The selection task includes the selection of a group of experts, the selection of
an available ontology, and the selection of the appropriate ontology development
environment and the ontology representation language.

The task of evaluation involves sub-tasks that are distributed in the specification
phase, in order to evaluate the metadata of the selected ontology, in the implemen-
tation phase, in order to evaluate the technical quality of the ontology under con-
struction and in the evaluation phase, in order to evaluate the overall quality of the
resulting ontology.

All the above mentioned sub-tasks included in the four mandatory tasks have a
temporal ordering, which is denoted by the phase in which they belong. Our aim
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was to create a methodology for building isolated domain ontologies by a single
creator, which is able to:

• Define each task to be carried out precisely, that is, to state clearly its purpose,
input and output, the participants involved, the right management of the available
resources, the time at which its execution is more convenient and the possible
ways of executing it

• Be presented in a prescriptive way, in order to facilitate non-ontology experts
• Be general enough, in the sense that it can help any developer to build his per-

sonal domain ontologies, by using any ontology development tool

The tasks proposed in this methodology have been followed in order to build the
ATRACO ontologies, which are described in details, in the next section. More pre-
cisely, the ATRACO Upper Level Ontology (ULO) was created by following the
tasks described in the 1st scenario of the methodology, Device and Service Ontolo-
gies (DSOs) were developed by adopting the 2nd and the 4th scenarios, the Privacy
Policies Ontology (PPO) was created by following the 3rd scenario, while several
User Profile Ontologies (UPOs) were built by adopting the tasks described in the
2nd scenario of the proposed methodology.

Though cost models exist, that aim at predicting the cost involved in developing
an ontology, in terms of effort and duration, it is extremely difficult to evaluate
an ontology building methodology, since experimentation involves a multitude of
uncontrollable conditions. Moreover, it is unlikely that someone would accept to
pay twice for building the same complex ontology with different approaches. Thus,
we have not conducted such an evaluation for our ontology building methodology,
but tailored it to suit the specific contextual factors met in the ATRACO project, as
explained in the preceding analysis. In addition, even though we have not evaluated
the ontology building methodology that we followed, we have evaluated its output,
i.e. the resulting ontologies, through competency questions.

3.3.2 ATRACO ontologies

In ATRACO, each sphere entity (user, agent, device, or service) maintains locally
an ontology, which describes its features, capabilities and current state. Each local
ontology is managed only by the owning entity. In other words, the local ontology of
an entity represents the complete set of knowledge offered about this entity. How-
ever, it is expected that these ontologies will be heterogeneous, because they will
reflect the conceptualizations of the involved stakeholders (manufacturers, develop-
ers, users, experts, etc.). On the other hand, this knowledge must be accessible by all
ATRACO entities, in order to support the semantic interoperability among them, so
a primary requirement is to define the basic concepts of the ATRACO world model,
which are described in the ATRACO Upper Level Ontology (ULO).

Nevertheless, the local ontologies do not have to be semantically compatible with
the ATRACO ULO; the task of the project is to align these ontologies by using,
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when necessary, the ATRACO ULO as a "pivot ontology", or other GFOs (General
Foundational Ontologies) as a "third party" background knowledge.

In the context of ATRACO, the following ontologies have been developed:

• The ATRACO Upper Level Ontology (ULO), which serves as a common se-
mantic reference between ATRACO entities. It encodes the basic concepts of
ATRACO (i.e. devices, users, agents, services, policies) and their interrelations.
Its role is to enhance knowledge and information sharing, between the inherently
heterogeneous components of an ambient ecology. Because local ontologies are
treated as black boxes (i.e. they can be altered only by the entities they own
them), the ATRACO ULO is used by the ATRACO Ontology Manager, in order
to optimize the ATRACO Sphere Ontology.

• Device and Service Ontologies (DSOs), which encode, in dissimilar ways, the
basic characteristics of each device, as well as the features of the services that
they provide. They are maintained by each device.

• Policy Ontologies (POs), which encode entities and rules that describe specific
policies, such as user privacy. They are maintained by specific managers in the
Ambient Intelligence (AmI) space.

• User Profile Ontologies (UPOs), which encode user traits and preferences. A
user can assume different personas, based on context. They are also maintained
by specific managers in the AmI space.

Moreover, General Foundational Ontologies (GFOs) are also used for providing
background knowledge, whenever this is required.

All these ontologies have been created by following the ontology engineering
approach of Section 3.3.1, as described above. In particular, OWL-DL was adopted
as the ontology representation language, since it offers maximum expressiveness,
while retaining computational completeness and decidability.

3.3.2.1 ATRACO ULO

The basic goal of the ATRACO Upper Level Ontology is to provide a shared referent
that will enhance knowledge and information sharing among the ATRACO compo-
nents (users, agents, devices, services), whenever necessary. Thus, it describes the
core terms of ATRACO domain model and their interrelations. Some of the main
classes of the ATRACO ULO, as depicted in Fig. 3.2, are:

• ContextEntity, which is the root class of the ontology
• Person, which corresponds to all human entities
• Activity, which refers to a person’s current activity
• AbstractPlan, which describes what should be done during a specific activity
• Time, which corresponds to the time at which a specific activity is carried out
• Space, which corresponds to the physical space in which a specific person, phys-

ical object, or artifact is placed
• Artifact, which represents a set of devices that offers services
• Agent, which represent a set of all agents in the ATRACO context
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Fig. 3.2 The ATRACO ULO

• Service, which represents a set of services provided by specific devices, or by the
network

3.3.2.2 ATRACO DSOs

In the ATRACO scenarios, the following knowledge must be provided: (a) which
device offers a specific service, (b) is it permissible, or not, for a user to use a
specific service in order to carry out a specific activity, (c) which is the policy of
using a specific service, (d) what are the features of a device that are necessary, in
order for a user to carry out a specific activity, etc. This kind of knowledge is scat-
tered in the local ontologies of the different autonomous context elements (devices,
users) that participate in the execution of an activity sphere; these local ontologies
are heterogeneous and may be also inconsistent, or incomplete, as they are devel-
oped independently by device manufacturers, software developers, or non-domain
experts.

Thus, generally, the ATRACO DSOs have the following characteristics: (a) they
are domain ontologies that are short models of the domain under description, (b)
they do not have extensive is_a hierarchies, (c) the same concept may be repre-
sented at the class level in one ontology and at the instance level in another one,
(d) they have complex relations, where classes are connected by a number of differ-
ent relations, (e) their terminologies, in certain cases, are not identical, even if the
ontologies describe the same domain, (f) the modeling principles for them are not
well defined and documented. Some examples of the ATRACO DSOs are depicted
in Fig. 3.3 and Fig. 3.4.
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Fig. 3.3 An example of an mp3 player DSO

Fig. 3.4 An example of a TV-set DSO

All these ontologies contain information about the features of each device and
the services it provides, in a different structure, or in different terminology, as the
context of ATRACO states. For example, a Device has DeviceDescription, which
contains basic information related to this specific device, such as DeviceName, De-
viceType, DeviceVendor and its PhysicalCharacteristics such as Shape, Color, etc.

The Device has also a HardwareDescription, which contains the details of its
CPUDescription, ConnectionDescription to the network, its MemoryDescription
and UIDescription, as well as SoftwareDescription, which contains the details of
the operating system of the device. Another important class in DSOs is the class
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Service, which provides the information about the service(s) hosted on the device
concerned. An instance of a floor lamp ontology is depicted in Fig. 3.5, where a
Lamp with id: Lamp_0234 is described. It has LampGeneralCharacteristics, such
as its name, id, etc., LampFunctionalCharacteristics, where the service that it of-
fers is described, LampPositionCharacteristics, such as its location and LampPhysi-
calCharacteristics, such as height, colour, numberOfBulbs, material, etc. Each Bulb,
which is contained in the specific lamp has its own features, such as its type: Fluo-
rescent, shape: Tubular and lifeExpectation.

Lamp_0234

hasGeneralCharacteristics= LampGeneralCharacteristics

hasFunctionalCharacteristics= LampFunctionalCharacteristics

LampPhysicalCharacteristics

hasPhysicalCharacteristics=

hasPositionalCharacteristics=

LampPositionCharacteristics

type=

containsBulb

material=

...

Fluorescent

Bulb_001

Aluminium

...

LampPositionCharacteristics

position= Floor

location= Living_Room

......

LampGeneralCharacteristics

id= Lamp_0234

name Lamp

Light_Adjustmentoffers

LampFunctionalCharacteristics

power= Electric

controlled= Remotely

......

LampPhysicalCharacteristics

height= 60cm

colour= Black

3numberOfBulbs=

60cm

hasValue= 60

hasMeasure cm

Bulb_001

shape= Tubular

lifeExpectancy= 1100hrs

Fig. 3.5 An instance of a floor lamp DSO

3.3.2.3 ATRACO PPO

The Privacy Policy Ontology can be used to define privacy rules, which the various
sphere components can use while interacting with each other in the context of a
specific activity. Note that the privacy policy is bound to the activity supported by
the activity sphere, but not to its particular components. It addresses issues such as:
What resource type is needed for a service? What is done with this resource? Who
has access to a specific resource? Who processes a user’s data? In which way are
the data transported? In which way are the data stored? Who are the recipients of
the data? Are the recipients humans, or machines? Who is the creator of a specific
policy? Which are the mechanisms incorporated in a specific policy? Which poli-
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cies have authentication, encryption, right, or identification as a policy mechanism?
What kind of access does a user have to a specific device?

In order for these questions to be answered effectively, the following basic con-
cepts comprise the main classes of the PPO:

• Mechanism: the set of the mechanisms (actions) that can take place in the context
we described and have to do mostly with the data of the system

• PolicyMechanisms: all the mechanisms which are required for the implementa-
tion of a policy, such as access control (authentication, authorization and identi-
fication)

• Resource: the set of the resources of a ubiquitous computing environment (e.g.
agents, devices)

• User: the users in the context
• ID: the identities of the entities of the system. An identity is a list of attribute

values of an entity, that allows this entity to be distinguished among other entities
within the context

• Policy: all the policies which are defined by the users of the system, according to
their needs and preferences

• Time: is a basic concept to describe some actions (e.g. the duration of data stor-
age, or the duration of a policy)

In Fig. 3.6 a graph with all the classes and their subclasses, as they are defined in
the ontology, is depicted.

Fig. 3.6 The main classes and their subclasses of the PPO

In order to develop the ontology, the entity classes are connected and hence re-
lated to each other, through properties. These are called object properties and pro-
vide the available capabilities of each class. Similarly, in order to define in detail
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the properties and characterize each class, data types (data properties) are created.
Some of these properties that have been created, in order to describe the holistic
ontology concept, are shown below:

• hasPolicyMechanism: this property connects the classes Policy and PolicyMech-
anisms. Indicates that any policy created by a user must have at least one policy
mechanism for its proper function

• hasDuration: this property relates the classes DataStorage/Policy/Service and
Time. It provides the duration of the data storage, or a policy, or a particular
service

• BankAccount, HomeAddress, MedicalProfile, PhoneNumber etc.: these proper-
ties characterize the class SensitiveData. They indicate which data of a user pro-
file are considered as sensitive

• creatorOfPolicy and policyDescription: these properties characterize the class
Policy. They provide information about the user, who has created a concrete pol-
icy and the description of this policy, respectively

• identifiesID: this property connects the classes Entity and ID. It provides infor-
mation about the entity which identifies the identity of a user, or another entity
(agent, or device)

The PPO has also been enriched with a set of rules for a better understanding of
the basic concepts and also for the representation of privacy principles [31]. Some
examples of the rules added, are: (a) the user who has an identifiable ID, which is
identified by a resource, always has positive authentication on this resource, (b) the
owner of a resource has always positive authentication on this resource, etc.

3.3.2.4 ATRACO UPO

In the ATRACO project, each user has a profile which is described in its User Profile
Ontology (UPO). Different users may be involved within the same activity, so het-
erogeneous ontologies are used in order to semantically describe them. In Fig. 3.7
and Fig. 3.8, some examples of ontologies describing user profiles within the context
of ATRACO are depicted.

The creation of these ontologies, as explained in more details in [40], is driven
by a set of competency questions, such as: What are the physical characteristics
of a specific user? What is the current activity that a specific user is carrying out?
What are the preferences of a specific user, concerning a specific activity? What are
the preferences of a specific user concerning a specific service that the user uses,
in order to carry out a specific activity? What is the general information (name,
age, gender, nationality) of a user? What is the contact information (home address,
email address, phone number) of a user? Where is a user situated when carrying
out a specific activity? When does a user carry out a specific activity? What is the
current location of the user? Which is the temperature that a user prefers? What
are the user’s interests? Does the user belong to a group? What are the light and
illumination levels that the user prefers? What are the media options that the user
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Fig. 3.7 Suki’s User Profile Ontology within the ATRACO context

Fig. 3.8 Jona’s User Profile Ontology within the ATRACO context

prefers? What modalities does the user prefer for which devices/tasks (e.g. TV <->
remote controller, MP3 player <-> voice)? Which is the profile of a user, according
to a specific activity? Which is a user’s permanent profile? Which is the user con-
text that is related to a specific activity? What user related information is contained
in a specific person’s permanent profile? What activity related information is con-
tained in a specific temporary sub-profile? Based on these competency questions,
many ontologies with different structure and dissimilar labels can be constructed,
but they will all return semantically identical responses to the same queries. We have
adopted the following structure of a user profile: each User has a PermanentSub-
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Profile and more than one TemporarySubProfile. His PermanentSubProfile contains
PersonRelatedInformation, such as GeneralInformation (Gender, Name, Age, Occu-
pation, Nationality); Likes; Dislikes; Disabilities; ContactInformation (PhoneNum-
ber, EmailAddress, HomeAddress); Possessions (LivingThing, Object); SocialIn-
formation (Friend, FamilyMember, FellowWorker, Neighbour); PhysicalInforma-
tion (EyeColor, HairColor, Weight, Height). Each TemporarySubProfile is related
to a specific Activity and depends on a PersonContext, which contains the Loca-
tion of the user, the Time at which the Activity is carried out, the State of the user,
which means whether the user is Alone, With_Friends, etc., and the person’s Mood.
A TemporarySubProfile contains ActivityRelatedInformation, such as the person’s
BiologicalInformation (BloodPressure, BodyTemperature) and the user’s Prefer-
ences, such as InteractionPreference, NotificationPreference, TaskPreference, Ob-
jectPreference, ServicePreference, PrivacyPreference and EnvironmentalCondition-
Preference (BrightnessLevelPreference, NoiseLevelPreference, TemperaturePrefer-
ence, HumidityPreference), which are associated with the Activity that a user carries
out. For Privacy related issues, there is a distinction in some sensitive personal data,
such as Age, Name, Location and Time. They are distinguished in, for example, Ex-
actAge (e.g. 28 years old) and RelativeAge (e.g. Adult). In that sense, RelativeAge
is lessDetailedThan ExactAge.

Suki

hasCurrentContext= SukiCurrentContext

hasTemporarySubProfile= SukiTemporarySubProfile

hasPermanentSubProfile= SukiPermanentSubProfile

...

hasFriend=

...

...

Jonas

...

SukiCurrentContext

hasState= With_Friends

hasRelativeLocation= Living_Room

EveninghasRelativeTime=

SukiTemporarySubProfile

refersToActivity= Feel_Comfortable

hasInteractionPreference= Visual

Low_TemperaturehasTemperaturePreference=

SukiPermanentSubProfile

hasGender= Male

hasRelativeAge= Adult

Classical_MusicLikes=

... ...

Fig. 3.9 An instance of Suki’s Profile Ontology

In order to gain a better understanding of the core structure of this ontology,
we exemplify an instance of it, depicted in Fig. 3.9. User: Suki, who has a spe-
cific PermanentSubProfile, has the following UserPermanentSubProfile: SukiPer-
manentSubProfile. He is situated in RelativeLocation: Living_Room, at Time: Even-
ing and he is in State: With_Friends. He is currently carrying out an Activity:
Feel_Comfortable. This activity is associated with his TemporarySubProfile: Feel-
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ComfortableSubProfile, which contains his TaskPreference: he prefers to Listen-
_To_Music, his ServicePreference: TemperatureService, his ObjectPreference: he
prefers to use the Air_Conditioning and the TV_Set, his EnvironmentalCondition-
Preference: he prefers Low_Temperature, etc.

3.4 ATRACO ontology alignment strategy

The proposed alignment strategy contains three main steps, as depicted in Fig. 3.10:

Pre-processing Post-processingProcessing

Computing similarity of 
source ontologies

Lexical similarity

Constraint -based matcher

Suggested correspondences

User

Structural similarity

Domain definition

Structural matcher

Instance-based matcherLexical matcher

A group of matchers

Combination

Similarity computation

Computing similarity of ontological entities between source 
ontologies

Evaluation of the suggested 
correspondences

Source 
ontologies

O1

O2

Alignment

O2

O1

External resources

Upper Level Ontology

Domain OntologyPredefined alignment

Thesaurus

Fig. 3.10 The ATRACO alignment strategy

(1) Pre-processing step, where we try to make an initial estimation, at an ontol-
ogy level, of whether the ontologies to be aligned appear to be similar, lexically,
or structurally. (2) Processing step, where, based on the previous step, we decide
about the proper sequence of execution of appropriate matchers (lexical, structural,
instance-based, constraint-based algorithms); and (3) Post-processing step, where
the final results are evaluated. The above mentioned steps are analyzed in the fol-
lowing subsections.

Once ontology alignments are produced and evaluated, they’re further used by
the ATRACO Ontology Manager, presented in the respective book chapter, for tasks
such as ontology merging, data translation and query answering.

In the ATRACO perspective, an alignment is considered as a meningful object,
that is, an an explicit information describing semantic links between different on-
tologies. Thus, the produced alignments are also shared and reused by different
applications within and among NGAIEs.
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3.4.1 Pre-processing step

In this first step, given two source ontologies, we consider their particularities (of
small, or medium size, of limited hierarchy structure, with entity labels being tightly
oriented towards the creators’ view of the domain under description) and their sim-
ilarity characteristics (they have similar labels, or structure), as well as the descrip-
tion of their domains, in order to decide which family of ontology alignment al-
gorithms, or matchers (lexical, structural) to use, whether to combine matchers se-
quentially, or in parallel, what kind of external resources to use, in order to enhance
the alignment process in case of ontologies that differ greatly either lexically, or
structurally, or when no instances and constraints are provided, whether the user
should be involved, or not in the alignment process, etc.

More precisely, in order for the ATRACO Ontology Manager to be able to exe-
cute successfully each alignment process, during this pre-processing step, it must be
aware of the source ontologies’ particularities, as well as which matchers are suit-
able for certain input ontologies. We have designed new two similarity coefficients,
which we present in the next subsection, in order to detect the lexical, or structural
resemblance of the source ontologies. These coefficients are used, in order to select
the suitable family of matchers, as well as their way of combination. Their values
fall into the range [0, 1]. These similarity coefficients measure similarities at an on-
tology level and are of two kinds: lexical and structural. The first one examines the
relative structure of the two ontologies, based on the comparison of the lengths of all
paths leading from the root of each ontology to each of its leaves. The second one,
after discovering concepts with identical labels in both ontologies, considers also
the relative proximity of these common concepts, inside each one of the ontologies
to be aligned.

3.4.1.1 Similarity coefficients for detecting ontologies resemblance

We detail hereafter the computational aspects of the similarity coefficients used in
the pre-processing step of the ATRACO alignment strategy.

Structure Similarity Coefficient

Given two ontologies O1 and O2, we define the Structure Similarity Coefficient,
denoted by σ(O1,O2), which is a similarity metrics at an ontology level (as opposed
to an entity level), with values that range from 0 to 1. The Structure Similarity
Coefficient describes the similarity between two ontologies globally (as opposed
to local structural similarities between ontology entities), based on their structural
resemblance. In order to compute it, one has to follow the constructive procedure
described below:
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Definition – Structure Similarity Coefficient: Given two ontologies O1 and O2,
calculate the vectors l1, l2 having as elements the lengths of all the paths from the
root of each ontology, to all its leaves, i.e.,

l1 = [l11, l12, ..., l1i, ...], with l1i = length of the path from the root of ontology O1

to its ith leaf, i = 1,2, ...,# leaves of ontology O1

l2 =
[

l21, l22, ..., l2 j, ...
]

with l2 j = length of the path from root of ontology O2 to

its jthleaf, j = 1,2, ...,# leaves of ontology O2

Let L = max{|l1|, |l2|}, with |li| the dimension of vector li, i = 1,2. Create two
new vectors a, t, by choosing between the vectors li i = 1,2 the one that has the
biggest dimension and by completing the other vector with leading zeros. Both vec-
tors a, t, have dimension L.

If |li|> |l j|, i, j ∈ {1,2} and i �= j, then a = li, t =
[

0, l j

]

, with the dimension of

0 being equal to L−min{|l1|, |l2|}.
Compute now a square LxL matrix C, with elements ci j = |ai−t j|, i, j = 1,2, ...,L.

Then, create two new vectors r and s, by appropriately reordering the vectors a and
t, as explained hereafter.

Let us consider two sets B and T with cardinalities equal to L and let βi, τi,
i = 1,2, ...,L, denote their respective elements. Consider the bipartite graph having
as nodes the elements of the sets B and T and containing all possible edges between
respective elements of the two sets. The edge linking βi, to τ j i, j = 1,2, ...,L, has a
weight equal to ci j = |ai − t j|. One can then always find a square matrix X with di-
mensions LxL having elements xi j, i, j = 1,2, ...,L, such that the following relations
hold:

1. ∀i = 1,2, ...,L,
L

∑
j=1

xi j = 1

2. ∀ j = 1,2, ...,L,
L

∑
i=1

xi j = 1

3. ∀i, j = 1,2, ...,L, xi j ≥ 0

4.
L

∑
i=1

L

∑
j=1

ci jxi j is minimized

It can be proven that such elements xi j, i, j = 1,2, ...,L, exist and take either the
value 0, or the value 1. If xi j = 1, then the ith element of the reordering r is ri = ai,
while the jth element of the reordering s is s j = t j. The structural similarity between
the two ontologies is finally calculated as the cosine of the angle between the vectors
r and s:

σ(O1,O2) =
r.s

||r||.||s|| =

L

∑
i=1

risi

√

L

∑
i=1

ri
2

√

L

∑
i=1

si
2

In order to clarify the computation of the Structure Similarity Coefficient, we
compute it for the pairs of ontologies of Fig. 3.11 and Fig. 3.12. For the ontologies
of Fig. 3.11, we compute the Structure Similarity Coefficient as

σ(O1,O2) =
2·2+1·1+1·0√

22+12+12
√

22+12+02
=
√

5
6 = 0.9129,
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The Structure Similarity Coefficient depicts accurately the similarity of structure
between the two ontologies, which becomes apparent when flipping O1 horizontally.
The Structure Similarity Coefficient for the ontologies of Fig. 3.12 is calculated as

σ(O1,O2) =
n√

n
√

n2
= 1√

n
,

that is, σ(O1,O2)→ 0 as n → ∞.

1
O

2
O

Fig. 3.11 The ontologies of example 1

.....

.

.

.

n descendants

n edges

1
O

2
O

Fig. 3.12 The ontologies of example 2

Lexical Similarity Coefficient

We define the Lexical Similarity Coefficient, at an ontology level, with values rang-
ing from 0 to 1. In order to calculate the Lexical Similarity Coefficient, we consider
two factors. The first factor is based on the number of concepts/classes having the
same label in both ontologies (inter-ontology factor), while the second one takes
into account the relative proximity that these common concepts have among them,
inside each one of the ontologies (intra-ontology factor).

Definition – Lexical Similarity Coefficient: Given two ontologies Oi and O j,
i, j = 1,2, i �= j , with a number of cc pairs of concepts with the same label, that
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is, (εOi
1 ,ε

O j

1 ), (εOi
2 ,ε

O j

2 ),· · · ,(εOi

k ,ε
O j

k ), i, j = 1,2, i �= j , k = 1,2, ...,cc, respectively,
the Lexical Similarity Coefficient is calculated as:

λ (Oi,O j) =

cc

∑
k=1

[1−

∣

∣

∣

∣

δ

(

ε
Oi
k

)

−δ

(

ε
O j
k

)∣

∣

∣

∣

max(δ

(

ε
Oi
k

)

,δ

(

ε
O j
k

)

)

]

max(#conceptso f Oi,#conceptso f O j)
,

i, j = 1,2, i �= j, where the term δ
(

ε
Oi

k

)

ranks concept ε
Oi

k of ontology Oi, by

taking into account how far, in terms of number of edges, the remaining common
concepts ε

Oi
p , p �= k are from concept ε

Oi

k in ontology Oi and is given by

δ
(

ε
Oi

k

)

= ϕ
Oi

k +
d
(

ε
Oi
k

,n1

)

cc−1

(

1−ϕ
Oi

k

)

ρ +
d
(

ε
Oi
k

,n2

)

cc−1

(

1−ϕ
Oi

k

)

ρ (1−ρ)+ ...

...+
d
(

ε
Oi
k

,nm

)

cc−1

(

1−ϕ
Oi

k

)

ρ(1−ρ)m−1 +
d
(

ε
Oi
k

,O(nm+1)
)

cc−1

(

1−ϕ
Oi

k

)

(1−ρ)m,

where
ϕ

Oi

k = 1+(α −1)sgn[(cc−1)−d
(

ε
Oi

k ,n1

)

] 1

with α , (0 ≺ α ≺ 1 ) a constant added to the rank of common concept ε
Oi

k , due

to its lexical similarity to concept ε
O j

k , i, j = 1,2, i �= j and where we define:

n1 to be the 1-neighborhood of concept ε
Oi

k , containing all common concepts

ε
Oi
p , p �= k, that are within a distance of exactly one edge from ε

Oi

k in Oi,

n2 to be the 2-neighborhood of concept ε
Oi

k , containing all common concepts

ε
Oi
p , p �= k, that are within a distance of exactly two edges from ε

Oi

k in Oi,
· · · ,
nm to be the m-neighborhood of concept ε

Oi

k , containing all common concepts

ε
Oi
p , p �= k, that are within a distance of exactly m edges from ε

Oi

k in Oi,

O(nm+1) to be the remote-neighborhood of concept ε
Oi

k , containing all common

concepts ε
Oi
p , p �= k, that are within a distance of more than m edges from ε

Oi

k in Oi.
Then,

d
(

ε
Oi

k ,nq

)

,q = 1,2, ...,m,

denotes the number of common concepts ε
Oi
p , p �= k , that are within a distance

of exactly q edges from ε
Oi

k in Oi and

d
(

ε
Oi

k ,O(nm+1)
)

denotes the number of common concepts ε
Oi
p , p �= k , within a distance of more

than m edges from ε
Oi

k in Oi.
1
2 ≺ ρ ≺ 1 is a forgetting factor, penalizing more severely the common concepts

ε
Oi
p , p �= k that are more distant from ε

Oi

k in Oi (in more distant neighborhoods).
For clarification reasons, we consider the ontologies of Fig. 3.13 and compute

the Lexical Similarity Coefficient of pairs O1 and O2 and O1 and O3, respectively,
by choosing a = 0.8 and ρ = 0.6. The ontologies O1, O2 and O3 have common

1 The signum function is defined as: sgn(x) =

⎧

⎨

⎩

−1 if x < 0
0 if x = 0
1 if x > 0
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A

B C

A

B C

A

C

B

1
O

2
O

3
O

Fig. 3.13 The ontologies of example 3

A

B C

D

A

B C

D

1
O

2
O

Fig. 3.14 The ontologies of example 4

labels A, B and C . Thus, cc = 3 and we choose m = 2, limiting ourselves to
1−,2−neighborhoods n1,n2 and O(n3).

When computing the Lexical Similarity Coefficient between O1 and O2, since
each common concept distributes in the same way the remaining common concepts
in its neighborhoods, in both ontologies, it results that

λ (O1,O2) =
1+1+1

6 = 0.5

When comparing lexically O1 to O3, it is δ
(

AO1
)

=1,

δ
(

BO1
)

= δ
(

CO1
)

= 0.8+ 1
2 ·0.2 ·0.6+ 1

2 ·0.2 ·0.6 ·0.4 = 0.884
and
δ
(

AO3
)

= δ
(

BO3
)

= δ
(

CO3
)

= 0.8+1 ·0.2 ·0.42 = 0.832
resulting in

λ (O1,O3) =
(1−0.168)+(1−0.0588)+(1−0.0588)

6 = 0.4524.
The difference computed is due to the fact that the interrelations among the com-

mon concepts A, B and C are preserved in ontologies O1 and O2, while in the case
of the lexical similarity between O1 and O3, our coefficient is calculated to be less
than 0.5, depicting the differences in the interrelations among common concepts in
these ontologies. The detection of such differences in interrelations among common
concepts is essential, since it restricts the problem of polysemy (words that have
multiple senses), occurring when comparing ontology entities on the basis of their
labels. Indeed, intuitively, groups of common labels in both ontologies, are more
probably referring to the same concepts, while distant distinct common labels, may
reflect homonyms and thus name different concepts. Another example is depicted
in Fig. 3.14, where the ontologies O1 and O2 have four common concepts. Here, the
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common concepts B and C distribute differently the remaining common concepts
(A, C and D for B and A, B and D for C), while A and D distribute their respec-
tive remaining common concepts in the same way, in both ontologies. The result
obtained is λ (O1,O2) = 0.9832, less than 1, due to the differences in interrelations
between the common concepts in the two ontologies. The exact amount of the dif-
ference obtained, can be adjusted by a proper choice for the values of the weighting
coefficients a and ρ .

3.4.2 Processing step

The output of the pre-processing step, i.e. the values of the structure and lexical sim-
ilarities that indicate whether the source ontologies resemble mostly structurally, or
lexically, respectively, guide the processing step of the ATRACO alignment strat-
egy and more precisely, guide the selection and sequence of use of the appropriate
matchers. The alignment process includes several matchers and it is organized se-
quentially, or in parallel, according to the similarity characteristics of the two source
ontologies. These matchers calculate similarities between the ontological entities
from the different source ontologies. The higher the similarity of the two onto-
logical entities, the more likely they can be aligned. The matchers can implement
techniques based on linguistic matching, structural matching, constraint-based ap-
proaches, instance-based techniques and approaches that use auxiliary information,
or a combination of the above.

During the phase of linguistic matching, multiple algorithms, or matchers based
on linguistic matching, such as Edit Distance and Synonym Matcher through the
WordNet synonyms thesaurus [16], are executed. These algorithms make use of tex-
tual descriptions of ontological entities, such as names, synonyms and definitions.
The similarity measure between entities is based on comparisons of the textual de-
scriptions. The main idea in using such measures is based on the fact that usually
similar entities have similar names and descriptions, among different ontologies.
More specifically, during this phase we consider establishing correspondences be-
tween the entities of the two source ontologies, by using a similarity function and
calculating it for the two entities (each one belonging to one of the ontologies). If
the returned value is greater, or equal to a threshold set up by a domain expert, then
the two entities match. Edit distance, for example, is defined as the number of dele-
tions, insertions, or substitutions required transforming one string into another. The
greater the edit distance is, the more different the strings are.

The phase of structural matching uses a number of structural matchers (includ-
ing Descendant’s Similarity Inheritance (DSI) and Sibling’s Similarity Contribution
(SSC) methods [8]), which use the structure of the ontologies, in order to enhance
the alignment results. The algorithms used during this phase rely on the intuition that
two elements of two distinct models are similar, when their adjacent elements are
similar. In another phase of the alignment strategy, constraint-based approaches are
used. In these approaches axioms are used, in order to enhance the previously gen-
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erated correspondences. For instance, if the range and domain of two relations are
the same, this is an indication that there is a correspondence between these relations.
If several instances are available in both source ontologies, then instance-based ap-
proaches can be used, in order to define similarities between ontological entities.
Dictionaries, thesauri representing general knowledge, intermediate domain, or up-
per level ontologies, or predefined alignments, may be also used to enhance the
alignment process.

The choice of the appropriate phases (linguistic, structural, constraint-based and
instance-based) and their temporal sequence is driven by the values of the similarity
coefficients between ontologies that are calculated during the pre-processing step of
the alignment process, according to the following scenarios (see Fig. 3.15):

σ(Ο1,Ο2) can be 
calculated

λ(Ο1,Ο2) can be 
calculated

ΝΟ

YES

σ(Ο1,Ο2) can be 
calculated

ΝΟ
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ΝΟ

λ(Ο1,Ο2) ≥H

σ(Ο1,Ο2) ≥H σ(Ο1,Ο2) ≥H

YES
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ΝΟ

Use mainly 
structural 

algorithm (and 
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Use structural 
algorithm

Use lexical 
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Fig. 3.15 Flowchart indicating the choice of matchers
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• If only the label similarity coefficient of the source ontologies is equal, or greater
than a threshold H, which is adjusted experimentally, with a value close to 1 (for
example H = 0.9), then the alignment process should rely only on lexical match-
ers. For better results, we can further execute a structural, a constraint-based and
an instance-based matcher (if any instances are available) sequentially, because,
even if some ontological entities have the same label, they may represent totally
different concepts. Specifically, starting from a lexical matcher, such as Edit-
Distance, the entity pairs that score a high similarity value are further compared
using a structural matcher, such as one which uses the is_a and part_of hier-
archies. Any correspondences between entity pairs with a low similarity value,
according to the lexical matcher, are discarded. Then, the pairs with high simi-
larity values are filtered by using constraint-based information. For example, two
relations from the source ontologies that have the same range and domain may
be equivalent. Following this, an instance-based matcher may be applied, if in-
stances in both ontologies are available. The intuition behind this is that, if two
classes have the same set of instances, it is more likely for them to be equivalent.

• If only the structural similarity coefficient of the source ontologies is equal, or
higher than H, then the alignment process starts by firstly applying a structural
matcher, then a lexical one and so on, because even if the structure of the two
source ontologies is the same, it is difficult to discover the correct correspon-
dences between the ontological entities, due to terminological heterogeneity.

• If the label similarity coefficient of the source ontologies is greater than their
structural similarity coefficient, but not high enough (not higher than H), we exe-
cute all kinds of matchers in a parallel composition and all the produced similari-
ties are aggregated through a weighted sum, where the similarity value produced
by the lexical matcher has the greatest weight.

• If the structural similarity coefficient of the source ontologies is greater than their
label similarity coefficient, but not high enough (not higher than H), we execute
all kinds of matchers in a parallel composition and all the produced similarities
are aggregated through a weighted sum, where the similarity value produced by
the structural matcher has the greatest weight.

• If we cannot calculate the similarity coefficients of the source ontologies, the
alignment process uses all kinds of matchers in a parallel composition. In this
case, the similarity values between candidate pairs of ontological entities is com-
puted, either as the average, or by taking the maximum of all the similarity val-
ues that the matchers produce. In the case where no computation of similarity
between source ontologies is accomplishable, we additionally try to find out the
domain that the two source ontologies describe. Since the meaning (importance
and relevance) of a certain ontological entity essentially depends on the specific
usage and purpose for which each ontology has been modeled and on different
views that creators have on the domain, it is essential to specify the domain that
the source ontologies describe, in order to enhance the alignment process by us-
ing external resources as a "third party", as we further explain in subsection 3.4.4

• If both the label and structural similarity coefficients of the source ontologies are
greater than H, then both lexical and structural matchers are executed in paral-
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lel and their average value is used as the similarity of the candidate pairs. Then,
entity pairs with high similarity values according to the lexical and structural
matchers are filtered by using constraint-based information. Following this, an
instance-based matcher may be applied, if instances in both ontologies are avail-
able.

In the case of a parallel combination of matchers, their similarities are aggregated
through computing their average, or by selecting their maximum value, or through
a weighted sum, depending on whether we want, for a given alignment, either all
matchers to have the same influence, or require their highest score, or finally want
to give more importance to some of them, respectively. The weighted sum is defined

as Sim(e1,e2) =
n

∑
k=1

wk · simk(e1,e2), where n is the number of the combined match-

ers and simk and wk represent the similarity values between the entities e1 and e2

belonging to the two source ontologies, and weights, respectively, for the different

matchers. It is also required that wk ∈ [0,1] and
n

∑
k=1

wk = 1. If the final similarities

obtained after aggregation exceed a threshold, they are selected for the resulting
alignment.

3.4.3 Post-processing step

In this step, the produced alignment should be evaluated and further refined, before
being stored in RDF\XML format by the Alignment Module of the ATRACO On-
tology Manager. In practice, this can be done in three ways: (1) assessing individual
correspondences, (2) comparing the alignment to a reference alignment and (3) eval-
uating the application that uses the alignment. In this step, the user is involved in
the alignment process, in order to decide on the final alignment as described in the
following sub-section. He accepts, or rejects some of the produced correspondences
between ontological entities from the two source ontologies. The user plays the role
of the checker, in order for misalignments to be avoided and the role of a helper that
enhances the ontology alignment process, by refining suggested correspondences,
or adding new matching pairs.

3.4.4 Using a "trusted third party" within the alignment strategy

A "trusted third party" is used within the ATRACO alignment strategy in two ways.
First, in order to obtain an indirect alignment, when the direct alignment of a pair
of non-overlapping ontologies is impossible and second, in order to evaluate the
alignments produced. Considering the first issue, during the processing step of the
ATRACO alignment strategy, in order to result in correct correspondences, in the
case where the input ontologies describe unrelated domains, the alignment process
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can rely on ontologies sharing a similar context with the input ontologies. A few
approaches [1, 2, 35] have already considered the use of external knowledge, as a
way to obtain semantic matching between dissimilar ontologies. Considering the
second issue, a "trusted third party" is used to evaluate the produced alignments
during the post-processing step of the ATRACO alignment strategy.

A "trusted third party" can be of different types; it depends on the role that it
plays within the alignment strategy:

• Use of external ontological resources: as we are in the specific domain of
NGAIEs, the missing information during the processing step of the alignment
strategy, in case the ontologies to be aligned are very dissimilar, is acquired from
existing ontologies sharing a similar context with the aligned ones, or by using
WordNet as an external resource, in order to make use of the synonyms that this
resource provides

• Manual intervention: at the time being, the automatic alignment of ontologies
generates, in most cases, incomplete, or incorrect, or no correspondences at all -
it depends on the type of input ontologies (that is, complete, or not, consistent,
or not, overlapping, low overlapping, or non-overlapping ontologies). Therefore,
we focus on semi-automatic alignment, where the Alignment Module which im-
plements the ATRACO alignment strategy suggests correspondences between
concepts of the two ontologies to be aligned and the user, either discards, or
follows these suggestions

• Use of agents: another approach that stands between the two approaches men-
tioned above, is to employ the services of agents that specialize in ontology
alignment. These agents can (a) refer to an internal knowledge base of semantic
mappings, (b) access public knowledge resources (as suggested in the first item),
(c) infer new valid semantic alignments and (d) interact with people to resolve
unknown, or ambiguous situations (as suggested in the second approach)

3.5 Using Category Theory as the formalization framework of

the network of ATRACO ontologies

In the ubiquitous computing environment of the ATRACO project, the coexistence
of intrinsically different models of local knowledge (ontologies), makes the ex-
change of information difficult. This exchange of information sought, is achieved
through the ontology alignment process. Some approaches followed in the literature
for the formalization of ontologies and their operations, consist in using the infor-
mation flow theory [24, 22], Goguen’s work on institution theory [26] and Category
Theory. Category Theory offers several ways in order to combine and integrate ob-
jects and has been used as a mechanism to formalize ontology matching, providing
operations to compose and decompose ontologies (alignment, merging, integration,
mapping) [23, 20, 46, 6]. Since the basic objects in Category Theory are the rela-
tionships between ontological specifications and not the internal structure of a single
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knowledge representation, it permits to view global operations involving ontologies
(like alignment, merging, matching), independently from the languages used to ex-
press their local entities and from the techniques used. In the framework of the
ATRACO project we have adopted Category Theory as the most appropriate for-
malization framework. This is because the chosen formalism

• focuses on relationships (categorical morphisms, functors, and natural transfor-
mations) and not on entities (categorical objects, and categories)

• allows the coexistence of heterogeneous entities, since it provides the ability to
define several categories, according to the kinds of entities to be described (cat-
egory of ontologies, category of alignments, category of networks of interlinked
ontologies), which can be related by the definition of special morphisms (cate-
gorical functors)

• offers a set of categorical constructors for creating new categories, by using pre-
defined ones

• provides a means for the combination of categorical objects (colimits can be
used to compose them and limits to decompose them), and for the combination
of categorical functors (natural transformations)

• provides a multi-level study of its categorical notions, by defining three interre-
lated levels (the level of categories, the level of functors and the level of natural
transformations).

3.5.1 Categorically formalizing ontologies and alignments

In the following, we review the main results of the categorical formalization of on-
tology operations. The concepts of an ontology are structured in a taxonomy (hier-
archy of concepts related by the subsumption relation) and can also be related by
more complex non taxonomic relations, like the mereologic ones. Moreover, cor-
respondences can be established between entities (concepts, properties, instances)
belonging to two distinct ontologies (this operation is called matching), resulting
in a set of correspondences betwen them, called an alignment. Correspondences be-
tween entities belonging to different ontologies can be restricted to equivalence only,
or could be binary relations of a wider nature, like disjointness, generalization/spec-
ification, etc. On the other hand, a category consists of a collection of objects and
of a collection of morphisms (or arrows, or maps), each morphism being a rela-
tion from a domain object to a codomain object. Each category is equipped with
an associative composition operator defined for any composable pair of morphisms
(the codomain of one of the morphisms is the domain of the other one) and unique
identity morphisms acting as the units of the composition operator. By restricting
ourselves to subsumption relations between concepts of the same ontology and to
equivalence relations between concepts belonging to different ontologies and in or-
der to have a categorical view of ontologies [6], ontologies are considered as cate-
gory objects and the morphisms of the category are functions f between a domain
and a codomain ontology, mapping concepts, or relations of the domain ontology
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to respective concepts, or relations of the codomain ontology. The morphisms are
such that they preserve any relations between entities in the domain ontology, for
example, if c1 is related to c2 through the relation r in the domain ontology, then
f (c1) is related to f (c2) in the codomain ontology by the relation f (r), establishing
thus a graph homomorphism between the two ontologies, if the two ontologies are
seen as graphs.

The alignment between two ontologies O1 and O2, is the task of establishing
binary relations between the entities of the two ontologies. In a categorical perspec-
tive, an alignment is not expressed as a direct relation between entities belonging to
the two ontologies. Instead, each binary relation between entities belonging to O1

and O2 respectively, can be decomposed into a pair of mappings from a common
intermediate source ontology, O, to the ontologies O1 and O2 [23]. The mappings
from O to O1 and from O to O2, specify how the concepts and relations of O are
understood in O1 and O2, respectively. This structure, comprising the ontologies
O1 and O2 to be aligned, the intermediate ontology O and the morphisms f1, f2, is
called (due to its shape) a V-alignment (see Fig. 3.16); it is a span, in the Category
Theory terminology.

1
O

2
O

O

1
f

2
f

Fig. 3.16 V-alignment

The operation of integrating two aligned ontologies into a single one is called
merging and can be accomplished with V-alignments. The ontology resulting from
the unification process of merging, embodies the semantic differences of the two on-
tologies and collapses the semantic intersection between them. Merging of aligned
ontologies can be described, in the Category Theory formalization, in terms of a
Category Theory construct, called pushout, which is a special case of another con-
struct, called colimit. The pushout involves three objects, the three categories O1,
O2 and O and the two morphisms of the alignment diagram. The pushout is a new
object, a new ontology O′ in our case, together with morphisms f1

′
, f2

′, such that
f1
′ ◦ f1 = f2

′ ◦ f2

The commutativity of the pushout diagram in Fig. 3.17, means that components
of O1 and O2 that are images of the same component in O (that is, the semantic
intersection of O1 and O2), are collapsed in the resulting ontology O′ (mapped to
the same entity), which is exactly the definition of the merging operation. That is,
the pushout ontology realizes the merging of O1 and O2. Moreover, for any other
object (ontology) O′′ for which the commutativity holds, i.e. for which

f1
′′ ◦ f1 = f2

′′ ◦ f2
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Fig. 3.17 Merging through the pushout construct

there exists a unique morphism f such that
f ◦ f1

′ = f1
′′

f ◦ f2
′ = f2

′′

that is, the pushout O′ is the most compact ontology that can embody the union of
O1, O2 and possibly comprises collapsed components (i.e., embodies the semantic
differences and collapses the semantic intersection).

In Category Theory, dual concepts arise from the process of reversing all the mor-
phisms in a diagram. Thus, the dual concept of pushout is a construct called pull-
back, which is a particular case of another construct called limit (dual of colimit).
The pullback is used in order to formalize the matching operation, by which simi-
larities between ontologies are detected. We start with what is called a Λ -alignment,
of the form depicted in Fig. 3.18.
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Fig. 3.18 Λ -alignment

Here, O1 and O2 are the ontologies to be matched and O is an intermediate on-
tology that guides the matching. The pullback is a new ontology O′, together with
morphisms f1

′, f2
′, such that

f1 ◦ f1
′ = f2 ◦ f2

′

that is, the pullback O′embodies all information of O1 and O2 that is semantically
equivalent.

The commutativity of the pullback diagram in Fig. 3.19, means that components
of O1 and O2 that have the same image in O (i.e., are semantically equivalent), are
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Fig. 3.19 Matching through the pullback construct

images of the same component in O′, which is exactly the definition of the match-
ing operation. Thus, the pullback operation realizes the matching of O1 and O2.
Moreover, for any other object (ontology) O′′ for which the commutativity holds,
i.e.

f1 ◦ f1
′′ = f2 ◦ f2

′′

there exists a unique morphism f , such that
f1
′ ◦ f = f1

′′

f2
′ ◦ f = f2

′′

that is, the pullback O′ is the biggest ontology that includes all the semantic
intersection of O1 and O2.

3.5.2 Categorical formalization of activity spheres

In the ATRACO environment, the activity spheres conceptualize an ambient ecology
populated by different entities, such as devices, services, humans, or agents, interre-
lated and in interation with their environment. Once an activity sphere is produced,
the knowledge associated with it can be reused, in order to produce new activity
spheres. To this end, activity spheres can be extended by the proper addition of am-
bient ecology entities, or can be embedded into other activity spheres, to produce
more complex ones. Thus, activity spheres undergo changes, each time they adapt to
different conditions, or each time a reconfiguration of their structure occurs, due to
entities entering, or leaving the sphere. This dynamics can be captured by the align-
ment composition operation. Indeed, if we have an alignment between ontologies
O1 and O2 and an alignment between ontologies O2 and O3, we can compose them
and obtain an alignment between ontologies O1 and O3, thus depicting relations
holding between the entities of ontologies O1 and O3.

The operation of alignment composition can be formulated in the categorical
framework [46], as the composition of spans in Category Theory, through the use
of the pullback construct. In Fig. 3.20, if (OA, f1, f2A) is a V -alignment expresing
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the alignment between ontologies O1 and O2 and (OB, f2B, f3) is a V -alignment ex-
presing the alignment between ontologies O2 and O3, then the ontology O together
with the morphisms f1 ◦ fA and f3 ◦ fB constitute the composition of the two V -
alignments sought, where O, together with the morphisms fA, fB is the pullback of
the Λ -alignment of O2 (O2 with f2A, f2B).

O
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Fig. 3.20 Composition of alignments

In the ATRACO perspective, an activity sphere is a network of already aligned
ontologies. In order to define an activity sphere under a categorical perspective, we
define a category having ontologies as objects. There exists a morphism between
two ontologies, objects of this category, if and only if there exists a V -alignment
between them. Thus, composable morphisms in this category, reflect to the com-
position of V -alignments, which becomes then the main operation needed in the
ATRACO perspective.
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Fig. 3.21 Ontologies entering or leaving an ATRACO activity sphere

More precisely, as depicted in Fig. 3.21, whenever an entity represented by an
ontology joins an already established activity sphere of entities represented by a
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network of already aligned ontologies, it suffices to align it to a single anchor on-
tology, already participating in the activity sphere. The achor alignment produced,
is then composed to already established alignments involving the anchor ontology,
producing a batch of composition-generated alignments that remain, even if later on
the anchor ontology leaves the activity sphere.

In cases where subsumption, or more elaborate relations, between concepts be-
longing to different ontologies is to be expressed, since these relations cannot be
represented with the vocabulary of any of the two ontologies, it is externalized in an
additional new ontology (called bridge ontology), as a bridge axiom. The following
diagram depicts the situation, with the original ontologies O1 and O2 containing the
concepts related via subsumption and the bridge ontology B containing the bridge
axioms. The fact that there exist concepts of the ontologies O1 and O2 occurring
within the bridge ontology, is represented by the two V-alignments between the
bridge ontology and the ontologies O1 and O2. Thus, the so-called W-alignment is
defined (see Fig. 3.22).
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Fig. 3.22 W-alignment

The merging operation in this case, is defined as the colimit of the alignment
diagram in Fig. 3.23 and is computed by successive pushouts [46].
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Fig. 3.23 Merging with W-alignments
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In a similar way, one can compose W-alignments. If a W-alignment exists be-
tween ontologies O1 and O2 with bridge ontology B1 and if also a W-alignment
exists between ontologies O2 and O3 with bridge ontology B2, by composing the
two W-alignments, it results that a W-alignment exists between ontologies O1 and
O3, with bridge ontology B, which is obtained if the merging operation is applied to
the bridge ontologies B1 and B2. The problem of this approach, consists in incorpo-
rating in the new bridge ontology B bridge axioms from the ontologies B1, B2 and
O2, that might be irrelative to O1 and O3.

Another solution to the problem of more elaborate relationships (subsumption,
strict inclusion, strict containment, disjointness, overlapping with partial disjoint-
ness, temporal relations), between entities belonging to different ontologies, is to
enhance the category of ontologies with more elaborate morphisms that denote the
relationship that holds between the syntactic entities of the two ontologies (sub-
sumption, strict inclusion etc.) [46, 13]. In this case, when applying the composition
operation, if an entity in ontology O2 has an elaborate relation to entities in the on-
tologies O1 and O3, there is some kind of relation between the two entities in O1

and O3. The latter relation depends strongly on the former one. For example, if an
entity in O1 is related to an entity in O2 with strict inclusion and the same entity
in O2 is related to an entity in O3 with strict containment, then the entity in O1 can
be related to the entity in O3 by either of the following relationships: equivalence,
strict inclusion, strict containment, disjointness, overlapping with partial disjoint-
ness. More specifically, in [13], the formalism of algebras of binary relations has
been proposed, in order to solve the problem of expressing the relations between
entities of different ontologies in a genaral way, support alignment composition and
deduce new alignments from existing ones, via composition tables. In order to cap-
ture the dynamic nature of an activity sphere in the case of more general relations
between ontological entities, the question remains to construct the appropriate cate-
gory that captures the structure.

3.6 Conclusion

The knowledge management framework developed in the context of the ATRACO
project, was presented in this chapter. We mainly focused on the following axes of
research:

• An ontological representation, in order to cope with the dynamic nature and het-
erogeneity of NGAIEs components, realized in the context of ATRACO with
the ATRACO Upper Level Ontology and a set of Device and Service Ontologies,
Policy Ontologies, User Profile Ontologies and General Foundational Ontologies

• A task-based ontology engineering process, for the specification, conceptualiza-
tion, implementation and evaluation of the ATRACO ontologies

• A three step ontology alignment strategy, guided by two similarity coefficients,
in order to detect the lexical, or structural resemblance of the source ontologies
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• A formalization framework, based on Category Theory, permitting to confront
the dynamic nature of ATRACO activity spheres, the constituent networks of
interlinked alignments of the ATRACO project

The presented knowledge management framework provides us with theoretical and
practical tools so as to overcome the barrier of heterogeneity intrinsic in the AT-
RACO world, due to the different conceptualizations of its actors.

3.7 Further readings

The reader interested in learning more about the principles and techniques of onto-
logical engineering in any context, is encouraged to consult [41, 17, 3]. To learn
more about tools, languages, matchers and approaches on ontology alignment,
[16, 10] are the most recent extensive references. Concerning Category Theory,
[32] provides a presentation of the basic constructions and terminology of Cate-
gory Theory and illustrates applications of Category Theory to programming lan-
guage design, semantics and the solution of recursive domain equations, while in
[5] the material covered includes the standard core of categories, functors, natural
transformations, equivalence, limits and colimits, functor categories, representables,
Yoneda’s lemma, adjoints and monads.
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Chapter 4

Artefact Adaptation in Ambient Intelligent
Environments

H. Hagras and C. Wagner

Abstract The paper presents a novel approach to develop strategies that will allow
the artefacts to adapt to the uncertainties associated with the changes in the arte-
facts characteristics, context as well as changes in the user(s) preferences regarding
these artefacts in Ambient Intelligent Environments (AIEs). This work is within
the framework of an EU funded project entitled ATRACO (Adaptive and Trusted
Ambient Ecologies) which aims to contribute to the realization of trusted ambient
ecologies in AIEs.

4.1 Introduction

Adaptation is a relationship between a system and its environment where change
is provoked to facilitate the survival of the system in the environment. Biological
systems exhibit different types of adaptation so as to regulate themselves and change
their structure as they interact with the environment.

The dynamic and ad-hoc nature of Ambient Intelligent Environments (AIEs)
means that the environment has to adapt to changing operating conditions and user
changing preferences and behaviours and to enable more efficient and effective oper-
ation while avoiding any system failure. Thus there is a need to provide autonomous
intelligent adaptive techniques which should be able to create models which could
be evolved and adapted online in a life-long learning mode. These models need to be
transparent and easy to be read and interpreted by the normal user to enable the user
to better analyze the system and its performance. Such intelligent systems should
allow to control the environment on the user’s behalf and to his satisfaction to per-
form given tasks. The intelligent approaches used should have low computational
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overheads to effectively operate on the embedded hardware platforms present in
the everyday environments which have limited memory and processor capabilities.
This task based system could be used to control the environment on the user behalf
and to his satisfaction to perform given tasks. In addition, the intelligent approaches
should allow for real-time data mining of the user data and create on-the-fly up-
dateable models of the user preferences that could be executed over the pervasive
network. Moreover, there is a need to provide an adaptive life-long learning mech-
anism that will allow the system to adapt to the changing environmental and user
preferences over short and long term intervals. There is a need also to provide ro-
bust mechanisms that will allow handling the varying and unpredictable conditions
associated with the dynamic environment and user preferences.

This Chapter will present novel adaptation strategies that will allow the artefacts1

to adapt to the uncertainties associated with the changes in the artefacts characteris-
tics, context as well as changes in the user(s) preferences regarding these artefacts
in AIEs.

Section 4.2 presents an overview of the previous work in adaptation in AIEs.
Section 4.3 presents the ATRACO project approach to Artefact Adaptation in AIEs.
Section 4.4 provides an overview of the employed Artefact Adaptation approaches
while Section 4.5 provide an overview on the Artefact Adaptation design in AIEs.
Section 4.6 provides the experiments and results while Section 4.7 provides the
conclusions and future work.

4.2 Previous Work in Artefact Adaptation in AIE

Several work have targeted the topic of adaptation in Ambient Intelligent Environ-
ments (AIEs) where Davidsson [4] have developed a multi-agent system (MAS)
that monitors and controls an office building in order to meet user preferences while
conserving energy.

The Oxygen at MIT [13] centres around two rooms containing cameras, micro-
phones, an X-10 controlled lighting system and a multitude of computer vision and
speech understanding systems that help the system interpret what people are saying,
where they are saying it and what interactions and activities are taking place. The
system responds accordingly using speech synthesis when spoken to. The vision
system is able to intelligently train itself for a particular environment in less then
five minutes using projectors displaying a simulation of someone performing the
training. The agents operate in a rather independent intelligence level where each
sensor resides in a particular place and uses various local resources.

The goals of the Aware Home [9] agents are to investigate what kind of services
can be built on top of an environment that is aware of the activities of its occupants.
Besides building models of human behaviour to aid computers in decision making,
it aims to support older individuals to ’age in place’ by helping them to maintain a

1 As part of this chapter the word "artefact" is generally used interchangeably with the word "de-
vice" and refers to physical devices in the AIE.
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good diet, take medication when required, notify family members of their well-being
and provide support with everyday tasks. The large number of sensors deployed in
the Aware Home range from trip sensors (that detect when a door has been opened or
closed) and motion detectors, to higher-fidelity sensors, e.g. embedded microphones
and cameras. These sensors, all centrally connected to a computer, are mostly used
to determine the current activities, facial expressions, locations and gestures of oc-
cupants. The sensors and actuators are fixed and dedicated to performing specific
tasks only [1].

The Adaptive Home, a.k.a. the Neural Network Home, explored the “learning
user’s habits” aspects of an AIE. It was aiming to predict occupancy of rooms, hot
water usage and the likelihood that a zone is entered in the next few seconds, using
trained feed-forward neural networks. The context information in the project was
again mainly comprised of location, but additional state information from rooms like
the status of lights or the temperature set by inhabitants was used. Although learning
and prediction was done via feed-forward multi-layer perceptrons with the known
limitations, it showed that prediction of user locations can help to save resources
and support users by learning their behaviour and automating simple tasks.

The UT-Agent at Ajou University in Korea focuses on the use of intelligent
agents for ubiquitous smart home environments. An intelligent agent model for
AIEs is proposed in which the agents must learn the user preferences in order to
assist them, which are represented by user profiles. The proposed UT-AGENT uses
case-based reasoning to acquire knowledge about user actions that are worth record-
ing, to determine their preferences and a Bayesian Network as an inference tool
to model relationships between them. The UT-AGENT maintains the status of ev-
ery device present in the home and activates them according to user preference. It
generates a sequence of the expected user’s query and simultaneously activates the
devices with preset preference settings [10].

The MavHome smart home project focuses on the creation of an environment that
acts as an intelligent agent, perceiving the state of the home through sensors and
acting upon the environment through device controllers [21]. The environment is
represented using a Hierarchical Hidden Markov Model and a reinforcement learn-
ing algorithm is employed to predict the environmental preferences based on sensors
within the environment. Desired actions are proposed for the control of lights within
the environment primarily based on motion detection sensors and if the actions are
within the bounds of acceptable safety and security policies, they are invoked within
the environment. The agent aims to maximise the comfort and productivity of its in-
habitants while minimising the energy consumption.

In the University of Essex, the Incremental Synchronous Learning (ISL) ap-
proach was developed for embedded agents to realise Ambient Intelligence (AmI)
in ubiquitous computing environments [7]. In [6], the AOFIS system was developed
to enhance the capabilities of the ISL agents by including mechanisms to extend
the original agent based approach to use type-2 fuzzy systems [8]. The type-2 agent
generated type-2 FLCs in which type-2 membership functions (MFs), with fixed un-
certainties directly modelled and handled the long term environmental uncertainties.
Type-2 embedded agents facilitate short term online adaptation of the rules while be-
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ing robust to long term environmental changes. The agent can incrementally adapt
the type-2 FLC rules and MFs in a lifelong learning mode, accommodating for the
accumulated long term uncertainties arising from seasonal changes in the environ-
ment and the associated changing user behaviour over extended periods of time [8].

Most of the above systems did not manage to allow the artefacts to adapt to
the uncertainties associated with the changes in the artefacts characteristics, context
as well as changes in the user(s) preferences regarding these artefacts in Ambient
Intelligent Environments (AIEs). This will be the focus of our work.

4.3 ATRACO Approach to Artefact Adaptation in AIEs

In the previous subsections, we have shown some of the other work conducted in
AIEs and to our knowledge no other work has targeted the Artefact Adaptation (AA)
in AIE where AA deals with developing the strategies that will allow the artefacts to
adapt to the uncertainties associated with the changes in the artefacts characteristics,
context as well as changes in the user(s) preferences regarding these artefacts.

AIEs face huge amount of uncertainties which can be categorized into environ-
mental uncertainties and users’ uncertainties. The environmental uncertainties can
be due to:

• The change of environmental factors (such as the external light level, tempera-
ture, time of day) over a long period of time due to seasonal variations.

• The change of the sensors and actuators outputs due to the noise from various
sources. In addition, the sensors and actuators can be affected by the conditions
of observation (i.e. their characteristics can be changed by the environmental
conditions such as wind, sunshine, humidity, rain, etc.).

• Uncertainties associated with the change in the context and operation conditions.
• Wear and tear which can change sensor and actuator characteristics.

Thus the environmental uncertainties are associated with the change in artefact

characteristics and change in the artefact context.

The user uncertainties can be classified as follows:

• Intra-user uncertainties which are exhibited when a user decision for the same
problem varies over time and according to the user location and activity. This
variability is due to the fact that the human behaviour and preferences are dy-
namic and they depend on the user’s context, mood, and activity as well as the
weather conditions and time of year. For the same user, the same words can mean
different things on different occasions. For instance the values associated with a
term such as “warm” in reference to temperature can vary as follows: depending
on the season (for example from winter to summer), context (in the Arctic 15◦

C might be considered “High”, while in the Caribbean it would be considered
“low”), depending on the user activity within a certain room and depending on
the room within the user home and many other factors.
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• Inter-user uncertainties which are exhibited when a group of users occupying
the same space differ in their decisions in a particular situation. This is because
users have different needs and experiences based on elements such as age, sex,
profession, etc. For instance the users might disagree on aspects such as how
warm a room should be on any given day.

Thus the user(s) uncertainties are associated with the changes and variations in the

user(s) preferences regarding the artefacts and their operation.

Thus it is crucial to employ adequate methods to handle the above uncertainties
to enable the system to produce the desired behaviour to perform a given task. In
addition, there is a need to produce models of the users’ particular behaviours that
are transparent and that can be adapted over long time duration and thus enabling
the control of the users’ environments on their behalf.

Fuzzy Logic Systems (FLSs) are credited with being adequate methodologies for
designing robust systems that are able to deliver a satisfactory performance when
contending with the uncertainty, noise and imprecision attributed to real world set-
tings [5]. In addition, a FLS provides a method to construct controller algorithms
in a user-friendly way closer to human thinking and perception by using linguistic
labels and linguistically interpretable rules. Thus FLSs can satisfy one of the im-
portant requirements in AmI systems by generating transparent models that can be
easily interpreted and analyzed by the end users. Moreover, FLSs provide flexible
representations which can be easily adapted due to the ability of fuzzy rules to ap-
proximate independent local models for mapping a set of inputs to a set of outputs.
As a result, FLSs have been used in AIEs spaces as in [5], [14] and [8].

4.4 An Overview of the Employed Artefact Adaptation in

ATRACO

Within the artefact adaption model, the process starts with the high level ontology
(termed Sphere Ontology) supplying the artefacts needed to perform a given task.
The Sphere Ontology also provides the linguistic labels and the operational ranges
of the variables involved with these artefacts. The Sphere adaptation level handles
the fault tolerance issues with existing artefacts breaking down or new artefacts
being introduced to the system by searching and exposing a suitable replacement
artefact if available.

Artefact Adaptation (AA) deals with developing the strategies that will allow the
artefacts to adapt to the uncertainties associated with the changes in the artefacts
characteristics, context as well as changes in the user(s) preferences regarding these
artefacts and their operation. Hence, the artefacts will adapt by adapting the oper-
ation values associated with the linguistic labels of the artefacts according to the
changes in the artefact characteristics and context. In addition, the artefact will also
adapt to the user(s) changes in desire and preferences for the fulfilment of a given
task. For example for a temperature sensor which was identified by the sphere on-
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tology to be involved in the task of keeping the temperature comfortable for a given
user(s). If the user(s) was using this temperature sensor in kitchen, the temperature
values associated with Low, Medium, High will need to be adapted when moved
to the living room, hence the artefact will need to adapt these values. On the other
hand for a heater actuator, the Artefact Adaptation will involve adapting the heater
setting values associated with the linguistic labels Low, Medium, High (supplied
by Sphere Ontology) according to the changes in the artefact characteristics and
context. For example the heater settings associated with the linguistic labels (Low,
Medium, High) will change from Summer to Spring, etc. In addition, the artefact
will also adapt to the user(s) changes in desire and preferences for the fulfilment of
a given task. Where the heater setting associated with Low will vary from a normal
day to day for example involving a party with a large number of people present.

In this way, ATRACO would satisfy one of the main components of the ubiqui-
tous computing and the disappearing Computer visions where the intelligence will
not come from one information artefact [20]. Rather intelligence emerges from col-
lections of artefacts interacting and co operating with each other, resulting in new
behaviour and new functionality [20]. In Atraco the artefacts will be able to adapt

based on how people use them. In addition, the objects’ coordination with other
artefacts will yield new functionalities. Hence, new forms of use will emerge that
will enrich everyday life, resulting in a world that is more deeply interconnected.

Each task in ATRACO is associated with a series of devices which are related
to this task, for example in terms of “adjusting the light to comfortable levels” this
could be a series of lights, light sensors, dimmer switches, etc. AA is achieved by
associating each task with a specific Fuzzy Task Agent (FTA) which governs the
AA for this task. AA aims to employ the interaction of the user with each individual
device for each task in three different stages as follows:

1. User/device interaction capture:
As the user interacts with the individual devices associated with the given task,
the internal parameters set to or received from the device are captured. For ex-
ample, as part of an "adjust light level to a comfortable level" task, as the user
increases the brightness of the lamp, the values of the devices the user is in-
teracting with is recorded. It is important to note that this includes both active
interaction (e.g. the lamp) and passive interaction, where we refer to passive
interaction as the effect on all sensing devices which are affected by the users
action (here - increasing the light level). For the purpose of ATRACO, all sens-
ing devices which are part of a task are considered as passive interaction devices
(for example if a timer or clock is associated with the lighting task, then its value
will also be recorded during the capturing stage).

2. Interaction data clustering:
After a sufficient amount of user/device interaction data has been captured. Data
clustering is applied for each individual device or groups of devices in order to
determine clusters which refer to salient characteristics of the devices’ proper-
ties. For example in terms of a dimmable lamp, users usually tend to use only
a subset of discrete dimming stages such as "off", "dim" (say 50% power) and
"bright". It is at this stage that a very important feature of AA is exploited: as the
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device characteristics change over time (for example the lamp bulb decreases
in brightness), the user responds by altering his use of the specific device (i.e.
increases the power to 60% to achieve his preferred level of "dim"). Through
clustering, this information is gathered in a completely transparent fashion and
rendered useful for the third stage.

3. Adaptive device model creation:
By employing the information generated in Step 2, an adaptive model of the in-
dividual device (which is part of the specific task for the specific user), based on
fuzzy sets is created. Additional information which is available such as reliabil-
ity or accuracy (for example from the manufacturers information (e.g. light bulb
life expectancy, output in lumen, Watt, etc.)) can be incorporated at this stage.
This third and final stage of AA is the most challenging and research intensive
stage as it involves the creation of an adaptive model which generalises over the
vast number of user/device interactions while incorporating the ability of han-
dling the device uncertainty (such as temporal variation in its characteristics,
wear and tear, etc.).

Recently, type-2 FLSs, with the ability to model second order uncertainties, have
shown a good capability of managing high levels of uncertainty. Type-2 FLSs have
consistently provided an enhanced performance compared to their type-1 counter-
parts in real-world applications [3], [8]. A type-2 fuzzy set is characterized by a
fuzzy membership function, i.e. the membership value (or membership grade) for
each element of this set is a fuzzy set in [0,1], unlike a type-1 fuzzy set where the
membership grade is a crisp number in [0,1] [12]. There are two variants of type-
2 fuzzy sets - interval valued fuzzy sets (IVFS) and generalized type-2 fuzzy sets
(GFS). In an IVFS the membership grades are across an interval in [0,1] and have
the third dimension value equal unity. In the case of a GFS the membership grade
of the third dimension can be any function in [0,1]. Most applications to date use
IVFS due to its simplicity. It has been shown that IVFS based type-2 FLSs can han-
dle the environmental uncertainties and the uncertainties associated with a single
user in a single room environment and that type-2 FLSs can outperform their type-1
counterparts [8]. However, no work has tried to approach the challenging area of
developing AIEs spaces that can handle the environmental uncertainties as well as
the intra- and inter-user uncertainties in an environment.

There are many frameworks for dealing with uncertainty in decision-making in-
cluding, primarily, those based on probability and probabilistic (Bayesian) reason-
ing. As an aside, we emphasize that we do not claim that fuzzy-based methods are
any better or any more effective than any other uncertainty handling frameworks,
rather we claim that some methods are more appropriate in certain contexts. In our
experience, fuzzy methods have proven to be more effective than other methods
when applied in AmI spaces [5], [14], [8]. This is because the fuzzy methods pro-
vide a framework using linguistic labels and linguistically interpretable rules which
is very important when dealing with human users.2

2 While the Chapter is focused on the creation of adaptive artefact models, the interested reader
can find an example of the automatic rule creation based on data for example in [19].
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We shall employ the use of type-2 fuzzy logic to model the uncertainties in such
AIEs. Consider an example of a central heating system for a living space occupied
by two users. In such a situation each user’s concept of cold has to be modeled
throughout the year. There will be seasonal variations affecting each user’s idea of
what is cold, an example of intra-user variation. Each individual user will have his
notion of what temperatures constitute cold, an example of inter user uncertainty.
Modeling either of these uncertainties can be accomplished using a number of ex-
isting techniques. The novel challenge with this is to model and cope with the un-
certainties created by the dynamic relationship between the interactions of multiple
users, each with individual preferences that change over time. For example, Fig-
ure 4.1 (a) and (b) shows the use of type-1 fuzzy systems to depict the differences
between two users (p1 and p2) concept of cold for the spring/summer and autum-
n/winter periods. Figure 4.1 (c) and (d) show how interval type-2 fuzzy sets might
model each user’s concept of cold throughout the year. Figure 4.1 (e) shows how a
general type-2 fuzzy set might encompass both the inter- and intra-user uncertainty
about what cold is by employing the third dimension, where the different grey levels
correspond to different membership levels in the third dimension.

Fig. 4.1 Fuzzy sets modeling the linguistic label cold.

Untill recently, general type-2 fuzzy systems were perceived as very computa-
tionally expensive that they do not have any real applications within real time sys-
tems like AIEs. However, since the start of ATRACO, UEssex has developed novel
theoretical models which allowed the realization of general type-2 fuzzy on real
time embedded systems [15], [16],[17], [18].3

As mentioned above each task in ATRACO is in turn associated with a series
of devices which are related to this task, for example in terms of "adjusting the
light to comfortable levels" this could be a series of lights, light sensors, dimmer
switches, etc. AA is achieved by associating each task with a specific (AA) agent
which governs the AA for this task. AA aims to employ the interaction of the user
with each individual device for each task in three different stages (as shown in Figure
4.2).

3 The current Chapter will focus on the demonstration of the concepts based on type-1 fuzzy sets
in order to respect the page limit. The description of the application of general type-2 fuzzy sets
will be addressed in a series of publication focusing specifically on the use of type-2 fuzzy logic in
AIEs.
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Fig. 4.2 Artefact Adaptation Stages

4.5 Artefact Adaptation Design

As a consequence, within ATRACO and specifically as part of AA, we have chosen
fuzzy sets as the basis for the adaptive models of the artefacts/devices within the
user environment. Fuzzy sets have a series of capabilities which make them ideal
for the application within AA, specifically:

• Fuzzy sets are easily adaptable.
As fuzzy sets can take a wide variety of shapes and forms (triangular, gaussian,
etc.) the parameters of which are easily modified, fuzzy sets are easily adaptable
to incorporate new information and provide a very flexible representation for AA.

• Fuzzy sets are easily interpretable.
Fuzzy logic sets have been designed to model and reflect human reasoning and
are generally connected to linguistic labels. For example, a certain device (e.g.
a lamp) can be represented using a linguistic variable understandable to human
users (e.g. lightlevel) which in turn can be mapped to a series of linguistic labels
which are familiar terms for the user (e.g. dim, bright, etc.). Each of these labels
can be modelled using a fuzzy set.

• Fuzzy logic sets allow for the modelling and handling of uncertainty.
Fuzzy logic sets are accepted to have great potential in dealing with real world
uncertainty and have been employed in that regard in a wide variety of appli-
cations. Further, recent advancements in fuzzy logic theory, (specifically type-2
fuzzy logic theory) have shown great potential in further advances in dealing with
uncertainty [8], [12], [15], [16], [17], [18].

• Fuzzy logic sets allow for a seamless integration of AA as part of the FTA. This
allows for a seamless integration of the AA into one transparent agent which is
referred to as Fuzzy Task Agent (FTA) within the ATRACO project.

The different qualities of fuzzy sets are essential to the successful deployment
of AA and as part of ATRACO we are aiming to investigate both the deployment
of existing fuzzy set models (i.e. type-1 fuzzy logic sets) as well as to research the
application of higher order fuzzy sets such as interval type-2 fuzzy systems [12] and
the recently introduced zSlices-based general type-2 fuzzy sets [18].
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4.5.1 Capturing of user/device specific interaction information as

part of AA

Capturing information on the user/device specific interaction provides the founda-
tion of the AA. While a variety of other methods could be employed to provide
information on the device characteristics, for example by asking the user to "pro-
gram" or to specify the device characteristic, or by retrieving and employing device
details released by the device manufacturer (e.g. output in Watts, light beam shape,
type of bulb, etc. in terms of a lamp) or simply by subdividing the range of the de-
vices setting into equal subdivisions (i.e. similar to recreating a "dimmer model"),
we have opted to capture the user/device interaction as it occurs within the AIE
during the normal occupancy of a user.

The reasoning for this approach is mainly two-fold:

1. The ATRACO vision and that of most AIEs in general aims for a transparent
operation where the user is unaware of the technology around him in the sense
that he/she is not required to take any direct action to understand or control
it. The environment should adapt to the user, not the user to the environment.
A good counterexample to this paradigm is the video recorder which a whole
generation of people in the 1990s purchased in great anticipation but which was
so complicated to use and programme. As such, in terms of AA, it is essential
that the user is not required to engage directly in the modelling of the devices
but that his/her natural interactions (where we define "natural" as the interaction
as it would take place in a standard, non augmented home) with the devices is
transparently employed to gather the required data.

2. By capturing the users natural interactions with the specific devices, informa-
tion on the devices’ characteristics but also most importantly, information on
the users perception and preferences in terms of those devices can be captured.
Capturing this additional information allows the AA to not only adapt to the iso-
lated device characteristics but moreover to the device characteristics as they are
experienced by the user as part of the current task/sphere. For example users are
generally so familiar with dimmer switches that they adjust them without real-
izing the variation in their sensitivity: for example light dimmer switches often
do not produce a visible increase in lighting brightness over the first quarter
turn (or more) from the off state. Such information, while obvious to the human
user, is generally difficult for an intelligent agent such as the AA to perceive.
Nevertheless, by employing the user/device interaction as a source of informa-
tion, the AA transparently encompasses adaptations undertaken by the user in
response to the specific characteristics of a device.

The capturing of user/device interaction information is by design a time intensive
activity. The more interactions the AA can record, the more accurate the eventual
model of the device characteristics in relation to the current task and user will be. As
this is clear, the approach of the AA within ATRACO consists of constantly captur-
ing the user/device interactions thus allowing repeated re-adaptation and updating
of the existing device model(s).
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With the current section having focussed on the capturing of the user/device spe-
cific interaction information, the following section will focus on how to extract a
maximum of actual knowledge from this captured information.

4.5.2 Extraction of salient features for the user/device interaction

information as part of AA

The extraction of salient features from the raw user/device interactions data is a
crucial step towards the eventual generation of adaptive models of the artefacts.

In the fields of artificial intelligence and machine learning, one popular tech-
nique in the extraction of salient features, also referred to as data mining, is data
clustering. Data clustering allows for the segmentation of a series of observations
into different subsets. The segmentation process is based on a measure of similarity
of the individual observations so that similar observations are assigned to the same
subsets.

One of the most popular clustering algorithms is the k-means clustering which
was first published in its standard form in 1982 [11]. The basic steps of the algo-
rithms can be summarized as follows:

• Choose the number of clusters, k.
• Randomly generate k clusters and determine the cluster centers, or directly gen-

erate k random points as cluster centers.
• Assign each point to the nearest cluster center.
• Recompute the new cluster centers.
• Repeat the two previous steps until some convergence criterion is met (usually

that the assignment hasn’t changed).

While the k-means algorithms has proved very successful, its very aim and nature
of assigning observations to specific sets (an observation is always either a member
of cluster/set or no) is a major obstacle in application where the data is subject to
large amount of uncertainty such as in AIEs.

It is essential that the salient feature extraction technique chosen as part of the
AA addresses the high amount of uncertainty within the captured user/device in-
teraction data (for example because of device wear & tear, subtle variations in user
preferences etc...). While k-means clustering is limited in its ability of handling
uncertainty because of the reasons mentioned above, we have chosen an enhanced
version of k-means clustering which relies on fuzzy logic principles referred to as
fuzzy c-means clustering [2].

Fuzzy c-means clustering allows each observation to be member of multiple sets
or clusters and to be so at different degrees. This property is essential in dealing
with uncertain information as in the context of AA. As part of ATRACO, we are
focussing on employing fuzzy c-means clustering while aiming to combine it with
zSlices based general type-2 fuzzy logic theory, in particular with a focus on multi-
people occupancy of AIEs.
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4.5.3 Artefact Adaptation Implementation

4.5.3.1 Instantiation of the AA for a specific task

In ATRACO, the AA is instantiated in the context of a given sphere and a given task.
Specifically, AA is instantiated as part of the FTA by the Sphere Manager for a task
which has been described by the planner, nevertheless, the AA focuses on individual
device/user relations and as such on the individual devices within the task.

During the instantiation process, the Sphere Manager provides a list of devices
to the AA which identifies the individual devices which are relevant in the user/en-
vironment interaction for this specific task.

Generally a distinction between three types of devices is made:

• Sensor inputs: sensors available within the environment, for example, light sen-
sors, temperature sensors, humidity sensors, etc.

• User input devices: devices which allow the user to interact with the environment,
for example switches, dimmers, buttons, voice or touch displays (e.g. via the
Interaction Agent), etc.

• Output devices: all devices which actively affect the environment, for example
heaters, lights, automated window blinds, etc.

1 <SensorInput>

2 <IP>123.456.789.012</IP>

3 <UUID>uuid:4711</UUID>

4 <FriendlyName>test-phidget-light-sensor:lightservice</

FriendlyName>

5 <ServiceID>urn:schemas-upnp-org:seviceid:lightservice</

ServiceID>

6 <LinguisticVariable>AmbientLightLevel</LinguisticVariable>

7 <LinguisticLabels>

8 <LinguisticLabel>dark</LinguisticLabel>

9 <LinguisticLabel>moderate</LinguisticLabel>

10 <LinguisticLabel>bright</LinguisticLabel>

11 </LinguisticLabels>

12 <Service>setValue</Service>

13 <ControlAction>GetLightLevel</ControlAction>

14 <ControlArgument>ResultStatus</ControlArgument>

15 <Range>

16 <From>0</From>

17 <To>1000</To>

18 </Range>

19 </SensorInput>

Listing 4.1 Example of the XML description of a specific device as passed by the Sphere Manager
to the AA (as part of the FTA). Here, a light level sensor is described.

As part of AA, only the Sensor Inputs and the Outputs are considered directly as
they represent physical devices which govern the sensing (e.g. what is the current
temperature) and the actuation (e.g. heating), while the User inputs are employed to
gather the desired settings for the Outputs but are not modelled individually.
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For example, in a light controlling task, the list of devices could include a se-
ries of light sensors, sun impact sensors, user controllable light switches/dimmers
as well as a series of lights and lamps within the environment. All devices commu-
nicated from the Sphere manager to the AA are encoded using XML, an example of
such a device description is given in Listing 4.1. After the AA has been instantiated
as part of the FTA, the given task is resolved which is described in the following
Subsection.

4.5.3.2 Task resolution within the AA & execution

Within the AA, as part of the FTA, a task, which can involve a large number of
devices is resolved in the following fashion:

• The task is split into a series of subtasks, where each subtask focuses on a single
device. (i.e. each sensor input and each output is modelled individually with re-
spect to its input: a sensor is affected by what it is sensing (for example light level
in terms of a light sensor), while an output is affected by its setting (expressed
through the user input).

• In AA only a single thread of execution is employed which monitors and adapts
all devices in a sequential fashion.

• The AA is executed (and continuously running) as part of the FTA.

4.5.3.3 Implementation of the User/artefact interaction capturing within AA.

After the AA has been executed, the user/artefact interactions (in respect to the
artefacts/devices which are part of the current task) are monitored and capturing in
the form of a data. An example of such a file is given in Figure 4.2.

1 test-phidget-light-sensor-0:0.032;test-phidget-light-sensor

-1:0.03;Time:0.0:DMX-Light-6:0.0

2 test-phidget-light-sensor-0:0.032;test-phidget-light-sensor

-1:0.03;Time:0.0:DMX-Light-6:0.04

3 test-phidget-light-sensor-0:0.043;test-phidget-light-sensor

-1:0.042;Time:0.0:DMX-Light-6:0.43

4 test-phidget-light-sensor-0:0.063;test-phidget-light-sensor

-1:0.062;Time:0.0:DMX-Light-6:0.57

5 test-phidget-light-sensor-0:0.223;test-phidget-light-sensor

-1:0.211;Time:0.0:DMX-Light-6:0.97

6 test-phidget-light-sensor-0:0.475;test-phidget-light-sensor

-1:0.224;Time:0.0:DMX-Light-6:01.0

Listing 4.2 Example of a small collection of records.

It is important to note that, a record of the states of the devices is captured every
time the user interacts with the specific devices, for example, if the user changes
the dimmer setting of a lamp, the new setting of the lamp is captured as well as the
sensor values related to the current task (i.e. the light sensor values).
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In AA, this ensures the connection between the user (interaction) and the specific
devices. After a sufficient amount of user/device interactions have been captured
(where "sufficient" is dependent on the complexity of the task, the devices, etc.), the
accumulated data is processed in order to determine its salient features as described
in the following Section.

4.5.3.4 Implementation of the salient feature extraction within AA.

The salient feature extraction has been implemented through the implementation of
the fuzzy c-means algorithm [2].

In particular, after the user/device interactions for a specific device have been
captured, the fuzzy c-means algorithm is employed in order to find a specified num-
ber of cluster centres within the data accumulated for each device. The number of
cluster centres is determined by the number of linguistic labels which are to be em-
ployed to model the individual device. It is part of the research within ATRACO
to determine the best relationship between the number of models and their inter-
pretability in the sense that more individual labels allow for a more precise mod-
elling of a device but also limit the interpretability of the system.

4.5.3.5 Implementation of the adaptive model creation within AA.

The creation of adaptive models within the AA is directly related to the centres of the
clusters determined using the fuzzy c-means algorithm as detailed in the previous
section (and as such it is directly related to the capturing of user-device interaction
data).We are harnessing the advantages in terms of easy interpretability of fuzzy
sets by associating each device with a linguistic variable and a series of linguistic
labels defining this variable. Associating linguistic labels and thus human-readable
concepts with devices and their properties allows for subsequent easy interpretabil-
ity by the user and thus facilitates trust between the user and the system, a basic
requirement for AIEs.

For example, a lamp could be associated with the linguistic variable "Ambient-
LightLevel" and the linguistic labels "dark", "ambient" and "bright". Each of these
labels in turn is associated with a fuzzy set which is based on the salient informa-
tion extracted in the previous step which in turn is based on the captured user/device
interaction information.

An example of such a linguistic variable (here: AmbientLightLevel which mod-
els "Light Sensor 2") is given in Figure 4.3.

Currently, the cluster centres determined in the previous steps are associated with
the centres of the fuzzy sets while their endpoints are associated with the cluster
centres of neighbouring clusters. In the near future we will aim to employ the novel
general type-2 fuzzy system research based on zSlices developed for ATRACO [15],
[16], [17], [18].
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Fig. 4.3 An example of the linguistic variable and its labels associated with a certain device.

4.6 Experiments & Results

We have carried a series of real world experiments in the intelligent apartment (iS-
pace) at the University of Essex, United Kingdom.

We have described before that the characteristics of a device can vary over time
(e.g. wear & tear, outside influences, etc.) and that the user interaction and prefer-
ences for the use of a given device is also subject to continuous variation (variation
in user preference, "imprecision" of a human user, etc.). Finally, it is clear that differ-
ent users will interact with individual devices in different ways as part of individual
tasks (e.g. adjust lighting). In order to show these different aspects of AA, we have
devised a series of experiments which aim to clearly expose, demonstrate and illus-
trate the AA functionalities in terms of the individual requirements. The aim of the
experiments are:

• Show AA in respect to varying user/device interactions.
• Show AA as part of a task in respect to artefact context.
• Show AA as it occurs both in sensing and in actuating artefacts transparently,

based solely on user/device interaction.

4.6.1 Experimental Setup

The experiment is set within the iSpace at the University of Essex, UK, specifi-
cally within the fully equipped kitchen area shown in Figure 4.4. The kitchen area
has been chosen as it provides a realistic testing ground for AA (for example it is
subject to a large number of influences, from cooking fumes to strongly varying
temperatures, lighting requirements (chopping of food,...), etc.).

Figure 4.4 additionally depicts the individual physical devices which are being
employed during the experiments and which are listed below:



142 H. Hagras and C. Wagner

Fig. 4.4 The iSpace kitchen area with an overview of devices employed during the experiments.

(a) A touch display allowing full (dimmable) control of the kitchen spot lights.
(b) A light sensor mounted on top of the extraction fan unit. (LightSensor_1)
(c) A light sensor mounted on top of the kitchen cupboard. (LightSensor_2)
(d) A dimmable spotlight illuminating mainly the chopping/food preparation area.

Additional hardware which has been employed consists of a variety of computers
running both Windows and Mac operating systems. The AA agent which is run as
part of the FTA has been executed on a dual-core laptop running Microsoft Windows
Vista R©.

The experiments were set in the kitchen area of the iSpace and each experiment
(Experiment 1 and Experiment 2) was divided into two phases A and B as follows:

• Phase A
In Phase A, the artefact (in this experiment the spotlight) is exposed to a series
of changes across its whole output range (in this case the output was adjusted
from 0-100% in continuous steps of 10%). While this is non-natural in terms of
the utilization of a dimmable light by a human user, (as will be discussed fur-
ther below in this section), it allows us to demonstrate the transparent adaptation
of the sensing and actuating devices while also providing a reference point for
comparison for Phase B.

• Phase B
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In Phase B, the artefact is exposed to a series of changes based on actual changes
as they are made by a human user. The difference of these changes to those in
Phase A is highlighted and finally, the resulting adaptive models for the devices
are shown and compared to those resulting from Phase A.

4.6.2 Instantiation and resolution within the real world

environment of the AA experiments

The AA is instantiated as part of the FTA by passing it a set of devices related to
the current task. As the number of user inputs/outputs is only one in the case of the
experiments presented here. Nevertheless, as it is the adaptation to individual arte-
facts which we are aiming to demonstrate and illustrate as part of these experiments,
showing the adaptation to three physical devices is considered more than sufficient
(more devices simply add more complexity and bulk to the document without con-
veying further information).

The instantiation of the AA is graphically shown in Figure 4.5.

AA"agent"for"
User/Spotlight"
(Lightsensor)"
adaptation

� Dimmer"for"SpotLight
� LightSensor_1

� LightSensor_2

� SpotLight

AA

instantiation

Fig. 4.5 AA instantiation and device association.

After the AA has been instantiated, it is ready for the capturing of the user/envi-
ronment interactions as described for the individual experiments in the subsections
below. The experiments focus on demonstrating and visualizing the following as-
pects of AA:

• Show AA in respect to varying user/device interactions.
• Show AA as part of a task in respect to artefact context.
• Show AA as it occurs both in sensing and in actuating artefacts transparently,

based solely on user/device interaction.

In order to achieve this, AA was executed with the focus on a light adaptation task
involving a spotlight, two light sensors and a user input (a touch-screen based dim-
mer for the spotlight) as shown in Listing 4.3.
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4.6.3 Phase 1A

As part of Phase 1A, the user used the touch-screen based dimmer control to in-
crease the output of the spotlight in 10% increments from 0 to 100%. While this
is not representative of the standard use of a spotlight within a normally occupied
AIE, it allows us to demonstrate the transparent Artefact Adaptation and set a base-
line for comparison in the subsequent experiments, both in Phase 2A, in terms of
how the different user/device interactions directly influence the resulting (adapted)
device/artefact models which considers a drastic change in sensor characteristics.

1 LightSensor_1:3.0;LightSensor_2:4.0;SpotLight:0.0

2 LightSensor_1:3.0;LightSensor_2:4.0;SpotLight:10.0

3 LightSensor_1:3.0;LightSensor_2:4.0;SpotLight:20.0

4 LightSensor_1:3.0;LightSensor_2:4.0;SpotLight:30.0

5 LightSensor_1:3.0;LightSensor_2:4.0;SpotLight:40.0

6 LightSensor_1:3.0;LightSensor_2:4.0;SpotLight:50.0

7 LightSensor_1:13.0;LightSensor_2:14.0;SpotLight:60.0

8 LightSensor_1:34.0;LightSensor_2:41.0;SpotLight:70.0

9 LightSensor_1:57.0;LightSensor_2:77.0;SpotLight:80.0

10 LightSensor_1:75.0;LightSensor_2:111.0;SpotLight:90.0

11 LightSensor_1:96.0;LightSensor_2:131.0;SpotLight:100.0

Listing 4.3 Information captured as part of Phase 1A.

During the experiment, every time the user requested a change to the spotlight
output, a snapshot of the current states of the light sensors and the spotlight were
taken. This allows for the capturing of the device states directly during user/device
interaction which in turn allows for the subsequent modelling in relation to this
user/device interaction. The information captured as part of Phase 1A is shown in
Listing 4.3.

Table 4.1 Salient Features (approx.) as extracted as part of Phase 1A

Salient Feature 1 Salient Feature 2 Salient Feature 3

LightSensor_1 4.65 46.22 84.70
LightSensor_2 6.10 60.93 119.41
SpotLight 13.42 48.73 86.14

It is interesting to note when comparing the data in Listing 4.3 to the position
of the actual sensors (shown in Figure 4.4) that – as expected, the lighting level
recorded by LightSensor_2 exceeds that of LightSensor_1 as LightSensor_2 is more
directly exposed to the light beam created by the spotlight. This difference in per-
ceived brightness of different artefacts/devices (even though for example the sensors
in this case are identical) is important to note as it illustrates the requirement for
the creation of adaptive models which transparently manage the different perceived
input/output and allow robust high-level reasoning. The salient feature selection im-
plemented through the fuzzy c-means algorithm was employed to determine three
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salient features within the data for each physical device. The resulting cluster centres
are presented in Table 4.1.

The fuzzy sets modelling the linguistic labels for the individual devices were
created based on the salient features extracted in the previous step. As such, the
resulting models for the individual devices are shown in Figure 4.6, Figure 4.7 and
Figure 4.8 for the LightSensors and the SpotLight respectively.
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Fig. 4.6 Model for the AmbientLightLevel as perceived by LightSenor_1 employing 3 labels.
(Phase 1A)

Considering Figures 4.6 - 4.8, it is clear how the requests in regular intervals have
resulted in models which are symmetric over the device ranges. Further, the trans-
parent adaptation to the different contexts (in this case: the different position within
the space) of LightSensor_1 and LightSensor_2 can be seen when considering the
created models for Dark, Moderate and Bright in both Figures 4.8 and 4.4. Having
established the device models for Phase 1A, we now proceed to Phase 1B which
illustrates how different user interaction with the devices impacts the resulting mod-
els.

In Phase 1B, we repeat the previous experiment executed in Phase 1A but the
user requests and preferences in terms of the spot light outputs are changed. The
main aim here is to show how different user/device interactions (and thus changes
in the user preferences for the use of a given artefact) result in different models for
the respective devices.

Additionally, it is worth noting that the set of user requests employed in Phase 1B
is more reflective of the actual values requested by real users who generally change
the dimming level of lights in their environment until the emitted light level has
changed according to their expectations (e.g. if they want a dim environment they
will turn the dimmer until the light is dim, and not for example 1/3rd of a turn).
When considering Figure 4.7, it is clear that the actual light level in the environ-
ment does not change until the spot light output passes 50%-60% (below 50% the
power is insufficient to result in appreciable levels of luminance). Thus, the sam-
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Fig. 4.7 Model for the AmbientLightLevel as perceived by LightSenor_2 employing 3 labels.
(Phase 1A)
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Fig. 4.8 Model for the ActualLightLevel as requested from the SpotLight (Phase 1A)

ples requested by the user as part of Phase 1B vary between 55% and 100% while
additionally including 0% (the off state).

1 LightSensor_1:6.0;LightSensor_2:12.0;SpotLight:0.0

2 LightSensor_1:6.0;LightSensor_2:12.0;SpotLight:55.0

3 LightSensor_1:16.0;LightSensor_2:32.0;SpotLight:60.0

4 LightSensor_1:27.0;LightSensor_2:44.0;SpotLight:65.0

5 LightSensor_1:39.0;LightSensor_2:61.0;SpotLight:70.0

6 LightSensor_1:50.0;LightSensor_2:82.0;SpotLight:75.0

7 LightSensor_1:67.0;LightSensor_2:102.0;SpotLight:80.0

8 LightSensor_1:77.0;LightSensor_2:112.0;SpotLight:85.0

9 LightSensor_1:87.0;LightSensor_2:124.0;SpotLight:90.0

10 LightSensor_1:97.0;LightSensor_2:134.0;SpotLight:95.0

11 LightSensor_1:97.0;LightSensor_2:134.0;SpotLight:100.0

Listing 4.4 Information captured as part of Phase 1B.

During the experiment, every time the user requested a change to the spotlight
output, a snapshot of the current states of the light sensors and the spotlight were
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taken. This allows for the capturing of the device states directly during user/device
interaction which in turn allows for the subsequent modelling in relation to this
user/device interaction. The information captured as part of Phase 1B is shown in
Listing 4.4. From Listing 4.4, the requested spotlight levels can be seen to sample
the range between 55 and 100% in steps of 5% while additionally including 0% (the
off state). As in Listing 4.3, the different positions of the light sensors result in the
different perceived light levels as shown.

Table 4.2 Salient Features (approx.) as extracted as part of Phase 1B.

Salient Feature 1 Salient Feature 2 Salient Feature 3

LightSensor_1 12.59 47.26 88.11
LightSensor_2 23.10 72.05 122.82
SpotLight 0.68 65.00 89.84

The salient feature selection implemented through the fuzzy c-means algorithm
was employed to determine three salient features within the data for each physi-
cal device. The resulting cluster centres are presented in Table 4.2. The fuzzy sets
modelling the linguistic labels for the individual devices were created based on the
salient features extracted in the previous step. As such, the resulting models for the
individual devices are shown in Figures 4.9, 4.10 and 4.11 for the LightSensors and
the SpotLight respectively. Considering Figures 4.9 - 4.11, it can be seen how the in-
creased user demand for values of the spotlight in the range above 55% has resulted
in adapted device models both for the light sensors as well as for the spotlight.
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Fig. 4.9 Model for the AmbientLightLevel as perceived by LightSenor_1 employing 3 labels.
(Phase 1B)

In order to review the results of the experiments, we review its aims as outlined
and discuss the results in relation to each of the objectives below:
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Fig. 4.10 Model for the AmbientLightLevel as perceived by LightSenor_2 employing 3 labels.
(Phase 1B)

0

0,1

0,2

0,3

0,4

0,5

0,6

0,7

0,8

0,9

1

0 50 100 150

Linguistic"Variable"ActualLightLevel"for"DMXどLight

Low

Medium

High

Fig. 4.11 Model for the ActualLightLevel as requested from the SpotLight. (Phase 1B)

• Experiment 1 has shown AA in respect to varying user/device interactions (as a
result of the user changing his preferences for the artefact use).
Considering the models created in Phase 1B (Figures 4.9 - 4.11), and comparing
them to the models from Phase 1A (Figures 4.6 - 4.8) a series of changes can be
seen, in particular:

– The models for the light sensors have changed in Phase 1B to reflect the user
focus on the higher end of the light level spectrum.

– The model of the spot light has changed significantly, still encapsulating the
off state but showing the increased focus on higher values (skewing to the
right).

The observed changes show how AA adapts the device models according to the
user/device interaction (or according to user changing his preferences for the
artefact use). As the number of labels remains constant for each device modelled
and as the overall range of the devices remains constant, AA adapts the individual
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labels to accommodate the values requested (or indirectly generated in terms of
the sensors) by the user as good as possible.

• Experiment 1 has shown AA as part of a task in respect to artefact context.
Considering the different artefact models for LightSensor_1 and LightSensor_2
(which are identical sensors) both in Phase A and Phase B clearly shows how
AA adapts the models of the specific sensors according to their context (in this
case the context is mainly affected by their relative position to the spotlight).

• Experiment 1 has shown AA as it occurs both in sensing and in actuating arte-
facts transparently, based solely on user/device interaction. The adaptive models
shown as part of this experiment were created completely transparently, directly
employing the captured user/device interaction information as shown in Listings
4.3 and 4.4.

4.7 Conclusions and Future Work

Artefact Adaptation is an integral part of adaptation and evolution within AIEs. As
part of ATRACO, AA is addressed in the context of a distributed, ontology based
intelligent framework with the eventual aim of supporting a user or multiple users
in their home.

In this chapter, we have described the concepts of AA in general and its specific
role within ATRACO. We have specified the requirements of AA within ATRACO
which involves primary objectives such as the ability to adapt to changes in artefac-
t/device characteristics, to variations in user/device interactions and to changes in
the user preferences for the use of a given artefact. The AA also satisfies secondary
objectives such as the need to provide interpretable device models and to deal with
a variety of strongly heterogeneous devices.

The specified requirements have subsequently been taken forward to create a
design for AA within ATRACO. We have established the reasoning for the applica-
tion of fuzzy sets in order to create artefact/device models which are interpretable,
adaptable, easily interpretable by human users.

The design of the individual stages of AA, i.e. the capturing of user/device inter-
actions, the retrieval of salient features and the eventual creation of fuzzy set based
device models has been presented and discussed before addressing the implemen-
tation of the individual stages. As part of the review of the individual stages of the
implementation, we have addressed the importance of the transparent updating of
the adaptable device models without affecting higher level reasoning mechanisms
such as User Behaviour Adaptation and the ability of AA for this transparent adap-
tation has subsequently been shown as part of the experimental section.

As part of the experimental section we have provided details on three main ex-
periments which were conducted in order to investigate different aspects of AA.
Specifically, we have demonstrated and visualised how the individual requirements
on AA are addressed as part of a series of real world (using real devices) experi-
ments conducted in the kitchen area of the iSpace located at the University of Essex,
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UK. We have shown in detail as part of a step-by-step approach how changes in the
user/device interactions are reflected in the device models as well as how changes
in individual devices characteristics are handled as part of AA.

Furthermore, we have provided details on a real world deployment of AA with
lay users who interacted with the AA component in a realistic real-world context
based around the main living area of the iSpace. As part of this experiment series, we
have included the dynamically created device models for three of the participants,
demonstrating the ability of AA to generate user-specific device models and to adapt
those device models transparently as the characteristics of a device change.

AA provides an essential part of the AIE vision and its viability and potential
have been documented as part of this delivery. While the task of AA is highly
complex and can be addressed from a variety of directions with a multitude of ap-
proaches, involving people from backgrounds ranging from sociology to physics,
the current approach to AA which has been chosen as part of ATRACO has been
shown to be a viable solution.

While the current version of AA has been shown to be functional, a major chal-
lenge which remains is to generate device models which incorporate the uncertainty
implied in user/device interactions over time. In other words, while user/device in-
teractions may change, it is currently not possible to model if this change is tempo-
rary (for example a mistake by the user) or if it is a definite change in user preference
or device characteristics. Further, we are aiming to investigate adaptation to devices
over different timescales by different users.

We also aim to investigate the application of zSlices based general type-2 fuzzy
sets [18] which are expected to provide advantages in terms of dealing with the
uncertainty that the devices within an AIE are faced with while also providing a
platform for the modelling of different user/device interaction profiles of different
(and multiple!) users.
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Chapter 5

User Interaction Adaptation within Ambient
Environments

G. Pruvost and T. Heinroth and Y. Bellik and W. Minker

Abstract Ambient environments introduce new user interaction issues. The inter-
action environment which was static and closed becomes open, heterogeneous and
dynamic. The variety of users, devices and physical environments leads to a more
complex interaction context. As a consequence, the interface has to adapt itself to
preserve its utility and usability. It is no longer reasonable to continue to propose
static and rigid interfaces while users, systems and environments are more and more
diversified. To the dynamic nature of the interaction context introduced by ambi-
ent environments, the user interface must also respond by a dynamic adaptation.
Thanks to the interaction richness it can offer, multimodality represents an interest-
ing solution to this adaptation problem. The objective is to exploit all the interaction
capabilities available to the system at a given moment, to instantiate and evolve
user interfaces. In this chapter, we start by presenting a survey of the state of the
art on user interaction adaptation. After, discussing the limitations of the existing
approaches, we present our proposals to achieve user interaction adaptation within
ambient environments. Then we describe the derived software architecture and the
user evaluation it led to. We conclude by some directions for future work.
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5.1 Introduction

During the last years, the use of computers has largely popularized. From kids to se-
niors, from novices to experts, the ubiquity of computers has impacted a constantly
growing variety of users. At the same time, advances in the miniaturization of elec-
tronic components have allowed the development of a large variety of portable de-
vices (laptops, mobile phones, personnel digital assistants (PDA), etc.). The devices
are various but most of the tasks users want to realize are not device specific. Thus,
the same task can often be realized through different devices, depending on the situ-
ation. For instance, it is now common to see people read their e-mails in the bus with
a smart phone whereas they would rather use the family computer when they are at
home. Nowadays user interfaces (UI) are designed for the specific device they will
run on. The same task can be executed on different devices, but manipulating user
interfaces that don’t have any common point. The users’ mobility raises many new
interaction situations and for each one, users must go through a new learning phase.
Not being able to transfer the skills you have with computers to other interactive
devices can be highly frustrating.

Furthermore, while the number of interactive devices is increasing, the capabil-
ities and the richness of interaction should increase too. However, because each
device lives in its own closed world, it is not trivial to combine the interaction ca-
pabilities of one another into a more synergetic user interface. Users are currently
interacting with one independent device at a time. That behavior is the opposite
of the notion of ambient ecology described in Section 1.3. When it comes to in-
teraction, the ecology should provide rich interaction with users by combining the
capabilities of the different available interaction devices. In this chapter, we will
discuss the adaptation of interactive systems in such environments.

In order to clearly explain what adaptation is and what its challenges are, we first
need to define a few terms relative to interaction. Taxonomies of interaction gen-
erally involve three main concepts: mode, modality and media. The meaning of
those terms might slightly change between authors [8] [28] [47] [11]. In our case
we adopt user-oriented definitions [6] [69]. A mode refers to the human sensory sys-
tem used to produce or perceive given information (visual, gestural, auditory, oral,
tactile, etc.). A modality is defined by the information structure that is perceived by
the user (text, ring, vibration, etc.) and not the structure used by the system. Finally,
a medium is a physical device which supports the expression of a modality (screen,
loudspeakers, etc.). These three interaction means are dependent. A set of modali-
ties may be associated with a given mode and a set of media may be associated with
a given modality.

Before situating our approach compared to similar work, we will define the con-
cept of interaction adaptation – Section 5.1.1 – and the specific challenges it intro-
duces when it comes to Intelligent Environments (IEs) – Section 5.1.2.
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5.1.1 Adaptation of user interaction

The interaction adaptation [29] may have several meanings depending on the
adopted point of view (user centred [13] [20], target oriented adaptation [66] [14]
[37], software architecture adaptation [71], etc.). Among the different points of view,
it emerges that interaction adaptation involves the following main concepts:

• Actor: represents the entity responsible for the adaptation task. It can be the user,
the designer, the system, etc.

• Components: represent the software entities that will be modified to achieve
adaptation. It can be the help system, the kernel core, the task model, the dia-
log controller, the physical or logical interaction objects [5], etc.

• Time: represents the moment when the adaptation is performed. The adaptation
can be static (performed during the design phase), dynamic (performed at run-
time), and sometimes performed between sessions. Certain authors refer to static
adaptation by the word adaptability while the dynamic adaptation is referred to
by adaptivity [65] [26].

• Direction: represents the adaptation orientation. The system may adapt its out-
puts and/or adapt itself to inputs (artefacts adaptation).

• Target: represents the entity we want to adapt to. This is usually denoted by the
interaction context.

Several definitions exist to describe the notion of interaction context. Within the
HCI research community the most used definition is the triplet <User, System, En-
vironment> [15] [60] [72]:

• User: the user is described by a profile which informs about their preferences,
cultural characteristics, cognitive and sensory-motor capacities, etc. Those can
be static (for instance a handicap) and/or dynamic (for instance, the user is not
looking at the screen).

• System: the system represents the physical (devices) and logical (software) re-
sources.

• Environment: it represents the physical environment where the interaction is done
(luminosity, noise level, etc.)

Some authors include further information such as the current user activity [68]
(which can be attached to the user profile), but what must be described in the in-
teraction context depends on what you expect the system to adapt to. Next section
explains what is specific in the interaction context of ambient systems.

5.1.2 Ambient specific challenges

Ambient systems are, by definition, integrated in a physical environment. Not only
will they be physically located in those environments – like usual personal comput-
ers – but they will offer users the opportunity to interact with this environment. The
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classical desktop interaction takes users into the virtual world, proposing them to
interact only with virtual representations - for instance, files. On the contrary, the
main application of ambient system is to enhance the real world with digital prop-
erties, to bridge the gap between the real world and the virtual world by proposing
enhanced interaction with physical objects.

As a consequence, the main differences between classical interaction and ambi-
ent interaction are:

• Heterogeneity & Distributivity: The system is not composed of a static set of
devices (Computing unit, screen, mouse, keyboard). It is the collaborative re-
union of several screens, mice, keyboards, microphones and other devices, some
of them offering interactive capabilities.

• Dynamic Media Mobility: Various media can enter and leave the ambient space
during interaction (as users will move around taking some devices with them)

• User Mobility: User can move inside the ambient space. We can no longer as-
sume that they are always behind the screen, holding the mouse and the key-
board.

The system needs to combine several media that are not known in advance and
which can provide interaction through different modes and modalities. As a conse-
quence, it must be able to provide interfaces that combine those different modalities
of interaction. This property is called multimodality – see [35] for a survey of the
domain. In general, when developing multimodal systems, the designer knows in
advance which modalities it offers, and what is the structure of information that the
media can send/receive. In ambient systems however, no assumption can be made
about the modalities and media that will be available. In fact, the system must adapt
to what is available at runtime and may even have to change during execution if one
of the media disappears from the ecology. Adapting to the mobility of devices re-
quires to be able to discover the different media, to model their respective interaction
capabilities, and to reason on those capabilities in order to combine them. Besides
dynamically appearing/disappearing from the ecology, media are distributed across
a network. In classical situations, all the interaction devices are connected to the
same computer whereas in ambient systems, it is needed to have protocols that en-
able the dynamic discovery of those media and the routing of their events towards
an entity that can interpret them. Interaction adaptation thus involves to dynami-
cally re-route the flow of data between different media. Last but not least, when
users move around in an ambient space, they can expect to seamlessly resume tasks
they have started somewhere else. Adapting the interaction to the user mobility re-
quires the possibility to migrate a user interface from one media to another while
preserving the current state of the task. Of course, all the features of a task may not
be well represented on every device. It is then the role of the system to provide the
best compromise between the interaction capabilities of a media and the features
that it can provide for a specific task.

In order to explain how such challenges can be addressed, we will first present
a state of the art of this research field. We will discuss the different approaches and
their respective limits. It will lead us, in Section 5.3, to introduce our vision of inter-
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action adaptation and to present our focus within the ATRACO project. In Sections
5.4 and 5.5, we will demonstrate how we can achieve adaptation on three differ-
ent levels: Allocation, Instantiation and Evolution. We will first focus on a generic
multimodal adaptation system that reasons on the interaction context to allocate and
instantiate appropriate user interfaces. Then, we show how the developed concepts
can be applied to provide adaptation within a single modality. We will focus on
the spoken modality, which offers rich interaction situations in ambient environ-
ments, and demonstrate how adaptation can be achieved during on-going dialogue
– see Section 5.5.2. Based on this theoretical work, we show in Sections 5.6.1 and
5.6.2 how a software agent responsible of interaction adaptation – called Interac-
tion Agent – has been integrated and evaluated in the ATRACO project. We then
conclude by giving some perspectives opened by our work.

5.2 Related Work

In this section, we establish an overview of the state of the art about the adaptation
of the interaction to the context in ambient systems. This study of the state of the
art gives us a global view of the different dimensions to which an interactive system
can adapt. Based on this study, we define some limits of the current systems that we
address in ATRACO.

5.2.1 Multimodality, information presentation and model driven

approaches

There are many interpretations of the term adaptation. In [38], Kolski and Le Stru-
geon present a typology of different categories of interaction adaptation. They
demonstrate that interaction adaptation ranges from simple adapation of presen-
tation parameters to what they call intelligent agents. Intelligent agents have deep
models of users, tasks and planification capabilities. The focus of this study is on
how to mapped those adaptation mechanisms to existing interaction models. It re-
sults from this study that one research line for smart adaptation of interaction is in
using multimodality and in breaking the “couple” composed of one human and one
computer; replacing it by a group that includes several computer agents and users.

The use of multimodality for adaptation of interaction has been first explored
through the issue of multimodal presentation [11] and the modeling of interaction
context [66] [64]. Multimodal presentation focuses on selecting the best communi-
cation channels – i.e. the best modalities – to present information, given a certain
context. User interface adaptation has been explored notably with the concept of
plasticity [70] that tackles the issue of modifying the graphical user interface de-
pending on the inputs, the outputs and the running platform. In ambient systems,
two main issues complicate the adaptation of interaction. First, peripherals are het-
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erogeneous and distributed over a network and second, the context of interaction, as
defined in [19] is very dynamic and may even change during the interaction. In [17],
the concept of Meta-UI is defined in order to represent the set of functions that are
necessary and sufficient to control and evaluate the state of an interactive ambient
space. A taxonomy is detailed – see Figure 5.1 – that shows 8 axes parted in 3 cat-
egories: Quality, Functional coverage and Interaction techniques. The Quality and
Functional coverage are not specific to interactive systems, they are also reflected
in other adaptation components of the ATRACO system. The category "Interaction
techniques" provides a first classification of ambient interaction techniques.
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Fig. 5.1 Interaction adaptation taxonomy (courtesy of [17])

Whereas previous works focused on output adaptation, plasticity inspired a more
general framework called CAMELEON-RT [4]. This framework explores the differ-
ent dimensions of interaction adaptation and describes a reference conceptual archi-
tecture to implement it both for inputs and outputs. From a technical point of view,
this framework highlights the need for an architecture that deals with a multitude of
interaction devices. From a conceptual point of view, CAMELEON-RT stresses the
importance of using various modalities for improving communication with the user
both on efficiency and intuitiveness levels. It provides concepts to further analyse
the combination of modalities within a task-oriented approach [45].
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As far as information presentation is concerned, a four-level model has been de-
veloped named WWHT [59]. This model defines four levels of interaction adapta-
tion: What, Which, How, Then. It presents a rule based system that allows selecting
the best communication channels depending on a context model. Using the CARE
properties – complementarity, assignation, redundancy and equivalence[18], rich-
ness of multimodality is used to improve robustness and expressivity of the system
interaction. More details are given on this approach in Section 5.3.1.

The implementation of distributed interactive systems is still an open question
though several architectures [57] [67] [3] have been developed. More recently, the
OpenInterface European project [62] has developed an architecture that overcomes
some technical problems such as network communication and multiple input de-
vices configurations. Next section presents the conceptual and technical issues that
remains when it comes to move from a user interface localised on a specific platform
to a user interface dispersed in an ambient environment.

5.2.2 Limitations of those approaches

Limits of adaptive interaction systems are strongly connected to the way context is
modelled. The interaction context is usually defined as any information relative to
a person, a place or an object considered as relevant for the interaction between the
user and the system [19]. Research work in this field have analysed key-problems
of those dynamic contexts [33] and proposed several solutions based on distributed
systems [3] or on uncertainty models [49]. However, no general agreement has been
reached on what should be modelled and how to use this knowledge. Those concerns
are addressed in the WWHT framework [59]. Yet, another problem with this frame-
work – and the others – is the adaptability of a specific model to a completely new
context. Indeed, once the designer has overcome the first issue of choosing which
information to represent, he/she needs to connect this information to an information
source. This source can be a sensor, another program, the user itself. . . No standard
exists for those information sources and consequently, a model that has been spec-
ified for a specific environment might not be usable in another environment. This
is the case, for instance, in the WWHT framework. In this framework, the con-
text is described as a set of variables – i.e a name associated to a native value: int,
boolean. . . Reusing a specific model in a new environment would imply binding the
new discovered sensors – and other information sources – to the variables of the
model. Because no semantic description is associated to those variables, this pro-
cess cannot be automated. Besides modelling context, the wide variety of channels
of communication offered by ambient systems leads to a decidability issue for the
interactive system. The interactive system must take a decision as to which modality
and which language of interaction it should use to communicate with the user. Con-
trary to other decision-making systems, there is no such thing as an optimal solution
with suboptimal versions of it. As explained by Rousseau in [59], a basic expert
system cannot just apply rules to infer the best solutions because the "best" solution
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will be different from one designer to another. That is why Rousseau introduces
an algorithm based on rules to evaluate solutions according to a given behavioural
model. This means that behavioural rules are provided by the designer and by apply-
ing those rules, the different solutions are granted a mark that serves to rank them.
Consequently, our aim is not to provide a tool to select the best modality. It is rather
to provide a tool enabling designers – and possibly the user – to define in a generic
fashion, what is the best way of adapting interaction. Of course, such a tool would
have to apply those specifications at runtime and be able to instantiate the solution
that it generated.

It leads us to our last problem: the automatic generation of a user interfaces.
In order to automate the process of designing the interaction, it is first needed to
formally describe interaction tasks. Some tools have been proposed for that, one of
the most well-known is the ConcurTaskTree formalism [51]. Figure 5.2 shows an
example of a task described in this formalism. It allows for a multi-level description
of the task, its subtasks and the temporal relationships between them. Based on this
description, the designer can have a platform independent view of the user interface
he/she needs to implement. It helps him/her designing consistently for a same task
across several platforms [45].

Fig. 5.2 An example of the CTT notation

In the TERESA framework [45], the CTT notation is refined in an Abstract User
Interface (AUI) that is composed of interactors which are abstract interaction ob-
jects identified by their semantics. This AUI is then refined in a Concrete User In-
terface (CUI) composed of concrete interaction objects that depends on the target
platform. Those concrete interaction objects have attributes such as the size for in-
stance. Finally, the attributes are selected and the CUI is translated into something
usable – e.g. a XHTML description, Java code . . . – called the Final User Interface
(FUI). Similar approaches have designed with other formalisms like UsiXML [43]
[63]. Normally, the designer should be necessary for at least refining the CTT into
an AUI since this involves understanding the task’s semantics. However, tools [44]
have been defined in order to partially automate this generative procedure. This
approach allows designing a user interface once and then seamlessly instantiate it
on devices with different interaction capabilities such as a touch screen or a PDA.
Those refinements are done once and for all at the instantiation of the task. Con-
sequently, this approach does not allow adaptation during the task execution. If a
modality suddenly becomes unavailable – for instance, if the user receives a phone
call, we want to avoid using speech to interact with him/her – then the system needs
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to switch to another modality during the task, which is not possible with such an ap-
proach. Another counterpart for fully top-down approaches is that the user interface
that is generated can only be very simple, it is limited to a form-based interaction
for graphical user interfaces and to multiple choices questions for spoken dialogue.

Even though great progress has been done in the field of model-based HCI,
there are still unexplored research directions. The modelling of interaction con-
text, though being at the heart of this field, is still problematic. The dynamicity
of the context model has been largely explored but not its reusability on different
environments. A model defines a structure that enables the system to choose an ap-
propriate communication channel. But the model instantiation might be foiled by
the heterogeneity of the target platforms and by the wide variety of modalities and
corresponding languages that are available. Consequently, the top-down generation
of a user interface is an interesting approach, but it does not fill all of our needs, in
particular the need for rich interaction techniques and for runtime adaptation.

5.3 The ATRACO approach to user interaction adaptation

To resolve the problem of interaction adaptation, different kinds of approaches ex-
ist: translation approaches [24], retro-engineering and migrating approaches [16] [9]
[50], Mark-up language based interfaces and Model Driven Interfaces (MDI) [63]
[23]. As seen in the previous section, most of these approaches try to design several
interfaces for a same application, each one being adapted to a different interaction
context. This kind of approaches can be used when the different possible interaction
contexts are not very numerous and well identified, which is rarely the case in ambi-
ent systems. Another possibility consists in integrating adaptation mechanisms that
allow the interface to dynamically modify its behaviour in order to stay pertinent
with the interaction context [70] [59]. This approach is better suited to our needs as
the interaction contexts in the case of ambient ecologies may be numerous and very
variable. In Section 5.3.1, we present in more details the WWHT approach. Though
this information presentation doesn’t solve all our issues, it is a good starting point
that guided the design of our interactive system. In particular, we apply it in Sec-
tion 5.3.2 to specify the different levels of interaction adaptation that are relevant
to ambient systems. Finally, in the last section, we detail the global vision of our
interaction system and what we have focused on for implementation.

5.3.1 Breaking down the specifications of interaction adaptation

The WWHT approach models the problem of information presentation. It also pro-
vides guidelines to establish the needs and to specify the interaction system that
supports information presentation. A complete presentation of this model is given
in [30] and [59].
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The WWHT model relies on four main questions:

• What: what is the information to present?
• Which: which modality(ies) should we use to present this information?
• How: how to present the information using these modalities?
• Then: and then, how to continuously adapt the resulting presentation?

The first three questions (What, Which and How) refer to the initial building of a
multimodal presentation while the last one (Then) refers to its future.

What

The starting point of the WWHT model is the semantic information that the system
has to present to the user. To reduce the complexity of the problem, WWHT starts by
decomposing the initial information into elementary information units. For instance,
in the case of a phone call, the information "Call from X" may be decomposed into
two elementary information units: the call event and the caller identity.

Which

When the decomposition is done, a presentation has to be allocated to each infor-
mation unit. The allocation process consists in selecting, for each of them, a multi-
modal presentation adapted to the current state of interaction context. The resulting
presentation is composed by a set of pairs (modality, medium) linked by redun-
dancy/complementarity CARE relations. This process may be complex in particular
when several communication modalities are available and/or the interaction context
is highly variable. The selection process of presentation means is based on the use
of a behavioural model. The representation of this behavioural model may vary de-
pending on the considered system: rules [64], matrices [22], automata [36], Petri
Nets [46], etc.

How

When the allocation is done, the resulting multimodal presentation has to be instanti-
ated. Instantiation consists in determining the concrete lexico-syntactical content of
the selected modalities and their morphological attributes depending on interaction
context. First, a concrete content to be expressed through the presentation modal-
ity has to be chosen. Then, presentation attributes (modality-specific attributes like
size spatial and temporal parameters) are set. This phase of the WWHT model deals
with the complex problem of multimodal generation [1], [55]. Ideally, the content
generation should be done automatically. However this is still an open problem for
each considered modality such as text generation [56] or gesture generation [12].

Then

This phase addresses the problem of presentation expiration. Indeed, the presenta-
tion may be adapted when it is built but there is a risk that it becomes inadequate if
the interaction context evolves. This constraint requires the use of mechanisms that
allow the presentation to evolve according to the context.
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5.3.2 Our vision of adaptation

The WWHT framework addresses the problem of information presentation but not
of interaction. Indeed, it focuses on outputs whereas interaction requires both inputs
and outputs. Moreover, strong links exist between inputs and outputs [7] which can
influence one another. Thus, WWHT cannot be applied as it is to ambient systems.
We propose to apply its philosophy and extend it to design an adaptive interaction
system for ambient spaces: the Interaction Agent (IA). For this purpose, we assume
that the system needs to interact with the user in two main cases:

• Control tasks: Those tasks imply the use of user interfaces to provide the user
with persistent control of the environment.

• Dialogue tasks: Those tasks are used by the system to provide information to
users (i.e. information presentation), collect information from them (what are
their preferences, what behaviour the system should have) or collaborate/nego-
tiate with them (helping users or finding a compromise between what they want
and what the system can do).

We propose a knowledge-based system – the model will be described in Section 5.4
– that addresses three levels of adaptation: allocation is the problem of selecting
the modalities and devices through which the user interface will be expressed; in-

stantiation is the issue of selecting the appropriate parameters for an allocated user
interface and evolution addresses the evolution of the user interface during inter-
action. Evolution of a user interface is a very broad problem in itself. It can cover
migration – re-allocation – in the case of a context change but also dynamically
evolving the dialogue content – refinement. This is typically the case for negotiation
or collaboration with the user via natural spoken dialogue.

The IA addresses these three levels of adaptation and answers the four WWHT
questions. Both interaction tasks – control and dialogue – are triggered by the Sphere
Manager (SM) (see Section 1.3.3) thereby partly answering the first WWHT ques-
tion: What? In ATRACO, the what is not restricted to decomposable units of in-
formation, we extend it to complex interaction tasks. Like in WWHT, if adaptabil-
ity is to be considered, the what needs to be described in a formalism that affords
decomposing it and treating it at different levels of granularity. Our vision is that
previously presented formalisms (like CTT) can be used to describe the interaction
tasks at different levels – abstract task, sub task. . . Based on the system state, the
SM can trigger such describing trees in the Interaction Agent. The IA should then
analyse such a task description to generate a user interface by implementing tasks
of different levels in the tree. For instance, the same task can be implemented as a
complete graphical user interface on a big screen – i.e. root of the tree – whereas it
would be decomposed into a succession of sub-tasks for the small screen of a PDA
i.e. the leaves of the tree. The what question is thus answered by the SM at the task
level – in the activity sphere workflow presented in Section 1.4.

The Which and How stages are enforced by the IA, in an internal module called
the Multimodal Manager (MM). It is responsible for deciding which modes and
modalities should be instantiated by the use of which media and how – i.e alloca-
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tion and instantiation. The MM provides concepts and a rule engine to reason about
the possible answers to those questions. It offers a framework for designers to de-
sign different behaviours by writing them as a set of rules in a simple language –
described in Section 5.4.2.

The MM furthermore addresses these issues in a continuous way during an on-
going task. In this manner it supports evolution, the then stage.

5.3.3 Our Focus

The range of research questions that we tackled in previous sections is quite large.
They cannot be addressed all at the same time and require long-term efforts from
the whole community in terms of plasticity of User Interfaces (UI), interaction con-
text modelling, user modelling, automatic generation of UIs, multimodality. . . We
showed in Section 5.2 that many efforts have already been done in the fields of
automatic generation and plasticity. As a consequence, we assume that user inter-
face generation and content generation techniques could be brought into our model
later on. We thus chose to restrict ourselves to the problems of interaction context
modelling, allocation/instantiation and evolution.

Because we don’t know in advance which interaction capabilities the media will
provide, user interfaces need to be generated and/or composed at runtime. As we
discussed in Section 5.2.2, in order to provide rich user interfaces, we need to free
ourselves from the fully top-down approach. Because a fully bottom-up approach
would lead to inconsistencies in the flow of interaction tasks [61], we opted for a
mixed approach in which a set of already existing interaction objects are combined
to generate a user interface. We call those interaction objects Off-the-shelf Inter-
action Objects (OIO) because they are pre-implemented bundles of code that are
reused and composed at runtime. Each of these OIOs can understand a specific inter-
action language and be manipulated by different interaction techniques. The crucial
role of OIOs is further detailed in next sections. We discussed, in previous section,
the role of automatic generation and composition of these elementary elements in
the generation of a user interface. In our implementation though, we decided not to
focus on this problem which has already been investigated – see Section 5.2.2. We
simplify the problem by assuming there will always be at least one OIO available
for each interaction task and focus our work on selecting and instantiating the OIO
in a variable context of available devices1.

In ambient systems, the heterogeneity of available devices offers rich interaction
possibilities. To get the most out of this richness, interaction will be multimodal [8]
and rely on various peripherals. The problem of the IA is thus to instantiate each
of the interaction tasks through some modalities and choosing which devices to use
for that. We do not address the issue of multimodality fusion and fission [40] for
the moment and focus on the selection process of the right pairs <OIOs, devices>

1 The model we propose in following sections was designed to take into account the global vision
and will be expanded to include such plasticity in future versions
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depending on the context. This approach is inspired by the refining process of Teresa
[45]. However, the difference resides in the underlying model. In Teresa, the task
model would be refined in abstract interaction objects that can be implemented on
any platform. Those abstract interaction objects are elementary interaction objects.
Since we wanted a mixed approach for the user interface generation, we designed
OIOs to be of arbitrary complexity. An OIO can be a simple button, or it can be a
whole widget for music playlist edition. This way, designers have a total freedom
on the internal behaviour of the OIO they design, which lets them implement new
and/or rich interaction techniques. On the other hand, low-level OIOs could still be
composed at runtime to propose a “degraded” – less integrated – user interface.

Tasks are described as multi-level set of subtasks. An OIO can relate to any node
of such a hierarchy whereas in Teresa, abstract interaction objects relate to leaves
only. This recursive way of considering instantiation allows for instantiation with
different granularity depending of the granularity of the task description. Indeed,
one of the drawbacks of automatic generation – or computer assisted generation –
of user interfaces is that the outcome is often monotonous and offers poor inter-
action capabilities whereas hand-crafted user interfaces may offer richer and more
appealing interactions. Our approach allows for both hand-crafted user interfaces
and automatically generated interfaces to coexist.

By taking this approach, we aim at including new hand-crafted interaction tech-
niques right away. We did not implement automatic composition of OIOs since it
was out of our focus. However we designed this approach to create a system open
and flexible enough to include automatic generation in later releases. Next section
details the model that we developed to represent and reason about interaction con-
text.

5.4 Adapting the instance to the context

To address the different levels of adaptation that we exposed, we decided to model
the context as an ontology called the Interaction Ontology (IO). The content of this
ontology is detailed in Section 5.4.1. It enables describing all the different elements
of a user interface – i.e from the user to the media – along with other information
about the context. This ontology provides the basic vocabulary the IA will use to
gather information about the environment via the Ontology Manager – defined in
Section 1.4.3. It will support the description of a specific context in generic terms,
which allows designing a rule system that can be seamlessly applied to different
environments – see Section 5.4.2.
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5.4.1 Modeling distributed and context-dependent HCI

We developed a model that encompasses the description of the user interface along
with two facets: the view of the user and the view of the system. It is important to
understand and to take into account that whatever is theoretically possible may not
be possible in reality because of physical/hardware constraints on the devices and
platforms that are available. The system must take into account a grounded descrip-
tion of its capabilities while at the same time trying to serve the high-level needs of
the user. Such high-level models have been introduced in Section 5.2. Our attempt at
coupling high-level concepts to their more grounded counterparts is presented in the
next section. This model is then encoded in an ontology that we describe in Section
5.4.1.2.

5.4.1.1 A conceptual view

Cognitivist approaches conceptualized the problem of human-computer interaction
with the notions of mode, modality and medium. Trying to model those concepts
and their relationships with OIOs, we realized that they were not sufficient to de-
scribe the whole chain of perception/communication. In fact, whereas the relation-
ships between modes and modalities are quite clear (see the notions of primary and
secondary modes in [8]) the relations between modalities and media haven’t been
much investigated. A few decades ago, only one medium could be used for each
modality (the screen for graphics or text output, the mouse for pointing input, the
keyboard for text input, microphone for voice). Now that other technologies are
available (touch screens, gesture recognition, accelerometers. . . ), we do not only
discover new modalities, but also new ways of using already existing modalities. A
Wiimote2, for instance, offers different capabilities than a mouse, but it can also be
used as a pointing device. The device is different but the language – and its structure
– is the same, it still consists in moving a pointer across the screen and clicking.
Thus, the user will be able to use and perceive the pointing input modality through
a mouse, a touch screen or a Wiimote, with a low cognitive charge. Devices are
also subject to variations. Even though the standard mouse has two buttons, some
have more. The same observation can be made for keyboards. It is quite obvious to
degrade the functionalities of such an extended device to the functionalities of the
standard device it derives from. However, the extended capabilities should be used
as much as possible. Finally, devices may be wrapped to emulate the behaviour of
other devices. The device might not be really adapted but in the case where no suit-
able device is available, this would prevent the system from just failing and provide
a degraded user interface. For instance, if the modality is typing and no keyboard is
near the user, we can use a virtual keyboard controlled via the mouse.

2 Wiimote is a sensor for video games that was designed by Nintendo in 2005. It is a remote control
that includes vibrators, orientation sensors and screen pointing capabilities.
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As we can see, there is no one to one relationship between the modality and the
medium. One modality might need several media and one media can support several
interaction languages, thus several modalities. By definition [6], modality refers to
the structure of the information as it is perceived by the user. However it is also re-
lated to the structure of the interaction language used by the system. By modelling
directly the relationship between modalities and media, we do not take into account
the description of such an interaction language. That is why we developed the con-
cept of interaction language that specifies the different communication acts within
a modality. Devices provide inputs/outputs at a very low-level that is dependent on
the hardware implementation of the device. This set of native signals is called in-
teraction lexicon. As we have seen with the previous examples, there is a need to
describe how the system can move from the interaction lexicon to the interaction
syntax, or from the user point of view, how to make a device reflect/impact the in-
teraction through a certain modality. This is the responsibility of modules that we
call Mediators. Several kinds of mediators can be envisaged depending on the con-
cerned modality. Indeed, the variety of inputs/outputs is such that there is no global
approach to that problem. In graphical user interfaces, it is usually admitted that
state machines and their extensions [21] [2] best suits the interpretation of device
events. However, this approach is very bad for spoken dialogue, and even worse for
natural spoken dialogues – we will see in Section 5.5.2 that spoken dialog is impor-
tant in ambient environments and how to implement such a mediator. We thus allow
different kinds of mediators to cohabit within our system.
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Fig. 5.3 The basic concepts and their relationships to the user or the system

Figure 5.3 summarizes the relationships between the different concepts that we
have just presented. We can see that the initial concepts of Mode, Modality and Me-
dia represent the user – and designer – facet of the interaction components, whereas
the Lexicon and the Mediators refer to a more formal specification that the system
is able to interpret in order to instantiate the interaction. Our model thus unifies the



168 G. Pruvost and T. Heinroth and Y. Bellik and W. Minker

system view of interaction with the users’ and the designers’ ones. Next section
presents in details the modelling of those concepts.

5.4.1.2 Modeling rich interaction context with ontologies

The Interaction Ontology3 is the knowledge base on which the Interaction Agent
relies to describe the interaction context. In WWHT, the context was modelled as a
simple set of variables, each having a certain range but with no connection between
variables and thus no meaning associated to it. Moreover, no standard specification
had been given concerning variables that could be found in different applications.
For instance, if the noise level has to be part of the context, it could be represented
by a variable named noise-level in application A and level-of-noise in application
B. Consequently, the behavioural model of application A cannot be reused during
the design of application B.

Our approach consists in modelling the context by structuring it in a generic
way that includes semantics. This way, two different applications could exchange
behavioural model seamlessly since they would rely on the same Interaction Ontol-
ogy. Even if ontologies were slightly different, alignment methods could be used to
try and automatically adapt a behavioural model to a new context of use (see Sec-
tion ??). Moreover, standard relationships between concepts are reflected between
instances, which allows reasoning. It enables us to make use of the richness of de-
scription logics inference in order to describe and apply the election rules. By using
semantic web representation (OWL) of interaction context, behavioural models can
be more complex and seamlessly adapted from one environment to another which
was not the case in the WWHT framework.

Figure 5.4 shows the main concepts of the IO and their hierarchy. The User and
the EnvironmentalConditions subconcepts serve as alignment points for other con-
cepts of the Sphere Ontology. The user subconcepts, more particularly, should be
aligned with User profile ontologies. This mechanism allows for semantically rich
information gathering by the Interaction Agent that is able to ask queries such as
“What is the light level in the room where the user is?”, “where is the user?”. Be-
cause those concepts are present in the interaction ontology, the IA is able to reason
on them, even though the actual sensor value can only be found in some other con-
cepts of the sphere ontology that are specific to a particular context. The alignment
method hides the heterogeneity of the various information sources.

Figure 5.5 shows how the different concepts presented in previous section relate
to each other in the ontology. In this figure, some concepts and relations have been
hidden to make it more readable. The concepts are spread over three layers. The
upper layer represents the designer’s and user’s view. This view encapsulates the
concepts that are used by psychologists and ergonomists to describe the communi-
cation: User, Mode and Modality. The lowest layer represents the aim of the system:
the InteractionTask. In between, the middle layer tries to establish a connection be-

3 http://iroom.limsi.fr/atraco/InteractionOntology.owl

http://iroom.limsi.fr/atraco/InteractionOntology.owl
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Fig. 5.4 The main categories of the Interaction Ontology

tween the system’s needs and the user’s perception. The concepts appearing in this
layer are hardware devices and software services that can be composed to generate a
user interface. Among them, 4 concepts are mostly important: OIO, Mediator, Lex-

icon and InteractiveDevice. The InteractiveDevice is a device used for interaction.
In this sense, it is a media. As shown in Figure 5.3, the InteractiveDevice can send
– for input devices – or receive – for output devices – a set of structured events.
Such a set of events is called a lexicon. A device is said to “speak” a lexicon. Sev-
eral lexicons can then be composed in a Mediator, a software entity responsible for
mixing and interpreting events from a LexiconComposition. The Mediator can then
host OIOs that have been designed to implement a specific InteractionTask.

At this stage of the design, we can draw a parallel between the usual interaction
chain implemented in current graphical user interfaces and our model, which tries
to abstract this chain of components. If we take the example of a classical computer,
the InteractiveDevices are the mouse, the keyboard and the screen. They speak the
following Lexicons: “Pointing” for the mouse, “Typing” for the keyboard and “Dis-
playing” for the screen. We can informally refine the “Pointing” lexicon here by
saying it is composed of 3 events:

• moveTo(x,y)
• right-click()
• left-click()

We could do the same refining for the other lexicons but this is not the point of this
comparison – and the list would be too long to be of interest here. Now that we have
defined our Lexicons, we would like to implement a language of interaction that we
are all used to: WIMP (Windows, Icon, Menu, Pointer). This graphical language is
the one used in many mainstream operating systems. It results from the interpreta-
tion of mouse and keyboard events to generate drawing events on the screen. Many
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implementations have been proposed via libraries and protocols (X11 for Linux,
GTK, Swing for Java. . . ). In our model, each of those implementations would have
been a specific Mediator that affordsLexComposition for the LexicalComposition
that composes “Pointing”, “Typing” and “Displaying”.

The problem in classical computing is that this whole chain of components and
their respective boundaries is not clearly defined and abstracted. This results in an
ad-hoc implementation that prevents or makes more difficult the re-use of existing
components and the implementation of new ones. The main asset of an architecture
following this model is that by delimiting the boundaries and the role of each com-
ponent, it allows for exposing their capabilities over the network using web-services
protocols (SOAP, UPnP, . . . ). As a consequence, the system can re-use components
that are located on different machines. The interaction is not centralized and isolated
any more; it becomes distributed and opened to the world. Also, by disentangling
the components of the user interface, the system is able to scale up to new devices
with unknown Lexicons, as long as a specific language has been implemented as
a Mediator somewhere over the network. Finally, because this model can handle
distributivity of the hardware, and reusability of the code via a service-oriented ap-
proach, it allows for a certain plasticity of the communication. By composing the
InteractionDevices with different Mediators, we can achieve different interaction
styles relying on different modalities or that mix modalities.

Now, as with any distributed system, one question remains: where is the code
running? Our vision is that embedded technologies have come to a point where
each InteractiveDevice could come with an embedded chip that runs the service and
the network connection needed to make it work. Said differently, it is technologi-
cally possible to create a mouse that would connect via a local network on Wi-Fi
and propose on this network a web-service that makes the mouse events available.
Still, as we defined them, OIOs are pieces of program that realize specific interac-
tion tasks. Those programs have to be run somewhere. For delay reasons and also
implementation constraints, it is not trivial to run a graphical user interface on a ma-
chine and redirect its output to a screen that is not connected to it. In order to have
better results and distribute the computing load, we envision that OIOs will be run
on different computing units depending on the location of interaction. It will shorten
delays and provide more reactivity. In order to provide such flexibility, we need that
those computing units provide services to move OIOs from one place to another, to
deal with several OIOs at a time. . . This set of services is called a meta-HCI [17]. In
our model, an InteractivePlatform is a computing unit that offers such services. It
can be dynamically – or statically – bound to InteractionDevices. We call an Inter-
action Space the pair mixing an InteractionPlatform with the set InteractionDevices

it uses. Figure 5.6 shows the relationships between those concepts. It is interesting
to see that the Interaction Space is a concept that matches both the system’s view of
how components are connected but also the user’s view of which devices are “work-
ing together”. This view helps users anticipate that a specific input device will have
impact on a specific output device. Different OIOs can be run in the same Interac-
tion Space, but in order to maintain consistency, an InteractionDevice should never
be part of two different interaction spaces.
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Fig. 5.5 User interface specification in the Interaction Ontology

The knowledge base we presented in this section is of course tightly bound – at
the implementation level – to the module of the IA that is responsible for reasoning
on the context adaptation, the Multimodal Manager. Next section demonstrates how
adaptation can be achieved by reasoning on such a model.

5.4.2 Reasoning for contextual allocation/instantiation

In this section, we aim to describe how the model previously presented can be used
to dynamically generate the Interaction Spaces – see Figure 5.6. Having a model
of interaction in ambient spaces is not enough. If we want to dynamically adapt,
we need to reason over the concepts of this model. Among reasoning techniques,
we chose to implement such a reasoner as a rule-based expert system. Rule based
expert systems such as Clips [54] provide the powerful expressivity of second order
logic – i.e. logic with quantifiers. We first tried to implement our engine as a set
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Fig. 5.6 Interaction spaces are formed by composing OIOs, Interactive Devices and Interactive
Platforms

of SWRL rules [34]. SWRL has the advantage of being integrated with OWL and
other semantic web technologies. Our model being aligned with other knowledge
bases from other ATRACO components, SWRL would have been a good way to ex-
press rules that could have been aligned with other concepts in the sphere ontology.
However, SWRL has a limited expressivity (no support for quantifiers) and lacks
flexibility – it is hard, for instance, to add new built-in predicates to the language.
Thus it didn’t fit our needs for implementing a complex reasoning engine. As a con-
sequence, we implemented a bridge from OWL to Jess [27], a Clips derivate that
allows for more complex reasoning.

Our approach consists in three steps. First, contextual information from the ecol-
ogy is gathered in the Interaction Ontology via the Ontology Manager. This infor-
mation enables us to specify the interaction context within the Interaction Ontology
terms previously described. The use of semantic web formats (OWL) at this phase
is motivated by the integration in the more general context of ATRACO. This way,
semantic web techniques such as alignment can be used by the Ontology Manager
to interpret the heterogeneous knowledge bases from the ecology into terms that the
Interaction Agent can understand. In the second phase, we use an expert system to
apply rules that determine which are the possible associations of interactive devices.
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We call such solutions the candidates – see Section 5.4.2.2. Finally, a set of rules are
applied to those candidates to elicit the best option. The behaviour of the interactive
ambient system mainly relies on this set of rules. Thus, a consistent set of rules for
eliciting the best candidate to interaction is named a behavioural model [59]. Differ-
ent behavioural models can be described by designers of ambient spaces, the rules
being fairly simple to write/modify – see Section 5.4.2.3. This section presents the
main rules of our engine that enables eliciting the appropriate Interaction Space.

5.4.2.1 Introduction to Jess/CLips Syntax

Our examples relies on the Jess/Clips common syntax that is described in [54] [27]4.
This language uses a functional style to define 3 main structures:

• Functions
• Facts
• Rules

Facts are a set of predicates that are assumed to be true by the reasoning engine.
Those predicates may have a complex structure involving several fields (called
slots). Slots can be filled with one data or several (in this case, they are called multi-
slots). The strict structure of Facts allows for fast pattern matching and unification.

A rule is composed of two parts separated by symbol “=>”: a left-hand side
(LHS) that describes a pattern that needs to be matched in order to execute the
right-hand side (RHS). RHS is a set of functions that are called which can add new
facts, modify/delete existing ones or modify global variables.

When the engine is run, the rules’ LHS are matched against the facts using the
Rete algorithm [25]. Each rule that has its LHS matched will be executed – or fired
– which means that its RHS will be executed with the variables bound in the LHS.

5.4.2.2 Enumerating candidates

In order to construct all the possible Interaction Spaces as described in Figure 5.6,
the system must first discover which are the eligible interactive platforms and which
mediators it can run on them. Indeed, the use of a specific mediator requires that
the interactive devices that are connected to the platform provide the appropriate
lexicons – see Figure 5.3. Having gathered information about the interactive spaces,
the interactive devices and their lexicons via the Interaction Ontology, the system
transforms this knowledge into facts in the reasoning engine.

Based on those facts, the inference engine will try to find which mediator can
be instantiated for each interactive platform. For this, it looks at all the devices that
are connected to the platform and the lexicons they provide. Each mediator needs
a specific composition of lexicons (several compositions of lexicons can match the

4 More details can also be found on the official jess website
http://www.jessrules.com

http://www.jessrules.com
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1 (defrule iplat-mediator-activate

2 (InteractivePlatform (name ?ip))

3 (supportsMediator ?ip ?mediator)

4 (affordsLexComposition ?mediator ?lc)

5 (forall (neededLexicons ?lc ?lexicon)

6 (connects ?ip ?device)

7 (InteractiveDevice (name ?device))

8 (speaks ?device ?lexicon))

9 =>

10 (assert (usesMediator (platform ?ip)

11 (mediator ?mediator)

12 (lexComposition ?lc))))

Listing 5.1 Rule that activate valid mediators on Interactive Platforms

1 (deftemplate Candidate

2 "A candidate for task instantiation"

3 (slot name)

4 (slot targetTaskName) (slot oio) (slot platform)

5 (slot mediator) (slot style)

6 (slot valid) (slot validity-reasons)

7 (slot salience (default 0))

8 (slot pros-reasons) (slot cons-reasons))

Listing 5.2 The template defining Candidate facts

needs of one mediator). For instance, the GUIMediator needs either the displayOut-
put+mouseInput+KeyboardInput or the displayOutput+touchscreenInput to be able
to run. Listing 5.1 demonstrates how mediators are activated on each Interactive-
Platforms.

After inferring which mediators can be used on which platform, the system will
create every valid candidate. A candidate is the combination of an OIO5, a mediator,
an Interactive Platform and its Interactive Devices. Each candidate is also associated
with a style that allows for modifying the morphological attributes of the OIO (for
instance, the text size, the voice to be used in speech synthesis. . . ). 6

Slots valid, validity-reasons, salience, pros-reasons and cons-reasons are used to
grade the candidate. Their use is detailed in the next subsection.

Once mediators are activated, the creation of a candidate is quite simple, it relies
on enumerating every possible associations. The LHS of Listing 5.3 declares the
constraints that a Candidate must fill in order to be valid. The TargetTask predicate
is a placeholder for all the instances of interaction tasks that are required by the ac-
tivity sphere. Interaction tasks are generic tasks like controlling the lights whereas a

5 i.e. the bundle of code to be executed within a specific mediator
6 In our implementation, available OIOs and styles are statically specified in the Interaction Ontol-
ogy, but they could also be specified and retrieved from a remote library if necessary.
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1 (defrule candidates-creation

2 (TargetTask (name ?ttask) (interactionTask ?itask))

3 (OIO (name ?oio))

4 (InteractivePlatform (name ?ip))

5 (Mediator (name ?med))

6 (StyleSheet (name ?style))

7 (hasStyleSheet ?oio ?style)

8 (implementsTask ?oio ?itask)

9 (designedFor ?oio ?med)

10 (usesMediator (platform ?ip) (mediator ?med))

11 =>

12 (bind ?cName (generateId "c"))

13 (assert-candidate ?cName ?ttask ?oio ?ip ?med ?style))

Listing 5.3 Rule creating every possible candidates

TargetTask represents the context-dependent instances of such tasks that are needed,
like controlling the lights in the living-room.

Listing 5.3 represents how interaction tasks can be implemented via a unique
OIO. However, as discussed in Section 5.3.3, it would be interesting to describe
the whole interaction task as a CTT and use this task decomposition to derive a
structure involving a composition of several OIOs. Work is still in progress to adapt
our model to involve multiple-OIOs composition.

Once all possible candidates for a specific target task have been enumerated, we
need to select the most appropriate ones.

5.4.2.3 The behavioural model

In order to implement the allocation level of adaptation, the most suitable candidates
need to be identified. There is no unique way to solve this problem, it is rather a
matter of design decisions to encourage a certain kind of behaviour from the system.
As a consequence, we designed the model to be flexible and give designers the
possibility to specify the intended behaviour of the system. Thus, we propose a
flexible framework to design various behavioural models. This framework relies on
the rule syntax presented earlier and a few set of predefined functions that allow
granting marks to the different candidates.

Based on the facts encoded in the Multimodal Manager, the designers can apply
rules to favour a certain candidate or forbid the use of some of them. The slot validity

– see Listing 5.2 – is used to forbid the use of some candidates. For instance, in
Listing 5.4, a rule is written to disable candidates that make use of a mode that is a
user’s disability. Such a rule would prevent the system from using speech synthesis
when the user is deaf for instance.

There are drawbacks in disabling a candidate altogether. If the candidate was
the only one available, then even if it is bad, it might be better than nothing. Of
course for deaf people, using speech synthesis will never make sense, whatever the
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1 (defrule disableInvalidModes

2 (User (name ?theUser))

3 (hasDisability ?theUser ?disability)

4 ?c <- (Candidate (name ?nc)

5 (oio ?oio) (platform ?ip))

6 (designedFor ?oio ?mediator)

7 (forall (usesMediator (platform ?ip)

8 (mediator ?mediator)

9 (lexComposition ?lc))

10 (enforces ?lc ?modality)

11 (primaryMode ?modality ?disability))

12 =>

13 (forbid ?c "Implies the use of user’s disability"))

Listing 5.4 Rule disabling candidates using a user’s disability

1 (defrule preferTactileModality

2 ?c <- (Candidate (name ?nc) (mediator ?mediator))

3 (affordsLexComposition ?mediator ?lexComp)

4 (enforces ?lexComp tactile)

5 =>

6 (approve ?c "User prefers the tactile mode"))

Listing 5.5 Rule improving the salience of candidates that use the tactile modality

situation is like. Thus it would be safe to use the forbid function. However, in other
situations, designers might need to just discourage the use of some candidates and
use them only as a last resort. To this extent, the salience slot has been added to
hold a numeric value representing the appropriateness of a candidate regarding the
context on a finer granularity. For instance, Listing 5.5 shows how designers can
favour candidates that use the tactile modality over other candidates.

To sum up, like in the WWHT framework, four functions where designed to
provide fine grained control of the voting process:

• forbid
• use
• approve
• disapprove

forbid and use make non reversible assertions on whether or not it is good to use this
candidate. In case a conflict appears – i.e. a candidate is both declared usable and
forbidden – different conflict resolution strategies can be envisioned. We chose the
strategy to disable candidates for which such conflicts appeared. A candidate should
be usable if all of the conditions that make it usable are met. Thus, it seems relevant
to prefer disabling candidates if only one of the conditions that make them unus-
able would be met. approve and disapprove provide more fine grained tuning by
increasing/descreasing the salience of the candidate. At the end of the process, can-
didates are ranked by validity: first, the candidates that are declared valid, then the
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1 (defrule preferBigText

2 (User (name ?user))

3 ?c <- (Candidate (name ?nc) (platform ?ip)

4 (mediator ?mediator) (style bigText))

5 (usesMediator (platform ?ip)

6 (mediator ?mediator)

7 (lexComposition ?lc))

8 (neededLexicons ?lc display)

9 (connect ?ip ?device)

10 (speaks ?device display)

11 (not (isnear ?device ?user))

12 =>

13 (approve ?c "User far from screen, need big letters"))

Listing 5.6 Rule encouraging the use of big text when user is not near the screen

ones for which no assumption has been done about validity and finally the ones that
are forbidden are discarded. Within those three categories, candidates are ranked by
decreasing salience.

The slots validity-reasons, pro-reasons and cons-reasons are used to hold string

explanations about the rules that were applied. It is then easier to trace back which
rule was applied to explain the Multimodal Manager’s decision in a test case or to
the user in real conditions.

The instantiation level of adaptation that involves selecting the morphological
attributes of the user interface is addressed via the slot style of the candidate. Rules
can also be written to select the best style. For instance, Listing 5.6 represents a rule
that encourage choosing big text style when the user is not in the proximity of the
screen.

It is important to note that any arbitrary contextual information that would have
been aligned with the Sphere Ontology can be used in rules, as long as they are
defined in the Interaction Ontology. Alignment is impossible if the concept is not
sufficiently described in both ontologies. Also, the designer needs a concept name
as reference to designate such information in the rules. For that reason, the Inter-
action Ontology acts as a set of reference terms that can be extended. For instance,
in the environmental conditions part of the Interaction Ontology, basic concepts are
defined to represent the current level of sound and the current luminosity. It allows
for writing rules about generic environmental conditions as if they were generally
available. If the sensors from the ecology provides such information and the Ontol-
ogy Manager is able to align it to these concepts in the Interaction Ontology, then
the rule would apply with the sensor value. Otherwise, it would be discarded. The
behavioural model is thus adaptative to interaction context and environmental con-
text, and, thanks to the alignment technique7, the switching from one environment
to another is seamless for the designer who writes the rules.

7 We assume here that such techniques exist. We showed in Section ?? that even though it is the
case, the reliability of those techniques is variable. Our model is thus flexible to the extent that
third-party ontologies that describe ecology devices are of a sufficient quality to allow alignment
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Of course, the allocation and instantiation adaptation that we present here are
adapted to the situation when the engine is run, which means at the beginning of the
interaction task. We will see in next section how evolution of the interaction task
can be achieved during the interaction with the user.

5.5 Continuous adaptation during execution

There are different ways adaptation of a task over time can be seen. Several factors
might require evolution of the user interface: [58]

• Information factor: Whenever the kernel application status change, the change
must be reflected in the user interface. For instance, on a multimedia task such as
music control, when the current track in the playlist changes, the new track title
has to be reflected by the user interface.

• User’s actions: The user interface must adapt to the user’s actions on the user
interface itself. For instance, when the user uses the pointing modality, tool tips
can be displayed when the user’s pointer hovers an icon.

• Interaction context: Because of the natural evolution of the ecology, a candidate
might become invalid when for instance a device enters or leaves the space.

• Time factor: For some applications, like agendas, the system must pro-actively
deliver a message to the user depending on a scheduled event.

• Spatial factor: The location of different objects and users in the ecology might
change and influence the validity of a candidate.

Those different factors require the Multimodal Manager to be aware of the current
status of the Activity sphere. It is needed that the list of valid candidates and their
salience continuously evolves during interaction. Section 5.5.1 details how events
need to be exchanged with other ATRACO components to adapt during interaction.
We can also remark that among these factors, the user’s actions is the only one
that involves only the user and that does not need input from the system. In fact,
adaptation to user’s actions depends only on the structure of the language that is used
to communicate with users, i.e the modality. Such a modality dependent adaptation
cannot be handled at the Multimodal Manager level because it does not imply re-
evaluating the salience of a candidate. Such kind of modality dependent adaptation
is particularly relevant and complex when it comes to use linguistic modalities [8]
such as text interaction or natural spoken interaction. Section 5.5.2 introduces an
example of such adaptation, the continuous evolution of spoken dialogue.

5.5.1 Revisiting allocation/instantiation over time

Information factor and Time factor are both application dependent factors. They
occur as a spontaneous change in the status of the kernel application. In ambient
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spaces, the kernel application is a composition of web services that expose their sta-
tus over the network. Thus, the Sphere Manager, which is responsible for the han-
dling the task, is able to monitor those changes by subscribing to the corresponding
web services. Every time such a change occur, it will send a message to the Inter-
action Agent to inform it of the new status. The IA then transmits the new status to
the OIO so that it updates its internal representation of the task status and reflects
the change.

Other factors – Interaction context and Spatial factor – do not have direct impact
on the content of the OIO but they can change the salience of a specific candi-
date. They might require that the candidate be replaced by a similar candidate with
another style – this is called refinement – or by a candidate relying on different in-
teractive devices to interact with the user – this is called re-allocation. An example
of refinement required by a spatial factor is the size of a text on "text" modality
that must continuously adapt to the user’s location. Re-allocation is more frequently
used to respond to a change in the set of available interactive devices. For instance,
when a candidate makes use of a wireless mouse and this one runs out of battery,
the interaction task could be re-allocated onto another screen or using a different
modality.

The Multimodal Manager handles allocation and instantiation at the start of the
interaction task. For that purpose, it is fed with information gathered by the OM.
In order to provide refinement and re-allocation, the candidate’s saliences must be
re-evaluated as soon as the ecology status get deprecated by a dynamic change. The
sphere manager, by managing the ecology of the activity sphere, is the component
responsible for being aware of such dynamic changes. It will thus advertise those
changes to the OM and the Interaction Agent. There are two sorts of events, each
representing the structure of the corresponding factor of change:

• Activity sphere change event : Represents the apparition/removal of an interac-
tive device in/from the ecology

• Location event : Represents a change in the location of objects and users

Every time such an event is received by the Interaction Agent, the state of the Multi-
modal Manager is updated and the Allocation/Instantiation process is run again. At
the end of it, the status of a candidate might have undergone the following changes:

• Birth/Death The candidate is removed if it made no sense any more. New candi-
dates can also be created.

• Validity change The candidate’s validity is changed
• Salience change The candidate’s salience changes

In case the current candidate becomes outperformed by another candidate, the sys-
tem is in a non-optimal situation and the conflict needs to be resolved. Different
strategies can be envisaged. For instance, designers might prefer sticking to the con-
sistency principle [61] and select the best candidate that uses same devices or the
same modalities. Another strategy consists in taking always the best candidate as
the current candidate which leads to a much more mobile and adaptive behaviour.

Note that the evolution requirements described until now do not take into ac-
count the User’s action factor. As explained in the introduction, dealing with such
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kind of context changes requires fine control of the OIO at language level. Such
adaptation does not impact the election process but only the dialogue status within
one modality. This can be achieved only from within the entity controlling the OIO:
the mediator. There is no general solution to that issue and for each modality that
is implemented, a different approach must be devised. In next section, we give an
example of such kind of adaptation in the complex situation of spoken dialogue.

5.5.2 Ongoing interaction evolution: The example of spoken

dialogue

Within the scientific area of IEs, Spoken Dialogue System (SDS) technologies offer
one of the most natural interfaces. In this context for many tasks such as command-
and-control of devices or services, proactive behaviour (warning, information, etc.),
and negotiative dialogues, speech is a promising modality. However, to realise spo-
ken dialogue adaptation it is not only necessary to provide advanced voice recogni-
tion and speech synthesis capabilities but furthermore to provide a Spoken Dialogue
Manager (SDM) residing at the core of an SDS able to manage adaptation. Nowa-
days one of the most widespread technologies to implement an SDM is the W3C
standardized VoiceXML description language [48]. The idea behind this approach
is to simplify the development of dialogues that would allow even non-experts to
implement speech applications in a similar manner as websites are implemented.
VoiceXML has undoubtedly many advantages but the structure of such dialogue
systems is limited to system-initiative and mixed-initiative layouts. More complex
structures such as negotiative or task-oriented dialogue flows still lack of a suffi-
cient approach that combines the ease-of-use of VoiceXML with the more powerful
expressiveness of scientific approaches such as [73, 10] and [41].

In this section, we introduce our approach regarding the third level of adaptation
– i.e. evolution – within the spoken dialogue modality. After classifying the situ-
ations that require adaptation of the ongoing dialogue, we will present the spoken
dialogue manager that we implemented and the ontological model that is associated
to it and that affords such flexibility of the dialogue content.

5.5.2.1 A classification of evolution triggers

In [31] we have defined the behaviour of the SDM to be adaptive regarding the
following changes that may happen during (spoken) human-computer interaction in
the context of IEs and distinguished between three levels of adaptation:

• Environmental changes that relate to Device Adaptation: This relates to the con-
tinuous modifications of devices and services that are active and accessible within
the user’s context. Depending on the surrounding and the situation of the user
(kitchen, living room, car, etc.), the availability of devices and services may
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vary. We assume that users would usually “talk” to devices (i.e., control them
by speech) that are within sight and correspond to the current situation of the
user. This requires the capability to continuously change grammars, utterances,
and system commands to a changing device population and changing user focus
within the IE. Furthermore since it seems not to be possible to always be aware of
the user’s situation (doing housework, relax, prepare a dinner, etc.) it is necessary
to provide an option to activate the control of devices or services that even are
not within the context of the current location and/or situation. Thus the context
of the user may also change depending on the time of day and even on the actual
level of trust in nearby entities (guests, newly added technical devices). It is ob-
vious that the spoken commands and/or utterances that can be understood / that
are said by an SDM will therefore change continuously as well. In the case of
spoken dialogue an important influence on the availability of spoken dialogue is
the level of noise. In practice it will hardly be possible to control an environment
via speech while music is playing loudly.

• Environmental changes that relate to Event Adaptation: Since various tasks
within IEs are to be accomplished it is necessary to move the current focus from
an on-going dialogue to other (contingently more urgent) dialogues. These di-
alogues may consist of informative system utterances, alerts, or short yes-no-
questions. Afterwards the on-going dialogue would be resumed. We have recog-
nised two kinds of events: external and internal. While external events always
need an entity that throws the specific event, internal events can be initiated by
the dialogue manager itself. Reasons for initiating an internal event can be var-
ious and sundry: fixed priorities, dynamic priorities (i.e., changing over time),
semantics (i.e., semantically similar dialogues can extend a dialogue), and de-
pending on the progress done within an on-going dialogue.

• Task-driven changes that relate to Task Adaptation: During more complex tasks
that might come up during a conversation the task itself may vary. Especially
during a spoken human-computer negotiation the requirements and/or constraints
may change. The effects of task adaptation may result in task cancellation or in
slight changes such as an extension of the initially planned dialogue. Obviously
the task adaptation level corresponds to the most complex level of adaption as it
relates to automatic learning and/or direct user-system collaboration.

5.5.2.2 The implementation of the SDM

In order to meet the requirements listed in Section 5.5.2.1 the ATRACO SDM is
implemented considering the Passive View variation of the Model-View-Presenter
(MVP) [52] pattern, itself a model-derivative of the popular Model-View-Controller
(MVC) paradigm [53]. The underlying idea of MVP is that an application or system
should be divided into three logical parts, the Model, the View and the Presenter. As
shown in Figure 5.7 the user only interacts with the View layer. Contrary to MVC
the Presenter mediates between Model and View – the Model conveys no function-
ality, i.e., it is not an application but solely encodes the knowledge that is used by
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the Presenter. The term Model in this case refers to a Domain Model. Therefore
especially for systems that directly interface to the user (i.e., user interfaces) MVP
is perfectly suitable. To be able to communicate with a user or with other external
entities the application needs a knowledge base that describes facts and the rela-
tions between such facts. A fact could, for example, be the name of a person or an
ID number. A relation could be “has”, which could be used for person “A” has ID
number “4711”.

updates

interacts 
with

manipulates

User

sends 
events

View

Domain 

Model

Presenter

Fig. 5.7 The MVP Passive View pattern as used to implemente the ATRACO SDM.

Without this knowledge the system wouldn’t be able to generate useful output,
i.e., act as knowledge source or to understand input that is provided by external en-
tities, thus acting as knowledge sink. The term Domain Model could therefore be
specified as the knowledge a system needs in order to be able to interact with the
context in a meaningful way. There are many ways to establish such a knowledge
base: to name but a few, SQL databases or XML files could be utilised. A more so-
phisticated option is to make use of ontologies to provide a common understandable
knowledge base.

The ATRACO SDM makes use of a specific number of dialogue representa-
tions. These representations serve as Domain Models. Each representation provides
knowledge about both dialogue flow and state of a specific spoken conversation. De-
pending on contextual information various sets of spoken dialogues can be activated
or deactivated. It is furthermore possible to add new representations for dialogues
during runtime and therefore extend the knowledge base, i.e., the Model. For the
prototype we use OWL ontologies to implement the Model. In the next paragraphs
we provide a detailed look on the capabilities of this structure and the way we use it
to describe spoken dialogues.

The underlying knowledge base of the SDM is modelled using OWL ontolo-
gies, so called Spoken Dialogue Ontologies (SDOs). We have implemented this
tree shaped structure to arrange the data-bearing individuals using a defined set of
classes. The root of each knowledge base is DialogueDomain, which has the two
subclasses Speech and State. We divide the ontology into these two main branches
since we want to distinguish between knowledge that corresponds to the static struc-
ture and knowledge that corresponds to the dynamic state of the current dialogue.
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Figure 5.8 shows an overview of all classes populating the SDO together with the
relations interlinking them.

owl:Thing

DialogueDomain

Speech State

grammar

utterance

semantic

requires

semantic

next

variable

Default

mustNot

Belief BeliefSpace

HistoryWorkSpace

hasBelief

inWorkspace

inWorkspace

Agenda

Utterance Variable

Move

Grammar Semantic

forAgenda

contrarySemantic

has

Fig. 5.8 Overview of the classes and main relations of the Spoken Dialogue Ontology.

The main purpose of separating the Domain Model from the actual intelligence
– the Presenter – and the View is that the model can be modified, (partly) removed,
extended, and exchanged. Furthermore by separating static from dynamic knowl-
edge the data (grammar, utterances, and semantics) that might be needed for various
dialogues can be exchanged and reused as well. In the following we present an in-
teractive situation to describe our approach more detailed. After a user returns home
there might be several spoken interactive tasks activated in parallel: a “greeting”
task, a dinner preparation task, and a light control task. Since one of the main duties
an IE should handle is to control specific tasks, it is necessary to provide a (probably
varying) set of spoken commands that the IE can interpret and execute (thus device
and event adaptation). An example for such a behaviour could be a user telling the
system to switch the lights on after entering the apartment. Figure 5.9 shows the
three interactive tasks mentioned above that may form the examplary interactive
situation.

Since the SDM adapts to the context it needs to be able to receive triggers from
the outside world to change its state. The initial phase therefore is triggered by a
“user enters room” event. This event might happen only once a day and/or when
the user has left the apartment for a specified period depending on the configura-
tion of the environment. In our example the SDM is set up to wait until the user
greets the system (Task 1). It further activates a control task that listens to possible
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lighting control commands the user may utter (Task 3). Initial system studies in the
iSpace at the University of Essex [32] revealed that the subjects preferred the Spo-
ken Dialogue System to be as unobtrusive as possible. Thus we have designed the
system to behave rather passively and not to proactively initiate a conversation if
this can be avoided. A control task such as Task 3 waits for user input by default.
However, if the user starts talking to the system by uttering a spoken command the
system could take this opportunity to start dialogues that otherwise would have to
be proactively initiated and therefore would have been more obtrusive. Figure 5.9
presents two alternatives showing how the situation could proceed in Phase II: Al-
ternative I contains two triggers that might allow the system to perform Task 1; the
five-minutes-timer elapsed since the user entered the room or – probably the more
usual case – the user greets the system. As mentioned above the reason for such a
five-minutes-timer is that the system should act as unobtrusively as possible.
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Fig. 5.9 An interactive situation that may occur with two alternatives.

Note that Task 3 is still active since the system is meant for handling more than
one interactive task in parallel. If one of the two triggers is actuated the system
would greet the user and would add a semantic value such as “userInitiatedConver-
sation” to the knowledge base. This would allow Phase III to start. Table 5.1 shows
a possible conversation that might occur using the proposed set of Spoken Dialogue
Ontologies.

Alternatively Phase II could be activated by the user telling the system to switch
the lights on. This would make Task I obsolete – the system shouldn’t greet the
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user in response to a spoken command. It would be more natural that the system
skips the greeting task and activates the proactive Task 2 “Dinner planning” instead.
Figure 5.9 shows Phase III constituted by the additionally activated Task 2 and the
still-running Task 3. The preceding greeting task has either become obsolete or has
already being processed. Since the user can dynamically activate or deactivate the
tasks, the SDM may perform, it is possible at any time to terminate a conversation
with the system or to start a dialogue the system hasn’t been aware of.

Table 5.1 A dialogue snipped that might occur during an interactive situation.

Speaker Utterance

Suki Hello Julia!
Julia Hi Suki!
Suki Switch the lights on!
Julia Do you want to start preparing the dinner for your friends now?

The proposed Spoken Dialogue Ontology refers to the informational components
and their formal representation as originally described in the Information State the-
ory [41]. It reflects both static and dynamic knowledge and therefore facilitates a
generic representation of a model that can be processed by the Presenter layer. Since
the SDO is not only interpreted before the dialogue starts but is also involved dy-
namically in the on-going dialogue our approach allows for a great flexibility and
provides many opportunities for adaptation. It is possible to learn new grammars,
semantics, or utterances during an on-going dialogue by simply adding new individ-
uals to the SDO. Furthermore by extending or reducing the set of activated SDOs
various interactive situations for a changing device and task population can be gen-
erated. Thus we provide a fertile ground to cope with the challenges adaptation
brings along within Ambient Environments.

This concludes our presentation of the different layers of adaptation regarding
user interaction. We explored the evolution through the structure of the user in-
terface, using a model-driven approach to allocate and instantiate user interfaces
on existing interaction devices. Though the set of available interaction devices is
dynamic, we showed how to evolve the composition during runtime. Finally, we
showed that the structural changes are not enough, adaptation is required within
an instantiated modality and we demonstrated in this section how such adaptation
could be achieved for the most complex modality: the spoken dialogue. Next section
will develop our approach regarding the evaluation of this adaptive system.

5.6 Experiments & Results

As a result of the ATRACO project, a prototype of the Interaction Agent was setup
in the iSpace at the University of Essex, United Kingdom. We focus in the next
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sections on the implementation of that prototype and on the validation results we
gathered from it.

5.6.1 ATRACO integration

5.6.1.1 Role of the IA in the Activity Sphere

Within the ATRACO architecture, the role of the IA is to interface the system with
the user. As such, it needs to provide some functionalities to other components of
the system. Table 5.2 shows the features that the Interaction Agent exposes to other
components. The main component with which the IA interacts is the SM. The SM
will trigger the IA to create interaction tasks on-demand during the execution of the
BPEL workflow – defined in Section 1.4. TM and PM will require the IA to disable
or hide crucial commands and information when trust or privacy rules are violated
– see Sections 7.5.2.2 and 7.4.3.

Table 5.2 The features the IA provides to other ATRACO components

Target component Features

Sphere Manager Start/Stop Interaction tasks
Send user will as predefined events
Display system status updates

Trust Manager Inform on where interaction occurs
Disable a user interface (because of trust breach)

Privacy Manager Inform on where interaction occurs
Hide a user interface (because of privacy breach)

5.6.1.2 Controlling remote OIOs

We have highlighted, throughout this chapter, the main role of the IA: to adapt the
interaction to the context. A part of this role that we have not focused on is the rout-
ing of events. This role, crucial though it may be, doesn’t really represent a research
topic but rather an architectural and technical challenge. In ATRACO, to keep things
simple, we have assimilated events to a pair of strings: one for the event name, and
one for the content of the message. Events are divided into two categories: System

Events represent updates from the system – for instance, the value of the luminosity;
User Will Events are events generated by the user interface that represent an order
from the user to the system – for instance, when the user wants to set the light level,
the event < ”light_level”,”30%” > will be sent.

The IA is composed of 3 internal modules:
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• Multimodal Manager: It is responsible for the allocation, instantiation and evo-
lution of the interaction

• Spoken Dialogue Manager: It is a mediator responsible for handling OIOs for
spoken dialogue

• Graphical Dialogue Manager: It is a mediator responsible for handling OIOs for
graphical user interfaces

Figure 5.10 shows how system events and user will events are propagated between
the User and the System through the IA.

Fig. 5.10 Flow of events within the IA

5.6.2 Model validation

The validation of our model for interaction adaptation was made in two steps. Af-
ter having implemented the Multimodal Manager that reasons over the Interaction
Ontology information, we implemented a simulator for interaction. This simulator
helped us design a behavioural model for the IA and test it. After this simulation
phase, a social evaluation was driven in the iSpace to evaluate the impact of the
whole system in real users’ life.

5.6.2.1 Simulations

We designed a tool named Simteraction – for SIMulation of inTERACTION. This
tool enables designers to write behavioural rules and immediately test them. It offers
the possibility to add any interaction component to a simulated system, to give them
a location and to evaluate the result of the allocation process in a specific situation.

Figure 5.11 shows a screenshot of the application in a simulation of the iSpace.
We can see the different rooms of the apartment, the devices that have been de-
ployed in it, and the user – here, his name is Suki. The application also draws the
connections between available devices, thus showing the active Interaction Spaces.
On the left side, an interaction task has been started for controlling lights. A list
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Fig. 5.11 Simulator implemented to test behavioural models – shows the model

of candidates is proposed. By selecting one of them – here the second – the cor-
responding Interaction Space is highlighted in the main view. More details about a
specific candidate can be found in the “Candidates Details” tab – see Figure 5.12.
This view is particularly useful for the designer as it gives explanation concerning
the salience and validity of each candidate. For instance, in Figure 5.12, we can see
that the candidate c−gen177 has a salience of +1 because it uses the tactile mode.

This simulator was very useful to explore the expressivity of our rule language
and of the overall model. It also helped us in imagining and testing the reactions
of the system to new devices or interaction languages that do not exist yet – or for
which we don’t have any implementation. Finally, it has been used – and that was the
main reason for its implementation – during the implementation process to design
and debug the behavioural model. This first phase of local evaluation by simulation
was then followed by a real world application in the iSpace.

5.6.2.2 User evaluation

The social evaluation process and its results are detailed in Chapter 8 and in [32].
Such evaluations gives us an interesting view of how users appreciated the be-
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Fig. 5.12 Simulator implemented to test behavioural models – shows the candidates

havioural models we proposed them. However, they do not provide direct feedback
on the architecture and the interaction itself, since they are hidden from the user.
However, having been able to run such an evaluation is a proof in itself, that the
system is consistent.

Moreover, it enabled us to test a first behavioural model that focuses on adapting
the user interface to the location of the user. This behavioural model was designed
to give users the feeling that the interfaces follow them.

The outcome of this evaluation regarding interaction was mainly positive. Users
reacted well on the following behaviour of the interfaces. They however felt some-
times that their personal space was quite invaded, particularly when the system was
doing or asking things proactively. It looks like, depending on the cases, the initi-
ation of the dialogue has its importance in the user acceptance. This represents a
significant improvement that could be added to the interaction model we propose.

Another interesting outcome was that users felt that their interaction with the
system would change with time and depending on their mood. We had not envisaged
that the same behaviour of the system could be well-accepted at first and be irritating
after some time – or because the user feels in a different mood. Users proposed to
have the possibility to change behavioural models of the system. Such a change
is theoretically possible, it just requires to have different rule bases available. The
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main obstacle is for the system to detect the user mood and adapt by changing its
behavioural model accordingly.

5.7 Conclusion

Ambient interactive systems create new challenges in the field of user interaction
adaptation. Though this adaptation is made complex by the distributed and dynamic
aspects of ambient systems, achieving some kind of adaptation in the user interfaces
is crucial as it will be a determining factor in user acceptance of these systems.

In this chapter we have presented some directions regarding the adaptation of
interaction. We have focused on two main aspects: the structure of user interfaces
and the adaptation of a running dialogue. The structural adaptation of user inter-
faces requires 3 steps: allocation, instantiation and evolution. We introduced those
3 steps and detailed how they could be implemented. Reasoning techniques are of
first importance when it comes to dynamically choose the best option in the scope
of interaction capabilities that are proposed by a system. This selection is complex
and relies on two key points: a structured representation of the context – that we
designed as an ontology for interaction, and a reasoning engine that can apply some
rules on this context description to make a decision. The set of rules used to make
a decision is called a behavioural model. We presented a language for writing those
rules and a complete framework for helping designers writing, testing and simulat-
ing/evaluating different behavioural models.

After exploring structural adaptation of the user interface, we explored the struc-
tural adaptation of the language itself. We focused this analysis on adapting the
on-going interaction within one modality, the spoken dialogue. We presented how
ontology technologies could be used again, to perform evolution of an on-going
dialogue depending on contextual events.

Finally, we showed how we integrated all those concepts in a unique software
architecture, the Interaction Agent. We demonstrated how this IA relate to other AT-
RACO components and how it was perceived by users during the social evaluation.

While our approach proved to be functional, a remaining challenge consists
in integrating automatic user interface generation techniques to provide an even
more flexible structural adaptation. We imagined a system where components im-
plemented by different designers could be mixed in at runtime to provide just the
features that are needed in a unified user interface. Our model was designed in that
direction but theoretical aspects of computer assisted generation needs to be solved
before our vision can be realized. Furthermore, the realization of such dynamic com-
position would be even more powerful if it could mix components implementing dif-
ferent modalities. The problem of synergetic multimodality fusion/fission has been
investigated but solutions always involve decision taking from a designer. We can
only hope that future results will concern its realization as an automated process.
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5.8 Further readings

As far as multimodality is concerned in pervasive systems, the book Multimodality

in Mobile Computing and Mobile Devices: Methods for Adaptable Usability [39]
compiles an interesting set of visions ranging from theoretical visions to real-world
applications.

Concerning the adaptation of natural spoken dialogue, the book Spoken Dialogue

Systems for Ambient Environments [42] groups major publications of that field for
year 2010.
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Chapter 6

Artificial Intelligence Planning for Ambient
Environments

J. Bidot and S. Biundo

Abstract In this chapter, we describe how Artificial Intelligence planning tech-
niques are used in The Adapted and TRusted Ambient eCOlogies (ATRACO) in
order to provide Sphere Adaptation. We introduce the Planning Agent (PA) which
plays a central role in the realization and the structural adaptation of activity spheres.
Based on particular information included in the ontology of the execution environ-
ment, the PA delivers workflows that consist of the basic activities to be executed
in order to achieve a user’s goals. The PA encapsulates a search engine for hybrid
planning–the combination of hierarchical task network planning and partial-order
causal-link planning. In this chapter, we describe a formal framework and a develop-
ment platform for hybrid planning, PANDA. This platform allows for the implemen-
tation of many search strategies, and we explain how we realize the search engine
of the PA by adapting and configuring PANDA specifically for addressing planning
problems that are part of the ATRACO service composition. We describe how the
PA interacts with the Sphere Manager and the Ontology Manager in order to cre-
ate planning problems dynamically and generate workflows in the ATRACO-BPEL
language. In addition, an excerpt of a planning domain for ATRACO is provided.

6.1 Introduction

Intelligent environments (IEs), such as smart homes, offices, and public spaces, are
featured with a large number of devices and services that help users in performing
efficiently various kinds of tasks. In the scope of The Adapted and TRusted Ambient
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eCOlogies (ATRACO), we use workflows to model how a large number of services
should interact with one another as well as with the user in IEs based on available
resources, environment characteristics, user’s tasks and profile.

Sphere Adaptation (SA) is one of the dimensions of adaptation which are realized
within the ATRACO project. In ATRACO, we use the notions of Ambient Ecology
to describe the resources of an Ambient Intelligence (AmI) environment and activity
spheres (ASs) to depict the specific Ambient Ecology resources, data, and knowl-
edge required to support a user in realizing a particular goal. In our approach, a
ubiquitous computing system supports the execution of overlapping or disjoint ASs
using the resources provided by the AmI space. An AS which is a temporary entity
at run time is set up in order to enable a specific user goal: once the user goal is
no longer relevant, the AS is dissolved. As long as this goal persists, AS is adap-
tive, in the sense that it can be instantiated within different environments containing
similar resources and adaptively pursue its goal, whenever it remains possible. An
AS is represented by a workflow that consists of activities to be executed and that
are described in terms of services required or produced by resources of the Ambient
Ecology.

Our approach to service composition consists in two steps: (1) making strategic
decisions by considering abstract services; i.e., identifying what basic activities are
to be executed and in which order they are to be executed; (2) taking operational
decisions; i.e., determining what resources should execute the activities. Describ-
ing IEs with ontologies allows us to decompose the problem of orchestrating the
services into two parts: in this chapter, we focus on the Planning Agent (PA), an
agent integrating Artificial Intelligence (AI) planning techniques, that is responsible
for making strategic decisions in order to create workflows with abstract services at
design time, while Section 1.4.2 introduces the Sphere Manager, an agent in charge
of taking the operational decisions at run time in order to generate executable work-
flows with concrete services.

In ATRACO, the planning problem can be stated as "discover an execution path
of tasks to achieve a user goal given some state of the world." A plan that is solution
to the problem is called a task model in the ATRACO terminology. We use a library
of planning domains, each of them corresponding to a user goal. AI planning tech-
niques are used for the realization and the structural adaptation of ASs in ATRACO.
Based on the available services in the AmI environment, we apply these techniques
in order to determine the basic activities to be executed for attaining user goals. The
structural adaptation of ASs refers to the persistent achievement of the goals when
the type of the available resources changes (as agents and users may come and go,
devices and services may appear and disappear over time) and when the cardinality
of the available resources varies (as the number of devices or users that participate
in the realization of an AS may differ over time).

The formation of a system that realizes adaptive ASs is based on a service-
oriented architecture (see Section 1.2.3), which integrates the PA to allow for adap-
tive planning.
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6.2 Related Work

The composition of services has been a hot research topic in the last years, and
various AI planning approaches has been used to address this issue [9].

Zhao and Doshi proposed a framework that can handle the uncertainty inherent in
Web services [20]. This framework is based on semi Markov decision processes, and
it implements symbolic techniques that operate directly on first-order logic based
representations of the state space to obtain the compositions. In addition, time con-
straints of the services are explicitly represented and taken into account. Although
this approach is applicable to Web processes that are nested to an arbitrary depth, it
is not possible to express complex causal relations between them in the abstraction
hierarchy. Since we do not have any information about the uncertainty relative to the
services in ATRACO, we use a deterministic AI planning approach to addressing the
service composition issue.

Pistore, Traverso, and Bertoli presented an approach to the automated composi-
tion of Web services that integrates symbolic model checking [10]. They modeled
BPEL4WS Web services with non-deterministic and partially observable behaviors,
and they expressed composition requirements with extended goals. Unlike our work,
they dealt with AI planning problems with uncertainty.

The work of R-Moreno et al. [11] integrated AI planning and scheduling tech-
niques to automatically generate business process models, avoiding going through
all the drawing process, and making sure that the established connections among
activities conform to a valid sequence of activities. After the models have been
generated, a user can simulate and optimize the process. The authors use Partial-
Order Causal-Link planning and constraint propagation techniques to address this
problem. Unlike our work, they implemented a system that can deal with explicit
resource and time constraints.

EL Falou et al. [3] addressed the problem of automated composition of Web
services by using AI planning techniques. They proposed a multiagent framework
and an algorithm for guiding the planner of each agent towards the best local plan.
Contrary to their work, the search for plans performed by the PA is centralized; i.e.
we do not address the issue of merging several local plans generated by a number
of planners.

Like the work of Sirin et al. [17], we use Hierarchical Task Network (HTN)
planning techniques to model and solve planning problems. However, our imple-
mentation is more flexible than theirs, and our planning domain models are purely
declarative and do not contain any control structure for guiding search in contrast to
theirs. In their application, Web services are specified with OWL-S.

Marquardt and Uhrmacher focus on using AI planning to solve the problem of
service composition in smart environments [7]. They compare the runtime perfor-
mance of four different planning systems using an abstract simulation model, and
the evaluation results show that some of these planners are suitable for composing
services in time. Their modeling of the problem is different from ours, and none
of the evaluated planners implements HTN planning. In addition, the service com-
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position is completely done at design time, which makes replanning from scratch
necessary each time a new device appears or disappears in the smart environment.

In the Gaia project, Ranganathan and Campbell presented a paradigm for the op-
eration of pervasive computing environment that is based on AI planning [13]. The
first difference with our system lies in the modeling of planning problems, since
they use PDDL, the initial world state aggregates the states of all entities (i.e. ser-
vices, devices, and applications) of the environment along with the context of the
environment, and the goal world state is determined given a user goal, a template
world state, and a utility function to be maximized, but there are no abstract tasks
and expansion methods. In addition, unlike our approach, their planning component
is responsible for the binding of concrete services, devices, and applications, which
means that scalability problems inevitably appear due to the very large world states
for realistic testbeds (no abstraction mechanism) and due to the impossibility to de-
clare abstract tasks and procedures in the planning domains (no HTN planning).
Their solving procedure becomes very prohibitive, if it has to restart search for so-
lution plans from scratch several times, each time with a different goal world state.
Finally, their planning component is also in charge of executing plans, and it may
re-execute an action or replan when an execution failure occurs.

Amigoni et al. proposed an AI planning system, D-HTN, that performs a cen-
tralized plan-building activity which is tailored to use the capabilities of the devices
currently available in smart environments [1]. In their experimental system, each de-
vice is associated with one agent, and another single agent is responsible for build-
ing plans. D-HTN implements an HTN planning approach that differs from ours,
although their modeling of the problem is similar to ours. D-HTN is not formally
grounded and is much more rigid than our search engine. In consequence, D-HTN
does not allow for a general backtracking mechanism during the planning process,
which is inefficient for addressing complex and large-scale planning problems. An
important problem with using D-HTN, also encountered in [17], resides in including
search control information in the planning domain models. In contrast to our sys-
tem, there are no ontologies describing the smart environment, the knowledge about
expansion methods is distributed and collected from the present smart devices, and
service composition is entirely performed at design time.

There are some similarities between our work and the work of Lundh, Karls-
son, and Saffiotti [6]. They address the issue of configuring network robot systems
at run time using AI planning techniques, and the role of functional configurations
in their work is comparable to the role played by workflows in ATRACO. Their
configuration planner uses methods that describe alternative ways to combine func-
tionalities (or other methods) for specific purposes. This technique is inspired by
HTN planning. However, there are also differences with our work. First, their plan-
ning framework does not deal with causal links, and their probabilistic/possibilistic
conditional action planner is based on a forward-chaining planner that searches in
the space of world states, while the search engine of the PA explores the space
of partial plans at different abstraction levels and addresses deterministic problems
with complete information about world states. Second, with our framework, we can
explicitly represent and cope with ordering constraints in plans and expansion meth-
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ods. Third, their action planner is given some search control knowledge in the form
of first-order linear temporal logic formulas as input, which is used to prune the
search space.

Vuković, Kotsovinos, and Robinson proposed an approach to the composition of
Web services based on the context information [19]. The architecture of their system
is composed of different layers, and it includes a planning system in the abstract ser-
vice composition layer. The planner is a forward-chaining planner. Like our system,
theirs supports a dynamic on-the-fly adaptation of applications; i.e., it can recover
from execution time failures of individual service instances. However, unlike the
search engine of the PA, their planning system searches in the space of states and
cannot deal with procedural knowledge. In addition, Web service instances are rep-
resented as actions in their planning domains, whereas abstract services are encoded
as facts in the planning problems the PA addresses. In the same way as the action
planner presented in [6], some search control knowledge is used to reduce the search
effort. Finally, abstract execution plans are represented in BPEL4WS in their pro-
totype, and the abstract services of these plans are bound to service instances at
execution time.

The work of Paluska et al. focuses on automating high-level implementation de-
cisions in pervasive applications [8]. Their system enables a model in which an
application programmer can specify the behavior of an adaptive application as a set
of open-ended decision points. Each of these decision points may be satisfied by a
set of alternative, competing scripts. The set may be extended at run time without
needing to modify or remove any existing scripts. Their approach is hierarchical,
since the scripts may contain themselves decision points. In the same vein as our
work, but without using AI planning techniques and ontologies, their system is able
to bind resources at run time.

6.3 Artificial Intelligence Planning

In Artificial Intelligence (AI), the classical planning problem consists typically in
a set of operators, a single initial world state, and a single goal world state. The
instance of an operator is often called a task, and a world state is a set of positive
literals. A given world state can evolve; i.e., we can go from this state to another
state: A state changes when a task is executed, since every executed task has usually
at least one effect on the state. The objective of AI planning is to select and order
tasks that allow one to attain the goal state from the initial state. Tasks can be ex-
ecuted in a state, if and only if some preconditions hold in this state. Each task is
thus associated with preconditions and effects. A plan consists of tasks and ordering
and causal relationships between these tasks. In a book, Ghallab, Nau, and Traverso
present a survey about AI planning [5].

We consider an illustrative example of such a classical planning problem. A per-
son is living in a flat in the Ulmstreet, and there are services for tuning the ambient
temperature and the luminance level in the flat. In the initial state, there are devices
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that can cool, provide the current ambient temperature and the luminance level, in-
crease and decrease the luminance level in the flat. The person can move with means
of transport, can install a radiator in the flat, and can buy a radiator in a hardware
store called Buildhouse. In the goal state, we want the ambient temperature and the
luminance level in the flat to be tuned according to the person preferences. An intu-
itive and pragmatic solution would be the following procedure: The person has to go
to Buildhouse, buy a radiator there, go back to home, install the radiator, and then
devices can start tuning the ambient temperature and the luminance in the flat. We
can model this planning problem with five operators: a person moves from one lo-
cation to another one; a person buys a radiator in a hardware store; a person installs
a radiator at a location; devices tune ambient temperature at a location; devices tune
luminance level at a location. The operators have preconditions; e.g., devices can
tune the ambient temperature at a location, if (i) a person is present at this location;
(ii) the location is home; (iii) there is a device that can heat; (iv) there is a device
that can cool; (v) there is a device that can sense the current ambient temperature.
The operators have also some effects; e.g., when a radiator is installed at a location
that is a flat, then this flat can be heated.

A plan that solves the planning problem described above consists of six tasks
that are partially ordered (see the acyclic digraph in Figure 6.1, where the nodes
represent tasks, and the arrows depict ordering constraints): A person goes from
Ulmstreet (their home) to Buildhouse (a hardware store); the person buys a radiator;
the person goes from Buildhouse back to Ulmstreet; devices start tuning luminance
level and at the same time the person installs a radiator; after this installation, de-
vices (including the radiator) start tuning the ambient temperature in the flat in the
Ulmstreet. In Figure 6.1 and Figure 6.2, the first task and the last task are dummy
tasks that represent the initial state and the goal state of the planning problem, re-
spectively.

A planning problem is a complex problem to solve, since it is highly combina-
torial: A large number of tasks to select and a huge number of conflicts that appear
between the tasks. The acyclic digraph on the left of Figure 6.2 shows the causal
relationships between the tasks: the nodes represent tasks, and the annotated arrows
depict causal links. In ATRACO, an intelligent planner is encapsulated within the
Planning Agent (PA) and used to solve planning problems. Section 6.3.1 introduces
the basic ingredients of the planning framework on which the intelligent planner is
based, and Section 6.3.2 gives a review about planning strategies that guide the plan-
ner towards solution plans. [16, 15] give more technical details about the framework
and the planning strategies, respectively.

6.3.1 A Formal Framework for Refinement Planning

This section provides the concepts for a generic AI planning approach: Planning by
plan refinement. PANDA, an existent development platform, is based on a planning
framework that integrates Partial-Order Causal-Link (POCL) planning and Hierar-
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Fig. 6.1 Ordering structure of a plan.
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Fig. 6.2 Causal structure of a plan.
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chical Task Network (HTN) planning [2]. The planning framework is hybrid, since
it is composed of and combines elements coming from both POCL planning and
HTN planning. The Planning Agent (PA) of ATRACO encapsulates a search en-
gine which is a particular configuration of PANDA. The formal framework uses an
Action Description Language (ADL) like representation of states and basic actions
(primitive tasks). States and preconditions and effects of tasks are specified through
formulae of a fragment of first-order logic. Abstract tasks can be refined by so-called
expansion methods which provide task networks (partial plans). The task networks
describe how the corresponding abstract task can be solved. Partial plans may con-
tain abstract as well as primitive tasks. With that, hierarchies of tasks and associated
methods can be used to encode the various ways to accomplish an abstract task.

A domain model D = (T,EM) for hybrid planning consists of a set of task
schemata T and a set of expansion methods EM for implementing the complex tasks
in T. Note, that there are in general multiple methods provided for each complex
task schema. A task schema t(τ ) = (prec(t(τ )),add(t(τ )),del(t(τ ))) specifies the
preconditions and the positive and negative effects of the task. Preconditions and
effects are sets of literals, τ̄ = τ1, . . . ,τn are the task parameters. A ground instance
of a task schema is called an operation. A state is a finite set of ground atoms, and
an operation t(c̄) is called applicable in a state s, if the positive literals of prec(t(c̄))
are in s and the negative are not. The result of applying the operation in a state s is
a state s′ = (s∪ add(t(c̄)))\del(t(c̄)).

In hybrid planning, abstract tasks like primitive tasks show preconditions and
effects. The associated state transition semantics is based on axiomatic state refine-
ments that relate task preconditions and effects across various abstraction levels. In
contrast to that, in POCL planning, there are no abstract tasks and no expansion
methods, but all tasks are described at the same level of abstraction. Though HTN
planning allows us to describe tasks at different abstraction levels and decompose
them with the help of expansion methods, it does not associate preconditions and
effects with the tasks, which precludes any causal reasoning.

A partial plan or task network is a tuple P= (TE,≺,VC,CL) with the following
sets of plan components: TE is a set of task expressions (plan steps) te = l : t(τ )
where l is unique label and t(τ ) is a (partially) instantiated task. ≺ is a set of order-

ing constraints that impose a partial order on the plan steps in TE. VC is a set of vari-

able constraints. They include equations and inequations of the form v=̇τ and v ˙�=τ
which codesignate and non-codesignate variables occurring in TE with variables or
constants. Moreover, VC contains co-typing constraints v∈̇Z and non-cotyping con-

straints v ˙�∈Z, where Z is a sort symbol, that restrict further codesignations. CL is a
set of causal links and provides the usual means to establish and maintain causal
relationships among the tasks in a partial plan. A causal link cl = 〈tei,φ , te j〉 in-
dicates, that formula φ expressed in first-order logic, which is an effect of task a
task tei, supports (a part of) the precondition of task te j.

Task networks are also used as pre-defined implementations of complex tasks.
An expansion method em = (t(τ ),(TEem ,≺em ,VCem ,CLem)) relates such a complex
task schema t(τ ) to a task network.
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A planning problem π = (D,sinit,sgoal ,Pinit) for hybrid planning consists of a
domain model D, an initial world state sinit, a goal world state sgoal , and an initial
task network Pinit. The solution to a planning problem is obtained by transforming
Pinit stepwise into a partial plan P that meets the following solution criteria: (1) All
steps in P are primitive tasks; (2) P is executable in sinit and generates a state send

such that sgoal ⊆ send holds. Plan P is thereby called executable in a state s and
generates a state s′, if all ground linearizations of P, that means all linearizations of
all ground instances of the task expressions in TE that are compatible with ≺ and
VC, are executable in s and generate a state s′′ ⊇ s′.

On the one hand, the POCL planning process consists in inserting tasks, ordering
constraints, and causal links into partial plans until all preconditions are supported
by formulae and all causal conflicts disappear. On the other hand, the HTN planning
process endeavors to decompose all abstract tasks, until all tasks in the partial plan
are primitive.

The XML code in Listing 6.1 defines formally our running planning problem in
the planning language of PANDA. Note, that there is no initial task network in this
problem.

1 <?xml version="1.0" encoding="UTF-8"?>

2 <!DOCTYPE problem SYSTEM "problem.dtd">

3 <problem domainModel="TuneTemperatureDomainModel"

4 name="TuneTemperatureProblem">

5 <initialStateDescription>

6 <fact name="provide_cooling"/>

7 <fact name="increase_luminance_level"/>

8 <fact name="decrease_luminance_level"/>

9 <fact name="provide_current_luminance_level"/>

10 <fact name="is_home">

11 <constant name="Ulmstreet" sort="location"/>

12 </fact>

13 <fact name="provide_transport"/>

14 <fact name="is_a_shop">

15 <constant name="Buildhouse" sort="location"

16 type="rigid"/>

17 </fact>

18 <fact name="is_different">

19 <constant name="Buildhouse" sort="location"/>

20 <constant name="Ulmstreet" sort="location"/>

21 </fact>

22 <fact name="is_different">

23 <constant name="Ulmstreet" sort="location"/>

24 <constant name="Buildhouse" sort="location"/>

25 </fact>

26 <fact name="at">

27 <constant name="Ulmstreet" sort="location"/>

28 </fact>

29 <fact name="provide_current_temperature"/>

30 </initialStateDescription>

31 <goalStateDescription>

32 <fact name="temperature_tuned">

33 <constant name="Ulmstreet" sort="location"/>

34 </fact>
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35 <fact name="luminance_tuned">

36 <constant name="Ulmstreet" sort="location"/>

37 </fact>

38 </goalStateDescription>

39 </problem>

Listing 6.1 Illustrative planning problem.

In this framework, the search space associated with a planning problem depends
on several parameters such as the number of operators, the number of expansion
methods, the number of preconditions and effects of each operator, the number of
parameters of each operator, the number of predicates, and the number of objects.

Using the framework for the implementation of a search engine is particularly
advantageous, since (i) it allows us to easily encode and efficiently deal with pro-
cedural knowledge given at different abstraction levels (HTN planning) and (ii) it
offers a great flexibility thanks to the capacity of reasoning about causal relations
between tasks (POCL planning). With these features, we can model and solve a
large variety of real-world planning problems.

6.3.2 Planning Strategies

Transforming partial plans into their refinements is done by using so-called plan

modifications. Given a partial plan P = (TE,≺,VC,CL) and a domain model D,
a plan modification is defined as m = (E⊕,E⊖), where E⊕ and E⊖ are disjoint
sets of elementary additions and deletions of plan components over P and D, and
E⊕∪E⊖ �= /0. Consequently, all elements of E⊖ are from TE, ≺, VC, or CL, respec-
tively, while E⊕ consists of new plan components. This generic definition makes
the changes that a modification imposes on a plan explicit. With this, the available
options for a search strategy become comparable qualitatively and quantitatively. P
denotes the set of all plans, while M constitutes the set of all plan modifications. The
application of plan modifications is characterized by the generic plan transformation
function app : M×P→ P which takes a plan modification m = (E⊕,E⊖) and a plan
P, and returns a plan P′ that is obtained from P by adding all components of E⊕ and
removing those of E⊖.

M is grouped into modification classes My. As an example, the class MAddCL con-
tains plan modifications m = ({〈tei,φ , te j〉, v1=̇τ1, . . . ,vk=̇τk}⊕,{}⊖) for manipu-
lating a given partial plan P = (TE,≺,VC,CL) by adding causal links. The plan
steps tei and te j are in such a modification in TE, and the codesignations rep-
resent variable substitutions. They induce a VC′-compatible substitution σ ′ with
VC′ = VC∪{v1=̇τ1, . . . ,vk=̇τk} such that σ ′(φ) ∈ σ ′(add(tei)) for positive literals
φ , σ ′(|φ |) ∈ σ ′(del(tei)) for negative literals, and σ ′(φ) ∈ σ ′(prec(te j)).

The complete collection of plan modifications for our hybrid planning framework
presented above is introduced in [16]. This also covers the decomposition of abstract
plan steps and the insertion of new plan steps, ordering constraints, and variable (in-)
equations.
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For a partial plan P that is a refinement of the initial task network of a given
problem, but is not yet a solution, so-called flaws are used to make the violations of
the criteria defined above explicit. Flaws list those plan components that constitute
the deficiencies of the partial plan. The set of all flaws is denoted by F, and subsets
Fx represent classes of flaws. For example, the class FCausalThreat contains flaws
f = {〈tei,φ , te j〉, tek} describing causal threats; i.e., such flaws indicate that a task
tek is possibly being ordered between plan steps tei and te j, and there exists a vari-
able substitution σ that is consistent with the equations and in-equations imposed
by the variable constraints in VC such that σ(φ) ∈ σ(del(tek)) for positive literals
φ or σ(|φ |) ∈ σ(add(tek)) for negative literals. This means, that the presence of
tek in P as it stands will possibly corrupt the executability of at least some ground
linearizations of P.

Flaw classes also cover the presence of abstract tasks in the plan, ordering and
variable constraints inconsistencies, unsupported preconditions of actions, etc. The
complete class definitions can be found in [16]. It can be shown, that these flaw
definitions are complete in the sense that for any given planning problem π and plan
P that is not flawed, P is a solution to π .

Based on the formal notions of plan modifications and flaws, a generic algorithm
and planning strategies can be defined. A strategy specifies how and which flaws in
a partial plan are eliminated through appropriate plan modification steps.

A class of plan modifications My ⊆ M is called appropriate for a class of flaws
Fx ⊆ F, if and only if there exist partial plans P which contain flaws f ∈ Fx and plan
modifications m ∈ My, such that the refined plans P′ = app(m,P) do not contain these
flaws any longer.

It is easy to see that the plan modifications perform a strict refinement, that
means, that a subsequent application of any modification instances cannot result in
the same plan twice; the plan development is inherently acyclic. Given that, any flaw
instance cannot be re-introduced once this has been eliminated. This qualifies the ap-
propriateness relation as a valid strategic advice for the plan generation process and
motivates its use as the trigger function for plan modifications: the α modification
triggering function relates flaw classes with their potentially solving plan modifica-
tion classes. As an example, causal threat flaws can be solved by expanding abstract
actions which are involved in the threat (by overlapping task implementations), by
promotion or demotion, or by separating variables through inequality constraints
[2]: α(FCausalThreat) = MExpTask∪MAddOrdCstr∪MAddVarCstr. Please note, that α states
nothing about the relationship between the actual flaw and modification instances.

The modification triggering function allows for a simple plan generation process:
(1) the flaws of the current plan are collected; if no flaw is detected, the plan is a so-
lution; (2) suitable plan modifications are generated using the modification trigger; if
for some flaws no plan modification can be found, the plan is discarded (dead-end);
(3) selected plan modification are applied and and generate further refinements of
the plan; (4) the next candidate plan is selected and we proceed with (1).

Note, that the tasks of the generated solution plans are partially ordered, which
is desirable for realistic applications where activities are often to be performed in
parallel.
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Fig. 6.3 Search space for refinement planning.

The search space for refinement planning can be represented by a graph shown
in Figure 6.3. Large elliptic nodes represent partial plans. Small boxes inside nodes
correspond to flaws, and arrows symbolize plan modifications. Triangles on the fig-
ure mean portions of the search space that are not explicitly shown. For example,
partial plan P2 is created by applying plan modification m2 to partial plan Pinit (the
initial task network). During the search for finding the plan presented in Figure 6.1
and Figure 6.2, the planning system explores 44 partial plans, including dead-ends.

The above mentioned triggering function completely separates the computation
of flaws from the computation of modifications, and in turn both computations are
independent from search-related considerations. The system architecture relies on
this separation and exploits it in two ways: module invocation and interplay are
specified through the α-trigger, while reasoning about search can be performed on
the basis of flaws and modifications without taking their actual computation into ac-
count. Hence, we map flaw and modification classes directly onto groups of modules
which are responsible for their computation.

A detection module x is a function that, given a partial plan P and a problem
specification π , returns all flaws of type x that are present in the plan: f det

x : P×Π→
2Fx where P is the set of all plans, and Π is the set of all planning problems.

A modification module y is a function which computes all plan modifications of
type y that are applicable to a given plan P and that are appropriate for given flaws
f with respect to a given domain model D: f mod

y : P×Fx×D→ 2My for My ⊆ α(Fx)
where D is the set of all domain models.

Please note, that plan modifications carry a reference to the flaw instance they
address; i.e., any plan modification is unambiguously linked with its triggering flaw.
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While the plan deficiency detectors and the refinement generators provide the
basic plan generation functionality, strategy functions can be designed for reason-
ing about which paths in the refinement space to pursue. To this end, we split up
reasoning about search into two compartments. The first compartment is an option
evaluation that is performed in the local view of the currently processed plan; it
reasons about the detected flaws and proposed refinements in the current plan and
assesses the modifications. The second component is responsible for the global view
on the refinement space and evaluates the alternative search options.

We begin with the definition of a strategic function that selects all plan modifi-
cations that are considered to be worthwhile options, thereby determining the or-
dered set of successors for the current plan in the plan refinement space. In doing
so, the following function also determines the branching behavior of the upcoming
refinement-based planning algorithm.

Given a plan P, a set of flaws f, and a set of plan modifications m, a modification-

selection module is a function f modSel : P×2F×2M → 2M×M that selects some (or all)
of the plan modifications and returns them in a partial order for application to the
passed plan.

Strategies discard a plan P, if any flaw remains unaddressed by the associated
modification modules. That means, that we reject any plan P for any planning prob-
lem π , if for any f det

x and f mod
y1

, . . . , f mod
yn

with My1 ∪ . . .∪Myn = α(Fx) the following

holds:
⋃

1≤i≤n f mod
yi

(P, f det
x (P,π),D) = /0.

The second aspect of search control concerns the selection of those plans that are
to be processed next by the detection and modification modules. These unevaluated
partial plans, the leaves of the search tree, are usually called the fringe. In other
words, concrete implementations of the following module are responsible for the
general search schema, ranging from uninformed procedures such as depth-first,
breadth-first, etc., to informed, heuristic schemata.

A plan-selection module is a function that returns a partial order of plans for a
given sequence of plans. This function is described as f planSel : P∗ → 2P×P.

Based on the building blocks defined so far, we can now assemble a planning
system that integrates both Hierarchical Task Network planning and Partial-Order
Causal-Link planning. A software artifact that implements the generic refinement
planning algorithm (Alg. 1) is making the flaw detection and modification gener-
ating modules operational by stepwise collecting plan deficiencies, collecting ap-
propriate modifications, selecting worthwhile modifications, and finally selecting
the next plan in the fringe of the search tree. Please note, that the algorithm is for-
mulated independently from the deployed modules, since the options to address
existing flaws by appropriate plan modifications are defined via α . The body of the
algorithm is basically divided into four sections:

• Termination (2-3): If no more plans in the fringe are due to examination, that
means, that the search space is exhausted and does not contain any solution; the
algorithm terminates.
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Algorithm 1 The generic refinement planning algorithm.

Require: Sets of modules Det= { f det
1 , . . . , f det

d } and Mod= { f mod
1 , . . . , f mod

m }
Require: Selection modules f modSel and f planSel

plan(P1 . . .Pn,π): {P1 is the plan that is worked on}
if n = 0 then

3: return failure
P← P1; Fringe ← P2 . . .Pn

F ← /0
6: for all f det

x ∈Det do {Flaw detection}
F ← F ∪ f det

x (P,π)
if F = /0 then

9: return P

M ← /0
for x = 1 to d do {Modification generation}

12: Fx = F ∩Fx {Process flaws class-wise as returned by corresponding f det
x }

for all f ∈ Fx do

for all f mod
y ∈Mod with My ⊆ α(Fx) do

15: M ← M∪ f mod
y (P,f,D)

if f was un-addressed then

Pnext ← f planSel(Fringe)
18: return plan(Pnext ◦ (Fringe\Pnext),π)

for all m in linearize( f modSel(P,F,M)) do {Strategic choices}
Fringe ← app(m,P)◦Fringe

21: Pnext ← first(linearize( f planSel(Fringe)))
return plan(Pnext ◦ (Fringe\Pnext),π)

• Flaw detection (5-9): The results of all deployed detection functions Det are
collected. If no deficiency can be spotted, the current plan is considered to be a
solution to the given planning problem.

• Plan modifications generation (10-18): The applicable plan modification steps
are accumulated per flaw class and per class instance from the set of available
plan modification generators Mod according to the α-defined assignments. If
any flaw is found unaddressed by its associated plan modification generation
functions, the current plan is discarded and the algorithm is called recursively
with a newly selected current candidate plan.

• Strategy (19-22): All plan modifications that pass the strategic plan modification
selection function are applied to the current plan and thereby constitute the set
of its refinements, that is, the set of its successor plans. This fringe extension
is established by the strategic decisions in f modSeland inserted at the beginning
of the fringe. The plan selection function f planSelfinally chooses the next current
plan and the procedure is called recursively.

The algorithm uses a function linearize to compute linear sequences of plans,
respectively plan modifications that are consistent with the partial orders obtained
from the appropriate strategic selection function.

The hybrid planning framework introduced in the previous section and the
generic refinement planning algorithm (Alg. 1) are very adequate to building plan-



210 J. Bidot and S. Biundo

ning systems for real-world applications in IEs, since: (i) we can encode formally the
procedural knowledge about everyday activities of people thanks to abstract tasks
and expansion methods (owing to HTN planning); and (ii) the algorithm offers the
means necessary to resolve causal conflicts between tasks that share resources of
the IE (thanks to POCL planning). In addition, the integration of POCL and HTN
planning techniques allows for the causal reasoning at different abstraction levels in
the task hierarchy due to decomposition axioms, which is very powerful.

A large number of search strategies can be realized in the proposed refinement-
planning framework by sequencing the respective selection modules and using the
returned partially ordered sets of modifications, respectively plans, to modulate pre-
ceding decisions: If the primary strategy does not prefer one option over the other,
the secondary strategy is followed and so on, until finally a random preference is
assumed.

Some strategies are unflexible in the sense that they represent a fixed preference
schema on the flaw type they want to get eliminated and then select appropriate
modification methods. A traditional form of modification selection is either to pre-
fer or to disfavor categorically specific classes of plan modifications; e.g., we may
prefer the decomposition of tasks to task insertions.

With our refinement planning framework, it is also possible to design modifi-
cation-selection strategies that are capable of operating on a more general level than
unflexible strategies by exploiting flaw/modification information: They are neither
flaw-dependent, as they do not primarily rely on a flaw type preference schema, nor
modification-dependent, since they do not have to be biased in favor of specific mod-
ification types. A representative is the modification-selection strategy Least Com-
mitting First (LCF) which selects those modifications that address flaws for which
the smallest number of alternative plan modifications has been found:

mi < m j ∈ f modSel
LCF (P,{f1, . . . ,fm},{m1, . . . ,mn})

if 1 ≤ xi,x j ≤ m, 1 ≤ i, j ≤ n, mi ∈ modFor(fxi
,P), m j ∈ modFor(fx j

,P)

and |modFor(fxi
,P)|< |modFor(fx j

,P)|.

It can easily be seen that this is a flexible strategy, since it does not depend on the
actual types of issued flaws and modifications: It just compares answer set sizes
in order to keep the branching in the search space low. In [15], more details about
flexible strategies are presented.

In the next section, we will explain (i) how the planning techniques offered by
the formal framework can participate in the composition of services in IE, and (ii)
how we have shaped a search engine for the PA, based on this formal framework,
that is particularly suited for solving planning problems during the composition of
services.
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6.4 Planning in Intelligent Environments

In ATRACO, each Planning Agent (PA) encapsulates an AI planning system. This
system is a search engine for hybrid planning that relies on the formal framework
presented in Section 6.3.1. This search engine is actually a specific configuration
of the existent development platform PANDA. For specifying a PANDA planning
problem, we need two sources: the planning domain and the planning problem.

The planning domain contains the various operators and the alternatives (by
means of expansion methods) to implement each abstract operator. Furthermore,
predicates and types of objects of the application domain are represented.

The planning problem describes the problem instance to be solved. The descrip-
tion is made up of three parts: The initial world state, the specification of the goal
world state, and the initial task network. In addition, we declare the objects of the
problem at hand; e.g., the abstract services that are available in the room where a
particular user is.

Searching for solutions to a planning problem is complex, since the search space
associated with such a problem may be huge (e.g., see Figure 6.3). In order to cope
with this issue, we need planning strategies that guide the search towards solutions.

In ATRACO, we address the deployment of ASs using a service-oriented ar-
chitecture approach in which resources in the Ambient Intelligence environment
provide independent, loosely coupled services, see Section 1.3. A new PA is cre-
ated, each time a new AS is instantiated; when an AS is dissolved, the associated
PA is destructed. The PA is part of the advanced service composition mechanism of
ATRACO.

In the literature, many research efforts addressing the Web service composition
problem via AI planning have been reported (see Section 6.2). In terms of Web ser-
vices, the initial world state and the goal world state are specified in the requirement
of Web services requesters. The set of operators correspond to the set of available
Web services, unlike our approach where abstract services are represented by facts.
For example, McDermott [9] presented a Web service composition method based
on PDDL and introduced a type of knowledge called value of an action that persists
and is not treated as a truth literal.

In our approach, each user goal corresponds to a particular planning domain.
From the abstract services offered currently by the AmI environment and known by
Ontology Manager (OM), we generate the planning problem π to be solved by the
PA. The planning problem depends on the user goal to be attained.

The OM is responsible for the creation of the Sphere Ontology which will include
references to all the IE resources relevant to the AS that have been discovered.

The PA is in charge of finding a solution plan P to π . This plan describes abstract
tasks that require abstract services in order to support the user goals. From the set of
applied plan refinements that have led to P, the PA generates a workflow expressed
in the ATRACO-BPEL language.

ATRACO-BPEL abstract service workflows comprise a set of activities and ab-
stract services associated with these activities. These activities are structured with
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special constructs and correspond to the task of the plan generated by the PA. Actu-
ally, an abstract service workflow represents the abstract process model of an AS.

A flow diagram for the PA is shown in Figure 6.4. The PA communicates with
the Sphere Manager (SM) and OM for the creation of abstract service workflows.

The SM is in charge of (i) binding services provided by IE resources to the ab-
stract services of the abstract service workflows, and then (ii) executing and control-
ling the execution of the executable service workflows that result from the binding.
During the execution of these workflows, the SM can handle execution errors and
rebind abstract services if necessary. If the rebinding fails, the SM calls the PA again
for replanning.

PA

planning decisions

search
engine

workflow generator

planning problem

problem generator

domain library

planning domain

SM
workflows

user goal

available services

user preferences

OM

queries

Fig. 6.4 Flow diagram of the Planning Agent.

The life cycle of the PA is described as follows:

1. The SM instantiates a new PA for user goal goal.
2. The PA receives goal from the SM. The planning domain that matches goal is

selected, and a new planning problem π = (D,sinit,sgoal ,Pinit) is then defined
dynamically; i.e., sinit, sgoal , and Pinit are defined.

3. A backtracking search starts in the space of partial plans in order to find a plan
P that solves π .

4. From the set of plan modifications that have been applied during search and that
have led to the solution plan, a workflow W , expressed in the ATRACO-BPEL
language, is generated by the PA.

5. The PA transmits W to the SM.
6. The SM makes dynamic service binding for W (see Section 1.4.2) and executes

W :

• During the execution of W , if a concrete service that is bound to an abstract
service of W is no longer available, SM searches for a new concrete service to
be bound to this abstract service. If no concrete service is found, the binding
fails and replanning takes place:
a. a new planning problem π ′ is defined by querying OM (π ′ differs from π

either in the initial state or in the goal state);
b. we proceed with step 3 by replacing π with π ′.
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• When the execution of W is finished, the corresponding PA is destructed.

The initial generation of W in step 3 relies on the generic refinement planning
algorithm (see Algorithm 1) and supports the creation of ASs. The replanning pro-
cedure described in step 7 provides the structural adaptation of ASs.

6.4.1 Generation of Planning Problems

The search engine of the PA is based on the formal framework for refinement-based
planning presented in 6.3.1. In this framework, states and preconditions and effects

of tasks are specified through formulae of a fragment of first-order logic. A world
state is thus represented by a list of facts. Contrary to other approaches presented
in the literature (e.g., [9, 17]), we do not create planning domains dynamically,
but instead the PA creates planning problems dynamically: (1) Depending on the
user goal to be achieved, the currently available abstract services are modeled ei-
ther by the facts the initial world state or by the facts of the goal world state (e.g.,
ambientLightLevel(service0) in the domain "entertainment"); (2) if the
initial world state sinit is not empty, then the user goal is modeled by tasks of the
initial task network Pinit. For determining sinit and sgoal of the planning problem at
hand, the PA queries the OM to get the list of available abstract services that are
relevant to the current planning domain; e.g., the PA asks the OM whether there are
some abstract services available in the IE for sensing and controlling the ambient
temperature in the room where a particular user is. Section 3.3 introduces ontologies
and ontology managers.

In the planning formalism presented in 6.3.1, an ATRACO planning problem is
described as follows:

• the user goal indicates the planning domain to be selected and is possibly mod-
eled by the tasks of the initial task network Pinit;

• the currently available abstract services that can support the current user’s goals
are modeled by the facts of the world state sinit or sgoal .

We have designed a planning domain for AS "prepare an unexpected dinner,"
and an excerpt of which is included in Appendix.

6.4.2 Backtracking Search for Solution Plans

Some of the ATRACO planning domains we have designed contain a large number
of expansion methods, the initial task network contains some tasks, and the goal
state of each ATRACO planning problem π is then empty (sgoal = /0). In this con-
text, the insertion of tasks during backtracking search is not a necessity: in practice,
we can find concrete plans without applying plan modifications of class MInsTask.
The configuration of PANDA reduces quite a bit the size of the search space to be
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explored. In addition, search is not going to be trapped into partial plans that contain
arbitrary long sequences of reversible tasks. Such reversible tasks and causal links
are inserted recursively in POCL planning in order to support open preconditions,
but the insertion creates cycles. Avoiding the creation of these cycles during search
makes the backtracking search more efficient.

For addressing the planning problems, we use the following unflexible plan-
selection strategy:

Pi < Pj ∈ f
planSel
MorePlanSteps(P1, . . . ,Pn) if |TEi|> |TE j|

that prefers partial plans with more plan steps. We apply this plan-selection strategy,
since each solution plan should contain as many tasks (i.e. services) as possible to
support a user’s goals.

The PA uses a flexible modification-selection strategy to solve ATRACO plan-
ning problems: Least Committing First (see Section 6.3.2).

In theory, searching for solutions to a planning problem is complex, since the
search space associated with such a problem may be huge. The complexity of the
backtracking search done by the PA is limited in practice for ATRACO, since (1)
the planning domains and the planning problems are designed at a high level: the
number abstract services is small; i.e, the size of world states is small, (2) the num-
ber of preconditions and effects per tasks is small, and (3) the number of causal
interactions between the task networks of different abstract tasks is small. For our
practical application, the size of search space is small enough to be explored in a
few seconds using a Pentium 4 processor 3GHz. For example, for a planning do-
main with 5 primitive tasks, 3 abstract tasks, 8 expansion methods, 8 predicates,
and 2 preconditions and 2 effects per task, a corresponding planning problem con-
sisting of one single abstract task and 6 objects is solved after about 8s, after having
explored 154 partial plans including dead-ends. Note, however, that this planning
domain involves a large number of causal interactions between tasks.

Moreover, we can still expect a significant speedup of the planning process by
integrating some inference mechanisms. For example, there is not yet any special
provision to deal with duplicate partial plans and cycles in the search space such as
the approach presented in [18]. In addition, there is a recent paper that presents a
landmark technique for HTN planning [4]. This technique filers out some parts of a
planning domain that are irrelevant for the planning problem at hand.

6.4.3 Generation of Workflows

In ATRACO, the SM manages and executes workflows with services. A workflow
consists of abstract and primitive tasks that are partially ordered. We have decided to
use a variant of the language BPEL (also known as WS-BPEL, Web Service Busi-
ness Process Execution Language) for the description of the ATRACO workflows.
This XML language is called ATRACO-BPEL. The PA is in charge of generating
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workflows expressed in ATRACO-BPEL at design time, and then the PA transmits
these workflows directly to the SM (see step 5 of the life cycle of the PA above).

There are three kinds of basic BPEL activities called respectively <bpel:in-
voke>, <bpel:receive>, and <bpel:reply>, and they are associated with
primitive tasks of the planning domain. The structured activities of the BPEL-like
language, such as <bpel:while> and <bpel:repeatUntil> used to express
the repeated execution of activities are associated with expansion methods of the
planning domain. The structured activities of type <bpel:pick> are also associ-
ated with expansion methods.

The BPEL constructs <bpel:partnerLink> and <ATRACO:role> used
to express the abstract services required and provided by each basic activity are
directly inserted into a workflow depending on what primitive tasks are present in
the corresponding solution plan. These constructs are used to associate activities
with abstract services.

The BPEL construct <bpel:sequence> used to describe precedence con-
straints between workflow activities corresponds to an abstract task and the ex-
pansion method that has been applied to decompose it and that describes a net-
work of tasks that are totally ordered with ordering constraints. The construct
<bpel:link> is used to synchronize workflow activities that belong to differ-
ent structured activities. This construct also corresponds to any ordering constraint
in the solution plan that has been explicitly added during the planning process; e.g.,
the insertion of such an ordering constraint is sometimes necessary to remove causal
threats.

The BPEL construct <bpel:flow> used to describe workflow activities that
execute in parallel corresponds to an abstract task and the expansion method that
has been applied to decompose it and that describes a network of tasks that are not
ordered.

For the generation of abstract service workflows in our BPEL-like language,
the workflow generator of the PA looks for and analyze the set of plan modi-
fications Msuccess that have led to solution plans and that belong to two classes:
MExpTask (decomposition of abstract tasks) and MAddOrdCstr (addition of ordering con-
straints). The formal definition of these plan modification classes is given in [16].
Each plan modification of MExpTask is interpreted as a BPEL structured activity
such as <bpel:flow> composed possibly of other structure activities and ba-
sic activities (<bpel:invoke>, <bpel:receive>, and <bpel:reply>).
The analysis of the plan modifications of MAddOrdCstr leads to the identification of
<bpel:sequence> or <bpel:link> constructs. Since we have decided to de-
activate the modification module f mod

InsTask of PANDA in the PA, there are no plan
modifications of class MInsTask in Msuccess.

The search space explored during the planning process is represented by a tree.
The cost of generating workflows after the planning process is linear in the number
of successful plan modifications Msuccess, since all the information we need is stored
inside one single path: the cost depends on the depth of the tree (i.e., the number of
applied plan modifications) from the initial task network Pinit to the solution plan.
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The XML code in Listing 6.2 defines a simple ATRACO-BPEL workflow with
abstract services. The workflow consists of three activities that are not ordered (i.e.,
they are to be executed in parallel): musicControl, lightsControl, and photoViewer-
Control.

1 <bpel:process name="entertainment"

2 targetNamespace="http://eclipse.org/bpel/sample

"

3 xmlns:tns="http://eclipse.org/bpel/sample"

4 xmlns:bpel="http://docs.oasis-open.org/wsbpel/2.0/

5 process/executable"

6 xmlns:ATRACO="http://daisy.cti.gr/ATRACO_BPEL">

7 <!-- ================================================ -->

8 <!-- PARTNER LINKS -->

9 <!-- List of services participating in this BPEL -->

10 <!-- process -->

11 <!-- ================================================= -->

12 <bpel:partnerLinks>

13 <bpel:partnerLink name="ListenMusic"

14 partnerLinkType="Trigger"

15 partnerRole="ATRACO:ListenMusic"/>

16 <bpel:partnerLink name="SetupLight"

17 partnerLinkType="Continuous"

18 myRole="ATRACO:LightControl"

19 partnerRole="ATRACO:TriggerLight"/>

20 <bpel:partnerLink name="ShowPhotos"

21 partnerLinkType="Trigger"

22 partnerRole="ATRACO:ShowPhotos"/>

23 </bpel:partnerLinks>

24 <!-- ================================================ -->

25 <!-- ORCHESTRATION LOGIC -->

26 <!-- Set of activities coordinating the flow of -->

27 <!-- messages across the -->

28 <!-- services integrated within this business process -->

29 <!-- ================================================ -->

30 <bpel:sequence name="main">

31 <bpel:flow name="Flow">

32 <bpel:reply name="musicControl"

33 partnerLink="ListenMusic"

34 operation="music"/>

35 <bpel:invoke name="lightsControl"

36 partnerLink="SetupLight"

37 operation="light"/>

38 <bpel:reply name="photoViewerControl"

39 partnerLink="ShowPhotos"

40 operation="photo"/>

41 </bpel:flow>

42 </bpel:sequence>

43 <!-- ================================================ -->

44 <!-- ROLES -->

45 <!-- ================================================ -->

46 <ATRACO:roles>

47 <ATRACO:role name="ListenMusic" type="output"

48 agentMonitored="no"

http://eclipse.org/bpel/sample
http://eclipse.org/bpel/sample
http://eclipse.org/bpel/sample
http://docs.oasis-open.org/wsbpel/2.0/5process/executable
http://docs.oasis-open.org/wsbpel/2.0/5process/executable
http://daisy.cti.gr/ATRACO_BPEL
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49 interactionType="direct">

50 <ATRACO:device type="Music"/>

51 </ATRACO:role>

52 <ATRACO:role name="ShowPhotos" type="output"

53 agentMonitored="no"

54 interactionType="direct">

55 <ATRACO:device type="ShowPhoto"/>

56 </ATRACO:role>

57 <ATRACO:role name="LightControl" type="input"

58 agentMonitored="no" interactionType="no">

59 <ATRACO:service type="AmbientLightLevel"

60 triggerValue="On" resetValue="Off"

61 quantity="1" specialRules=""/>

62 </ATRACO:role>

63 <ATRACO:role name="TriggerLight" type="output"

64 agentMonitored="yes"

65 interactionType="direct">

66 <ATRACO:device type="OutputLightLevel"/>

67 </ATRACO:role>

68 </ATRACO:roles>

69 </bpel:process>

Listing 6.2 Illustrative workflow with abstract services

6.5 ATRACO Contribution

The Planning Agent (PA) proposes to the Sphere Manager (SM) the service of gen-
erating workflows with abstract services that describe what basic activities are to be
executed and in which order they are to be executed for achieving user goals. The
PA uses some services offered by the Ontology Manager (OM) in order to define
the initial world state of the planning problem at hand.

The SM is in charge of (i) binding services provided by IE resources to the ab-
stract services of the abstract service workflows, and then (ii) executing and control-
ling the execution of the executable service workflows that result from the binding.
The OM creates the Sphere Ontology which will include references to all the IE
resources relevant to the Activity Sphere that have been discovered. More details
about SM and OM are given in Section 1.3.3.

In the prototype system, The PA integrates some components of PANDA, and
also includes a generator of ATRACO-BPEL workflows. The workflows are stored
in files to be parsed and used by SM, which creates and executes workflows with
concrete services.
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6.6 Conclusion

Sphere Adaptation (SA) is a major aspect of adaptation and evolution with AmI en-
vironments. In the ATRACO project, we address SA in the context of a distributed,
ontology-based framework with a service-oriented architecture approach. The ob-
jective is to support users in their home for various everyday activities.

In this chapter, we elaborated the concept of SA within ATRACO. We described
how Artificial Intelligence planning techniques contribute to SA for the realization
and the structural adaptation of activity spheres (ASs).

An existing formal framework for refinement-based hybrid planning that inte-
grates hierarchical task network planning and partial-order causal link planning
was presented. In addition, we detailed an existent development platform for hybrid
planning, PANDA, which is based on the formal framework. We explained that the
large flexibility, the high reasoning capacities and the important expressive power
offered by this formal framework and the development platform are well suited to
participating in the composition of services in Intelligent Environments. We intro-
duced the Planning Agent (PA) that encapsulates a search engine based on PANDA
and which takes part in the advanced service composition of ATRACO and is re-
sponsible for the generation of workflows with abstract services at design time. The
workflows are part of ASs and consist of the basic activities to be executed in order
to achieve user goals in different and changing environments. At run time, the activ-
ities are bound to concrete services dynamically by the Sphere Manager (SM). This
approach for the composition of services is indeed powerful, since it can cope with
complex and large-scale environments. The adaptations of services and devices are
indeed possible due to the dynamic binding of services at run time. The flexibility
offered by abstract service workflows prevents the running system from replanning
each time a service appears or disappears in the AmI environment.

This chapter also explained how we configure and adapt PANDA to shape the
search engine of the PA: particular modules and planning strategies are selected
in order to deal efficiently with ATRACO planning problems. The problems are
tractable and solved in a couple of seconds at design time, since the number of ab-
stract services is limited and there are few causal interactions between tasks. Finally,
we detailed how the PA generates workflows with abstract services in the ATRACO-
BPEL language in cooperation with SM and the Ontology Manager, based on par-
ticular information included in the ontology of the execution environment.

6.7 Further readings

A journal paper of Ramos, Augusto, and Shapiro introduces some general ideas
about exploiting Artificial Intelligence (AI) for addressing the issues of Ambient
Intelligence [12].
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In a book, Ghallab, Nau, and Traverso present a survey about AI planning [5].
They explain a broad range of planning approaches. In particular, a book chapter is
dedicated to hierarchical task network planning.

The PhD thesis of Schattenberg is focused on hybrid planning and scheduling,
and it describes in detail the PANDA experimental platform [14].

The most prominent journals that focus on AI are Artificial Intelligence (AI Jour-
nal) and Journal of Artificial Intelligence Research (JAIR). The International Joint
Conference on Artificial Intelligence (IJCAI), the National Conference on Artifi-
cial Intelligence (AAAI), and the European Conference on Artificial Intelligence
(ECAI) are renowned general AI conferences. The International Conference on Ar-
tificial Intelligence Planning and Scheduling (AIPS) and the International Confer-
ence on Automated Planning and Scheduling (ICAPS) are devoted specifically to
AI planning and scheduling.

Appendix

This appendix consists of an excerpt of the planning domain for the activity sphere
"prepare an unexpected dinner."

1 <?xml version="1.0" encoding="UTF-8"?>

2 <!DOCTYPE domainModel SYSTEM "model.dtd">

3 <domainModel name="Kitchen_threads">

4 <sortDefinition name="hotplate" type="concrete"/>

5 <sortDefinition name="oven" type="concrete"/>

6 <sortDefinition name="microwave" type="concrete"/>

7 <sortDefinition name="device" type="abstract">

8 <documentation>Locations with additional functionality

and only suitable for a number of containers.</

documentation>

9 <subSortStatement subsort="hotplate"/>

10 <subSortStatement subsort="oven"/>

11 <subSortStatement subsort="microwave"/>

12 </sortDefinition>

13

14 <!-- ... -->

15

16 <sortDefinition name="resource" type="abstract">

17 <documentation>Parent sort to all objects of the

kitchen subjected to planning.</documentation>

18 <subSortStatement subsort="food"/>

19 <subSortStatement subsort="equipment"/>

20 </sortDefinition>

21

22

23 <!-- ... -->

24

25 <relationDeclaration name="has_context" type="flexible">

26 <sortExpression name="resource"/>

27 <sortExpression name="context"/>
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28 </relationDeclaration>

29

30 <!-- ... -->

31

32 <decompositionAxiom name="clean_or_no_context_axiom">

33 <varDeclaration name="coca_res" sort="resource"/>

34 <varDeclaration name="coca_cxt" sort="context"/>

35 <leftHandSide>

36 <atomic name="clean_or_no_context">

37 <variable name="coca_res"/>

38 <variable name="coca_cxt"/>

39 </atomic>

40 </leftHandSide>

41 <rightHandSide>

42 <atomic name="clean">

43 <variable name="coca_res"/>

44 </atomic>

45 <not>

46 <atomic name="clean_or_no_context">

47 <variable name="coca_res"/>

48 <variable name="coca_cxt"/>

49 </atomic>

50 </not>

51 </rightHandSide>

52 </decompositionAxiom>

53

54 <!-- ... -->

55

56 <taskDeclaration name="move_container" type="primitive">

57 <documentation>Move a container from one non_storage

location to another.</documentation>

58 <varDeclaration name="move_container_obj" sort="

container"/>

59 <varDeclaration name="move_container_from" sort="

non_storage"/>

60 <varDeclaration name="move_container_to" sort="

non_storage"/>

61 <and>

62 <atomic name="free">

63 <variable name="move_container_to"/>

64 </atomic>

65 <atomic name="ready">

66 <variable name="move_container_obj"/>

67 </atomic>

68 <atomic name="at">

69 <variable name="move_container_obj"/>

70 <variable name="move_container_from"/>

71 </atomic>

72 </and>

73 <and>

74 <atomic name="free">

75 <variable name="move_container_from"/>

76 </atomic>

77 <atomic name="at">
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78 <variable name="move_container_obj"/>

79 <variable name="move_container_to"/>

80 </atomic>

81 <not>

82 <atomic name="at">

83 <variable name="move_container_obj"/>

84 <variable name="move_container_from"/>

85 </atomic>

86 </not>

87 <not>

88 <atomic name="free">

89 <variable name="move_container_to"/>

90 </atomic>

91 </not>

92 </and>

93 </taskDeclaration>

94

95 <!-- ... -->

96

97 <taskDeclaration name="procedure_fry" type="complex">

98 <varDeclaration name="p_fry_food" sort="food"/>

99 <varDeclaration name="p_fry_container" sort="

fry_in_here"/>

100 <varDeclaration name="p_fry_tool" sort="tool"/>

101 <varDeclaration name="p_fry_cxt" sort="context"/>

102 <and>

103 <atomic name="ready">

104 <variable name="p_fry_container"/>

105 </atomic>

106 <atomic name="ready">

107 <variable name="p_fry_tool"/>

108 </atomic>

109 </and>

110 <and>

111 <atomic name="has_context">

112 <variable name="p_fry_container"/>

113 <variable name="p_fry_cxt"/>

114 </atomic>

115 <atomic name="has_context">

116 <variable name="p_fry_food"/>

117 <variable name="p_fry_cxt"/>

118 </atomic>

119 <atomic name="has_context">

120 <variable name="p_fry_tool"/>

121 <variable name="p_fry_cxt"/>

122 </atomic>

123 </and>

124 </taskDeclaration>

125

126 <!-- ... -->

127

128 <methodDeclaration name="method_procedure_fry" taskRef="

procedure_fry">
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129 <varDeclaration name="method_procedure_fry.p_fry_food"

sort="food"/>

130 <varDeclaration name="method_procedure_fry.

p_fry_container" sort="fry_in_here"/>

131 <varDeclaration name="method_procedure_fry.p_fry_tool"

sort="tool"/>

132 <varDeclaration name="method_procedure_fry.p_fry_cxt"

sort="context"/>

133 <taskNode name="mpfmc_into_pan" taskRef="move_food">

134 <varDeclaration name="mpfmc_into_pan.move_food_obj"

sort="movable"/>

135 <varDeclaration name="mpfmc_into_pan.move_food_from"

sort="container"/>

136 <varDeclaration name="mpfmc_into_pan.move_food_to"

sort="container"/>

137 </taskNode>

138 <taskNode name="mpfmc_context_container" taskRef="

set_context">

139 <varDeclaration name="mpfmc_context_container.

scxt_obj" sort="resource"/>

140 <varDeclaration name="mpfmc_context_container.

scxt_cxt" sort="context"/>

141 </taskNode>

142 <taskNode name="mpfmc_context_food" taskRef="

set_context">

143 <varDeclaration name="mpfmc_context_food.scxt_obj"

sort="resource"/>

144 <varDeclaration name="mpfmc_context_food.scxt_cxt"

sort="context"/>

145 </taskNode>

146 <taskNode name="mpfmc_context_tool" taskRef="

set_context">

147 <varDeclaration name="mpfmc_context_tool.scxt_obj"

sort="resource"/>

148 <varDeclaration name="mpfmc_context_tool.scxt_cxt"

sort="context"/>

149 </taskNode>

150 <taskNode name="mpfmc_flip" taskRef="use_tool">

151 <varDeclaration name="mpfmc_flip.use_tool_tool" sort

="tool"/>

152 <varDeclaration name="mpfmc_flip.use_tool_on" sort="

container"/>

153 </taskNode>

154 <taskNode name="mpfmc_onto_hotplate" taskRef="

move_container">

155 <varDeclaration name="mpfmc_onto_hotplate.

move_container_obj" sort="container"/>

156 <varDeclaration name="mpfmc_onto_hotplate.

move_container_from" sort="non_storage"/>

157 <varDeclaration name="mpfmc_onto_hotplate.

move_container_to" sort="non_storage"/>

158 </taskNode>

159 <orderingConstraint predecessor="mpfmc_context_tool"

successor="mpfmc_flip"/>
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160 <orderingConstraint predecessor="

mpfmc_context_container" successor="mpfmc_into_pan

"/>

161 <orderingConstraint predecessor="mpfmc_context_food"

successor="mpfmc_into_pan"/>

162 <orderingConstraint predecessor="mpfmc_into_pan"

successor="mpfmc_flip"/>

163 <orderingConstraint predecessor="mpfmc_onto_hotplate"

successor="mpfmc_into_pan"/>

164 <valueRestriction type="eq" variable="

method_procedure_fry.p_fry_container">

165 <variable name="mpfmc_into_pan.move_food_to"/>

166 </valueRestriction>

167 <valueRestriction type="eq" variable="

mpfmc_context_container.scxt_obj">

168 <variable name="method_procedure_fry.p_fry_container

"/>

169 </valueRestriction>

170 <valueRestriction type="eq" variable="

method_procedure_fry.p_fry_cxt">

171 <variable name="mpfmc_context_container.scxt_cxt"/>

172 </valueRestriction>

173 <valueRestriction type="eq" variable="

method_procedure_fry.p_fry_food">

174 <variable name="mpfmc_into_pan.move_food_obj"/>

175 </valueRestriction>

176 <valueRestriction type="eq" variable="

mpfmc_context_container.scxt_obj">

177 <variable name="method_procedure_fry.p_fry_container

"/>

178 </valueRestriction>

179 <valueRestriction type="eq" variable="

mpfmc_context_food.scxt_cxt">

180 <variable name="method_procedure_fry.p_fry_cxt"/>

181 </valueRestriction>

182 <valueRestriction type="eq" variable="

mpfmc_context_food.scxt_obj">

183 <variable name="method_procedure_fry.p_fry_food"/>

184 </valueRestriction>

185 <valueRestriction type="eq" variable="

method_procedure_fry.p_fry_cxt">

186 <variable name="mpfmc_context_tool.scxt_cxt"/>

187 </valueRestriction>

188 <valueRestriction type="eq" variable="

method_procedure_fry.p_fry_tool">

189 <variable name="mpfmc_flip.use_tool_tool"/>

190 </valueRestriction>

191 </methodDeclaration>

192

193 <!-- ... -->

194

195 </domainModel>

Listing 6.3 Excerpt of the planning domain for AS "Prepare an unexpected dinner.”
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Chapter 7

Privacy & Trust in Ambient Intelligence
Environments

B. Könings, B. Wiedersheim, and M. Weber

Abstract Privacy and trust are critical factors for the acceptance and success of next
generation ambient intelligence environments. Those environments often act au-
tonomously to support a user’s activity based on context information gathered from
ubiquitous sensors. The autonomous nature, their accessibility to large amounts of
personal information, and the fact that actuators and sensors are invisibly embedded
in such environments, raise several privacy issues for participants. Those issues need
to be addressed by adequate mechanisms for privacy protection and trust establish-
ment. In this chapter, we provide an overview of existing privacy enhancing tech-
nologies (PETs) in the area of ambient intelligence environments and present the
ATRACO approach to achieve privacy within those environments. Further, we will
discuss how computational trust mechanisms and social trust aspects can be utilized
to support privacy protection and the establishment of trust between system compo-
nents and between the system and participants. After describing the integration of
these mechanisms in the overall system architecture of ATRACO, we conclude by
giving an outlook on future directions in this area.
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7.1 Introduction

The field of Ambient Intelligence (AmI), or ubiquitous computing, has been the fo-
cus of much research in the last decades. New technological solutions emerging
from this research area offer great opportunities for a large number of new appli-
cations ranging from assisted or daily living systems, entertainment systems, to in-
telligent transportation systems. Such systems will be invisibly embedded into our
everyday environments through a pervasive transparent infrastructure consisting of
a multitude of sensors, actuators, processors and networks. The interplay of those
components allows the system to support, interact with and adapt to individuals in a
seamless and unobtrusive way.

However, in order to allow such a high flexibility, support and adaptation, AmI
systems require a large amount of information, such as real-time data gathered from
ubiquitous sensors, personal user information, and the ability to intervene in the
user’s physical environment. These requirements raise several issues regarding pri-
vacy and trust which need to be addressed in order to satisfy user needs and accep-
tance. Mechanisms to achieve these goals include trust establishment and privacy

enhancing technologies (PETs). The system itself should be trustworthy to the user
and the user should be able to control the system in any privacy relevant situation.

In this chapter, we first discuss the state of the art in privacy enhancing tech-
nologies and trust establishment mechanisms in the context of ambient intelligence
environments. We then discuss the different forms of privacy and trust in our context
in Section 7.3. Sections 7.4 and 7.5 present how these forms of privacy and trust are
achieved and integrated in the overall ATRACO architecture. After the conclusion
in Section 7.6, we suggest some future directions in this area and propose further
readings in Section 7.7.

7.2 Related Work

AmI environments have been the focus of several research in the last decades [60,
18, 5]. However, privacy and trust issues have often been neglected and research
addressing those issues started to emerge only in the last few years [11, 38]. We
will give an overview of existing work in privacy protection and trust establishment
mechanisms in general, and for AmI environments in particular after discussing
common definitions for privacy and trust.

7.2.1 Definitions of Privacy

As there is no universally accepted definition of privacy, the formulation of an ade-
quate definition is one of the most intractable problems in privacy research. Besides
hundreds of existing definitions one of the oldest and most cited still remains in-
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fluential: Samuel Warren and Louis Brandeis’s 1890 declaration of privacy as the
“right of an individual to be let alone” [59]. This traditional way of understanding
privacy can also be described as “a state in which one is not observed or disturbed

by others” [58].
However, most of today’s common definitions and understandings of privacy in

the context of information technology are based on Westin’s definition from 1967.
Westin defined privacy as “the claim of individuals, groups or institutions to de-

termine for themselves when, how, and to what extent information about them is

communicated to others” [61]. This definition is often referred to as Information

Privacy.
One definition including both former privacy aspects was made by Philosopher

Sissela Bok [12] who defined privacy as “the condition of being protected from

unwanted access by others – either physical access, personal information, or atten-

tion.”

Also Robert Ellis Smith [53] covers the former privacy aspects in his definition
of privacy as “the desire by each of us for physical space where we can be free of

interruption, intrusion, embarrassment, or accountability and the attempt to control

the time and manner of disclosures of personal information about ourselves.”

Based on these definitions we will discuss privacy classifications in the context
of AmI environments in Section 7.3.1.

7.2.2 Definitions of Trust

Although trust is a common concept, on which we rely in our everyday life, it still
remains hard to define. Like privacy, the term trust has a huge definitional diversity,
which often leads to more confusion than to a better understanding of the term. As a
consequence, some researchers argue that their “purposes may be better served . . . if

they focus on specific components of trust rather than the generalized case” [42].
Nevertheless, there is a set of trust properties, which are commonly recognized

among most trust researchers in the context of information technologies. They agree
that trust is subjective, asymmetric, context- and situation-dependent, dynamic and

non-monotonic, and not transitive [41, 1].
Some of these properties are reflected by one of the most adopted definitions of

trust by sociologist Diego Gambetta [24]: “trust is a particular level of the subjec-

tive probability with which an agent assesses that another agent or group of agents

will perform a particular action, both before he can monitor such action . . . and in

a context in which it affects his own action.”

Depending on the environment in which trust is specified, it can be considered
as a composition of different attributes like reliability, dependability, honesty, truth-

fulness, security, competence, and timeliness. Utilizing these attributes, Grandison
and Sloman [27] define trust as “the firm belief in the competence of an entity to act

dependably, securely, and reliably within a specified context”.
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Chopra and Wallace [17] tried to find a common denominator of various defini-
tions and argued that an integrated definition of trust consists of at least three ele-
ments. A trustee to whom trust is directed, confidence that the trust will be upheld,
and a willingness to act on that confidence. Based on these elements they define trust
as “the willingness to rely on a specific other, based on confidence that one’s trust

will lead to positive outcomes”.
Further, trustworthiness of an entity can be interpreted as a level of trust, that

could be established over time by monitored information. Therefore, “trust can

be seen as a complex predictor of the entity’s future behavior based on past evi-

dence” [50].
Although the given definitions do not explicitly use the term risk in their formu-

lation, the inclusion of risk is implied by most definitions in terms of uncertainty and
negative outcomes if trust assessment fails. Thus, most researchers agree that trust
is inherently related to risk but often fail to understand the precise relation between
the two notions [54, 40].

7.2.3 Privacy in Smart Environments

In general Privacy protection mechanisms can be divided into the four main cate-
gories of regulatory strategies, policy matching, prevention & control and detection.
Mechanisms belonging to the last three categories are often referred to as privacy en-

hancing technologies (PETs). Even though some of the PETs discussed below were
not primarily designed for AmI environments, they provide important approaches
which can be further extended to create new AmI privacy solutions.

7.2.3.1 Regulatory Strategies

Regulatory strategies refer to governmental rules on the use of personal informa-
tion. Because individual privacy claims often differ in several ways, it is important
to find general principles for privacy protection that fit to the most common require-
ments. Those principles can be used to expand voluntary agreements or regulations
enforced by law, but can also serve as important input for the design process of AmI
systems and the subsequent treatment of personal information in such systems.

The most famous principles relating to information privacy are listed in the Or-

ganization for Economic Cooperation and Development (OECD) guidelines on the
protection of privacy and transborder flows of personal data [44]. The guidelines
state eight principles for the protection of privacy together with numerous other and
similar sets of privacy protecting rules. The four core principles are:

1. Collection Limitation Principle: There should be limits to the collection of
personal data and any such data should be obtained by lawful and fair means
and, where appropriate, with the knowledge or consent of the data subject.
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2. Data Quality Principle: Personal data should be relevant to the purposes for
which they are to be used and, to the extent necessary for those purposes, should
be accurate, complete and kept up-to-date.

3. Purpose Specification Principle: The purposes for which personal data are
collected should be specified not later than at the time of data collection and the
subsequent use limited to the fulfillment of those purposes or such others as are
not incompatible with those purposes and as are specified on each occasion of
change of purpose.

4. Use Limitation Principle: Personal data should not be disclosed, made avail-
able or otherwise used for purposes other than those specified in accordance
with the Purpose Specification principle except:

a. with the consent of the data subject; or
b. by the authority of law.

These four principles contain the essence of privacy protection whereas the re-
maining four describe procedural aspects. The fundamental role of these principles
is reflected by the fact that they were adopted for many international privacy regula-
tions, including the EU Data Protection Directive 95/46/EC [23] and the Canadian
PIPEDA law [14].

However, the OECD guidelines as well as similar existing regulations often are
in conflict with common AmI characteristics. For example, the principle of limita-
tion and purpose specification of data collection are conflicting with the active, per-
vasive and continuous collection of data in AmI environments. Privacy enhancing
technologies which try to enforce existing guidelines are therefore often a trade-off
between privacy, and benefit or usability of the AmI system.

7.2.3.2 Policy Matching

Policy matching techniques try to minimize privacy risks by specifying and match-
ing user privacy policies with involved service provider policies. The most common
policy languages of that kind are the Platform for Privacy Preferences (P3P) [19],
the Enterprise Privacy Authorization Language (EPAL) [4] and the eXtensible Ac-

cess Control Markup Language (XACML) [26], which are XML-based languages
to support the definition and enforcement of privacy policies and obligations. The
main drawback of privacy policy systems is that they generally cannot enforce pri-
vacy and instead rely on trustworthiness and regulatory pressures to ensure policy
compliant behavior.

7.2.3.3 Prevention & Control

Prevention and control mechanisms seek to prevent misuse of personal information
by adapting information in several dimensions or by avoiding privacy-critical oper-
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ations or access. Such mechanisms include pseudonymization [16], obfuscation [62]
or access control [43].

Pseudonymization and obfuscation techniques gained popularity in the area of lo-
cation privacy, which was one of the first privacy concerns raised by ubiquitous com-
puting [60]. As mobile devices with integrated GPS-receivers are becoming more
and more ubiquitous, location privacy has attracted considerable research in the last
decades [21, 35]. Beresford and Stajano [7] employ mix zones and anonymity sets
to analyze location privacy. They propose to use changing pseudonyms instead of
unique identifiers to prevent tracking of users. Gruteser and Grunwald [28] applied
the concept of k-anonymity to location privacy. Instead of pseudonymously report-
ing exact location information, a person reports a region containing k-1 other per-
sons. This way k-anonymity provides privacy protection by guaranteeing that each
released record of an individual cannot be distinguished from records of at least k-1
other individuals. The larger the value of k, the greater the implied privacy since
no individual can be identified through linking attacks with probability exceeding
1/k. Duckham and Kulik [20] propose the use of obfuscation, that is decreasing the
accuracy of exchanged personal information to the minimum, needed by a service
provider in order to provide the required service. A simple solution is giving a more
general location, e.g., only the street or city instead of detailed coordinates.

Also several architectures for privacy protection and control in ubiquitous envi-
ronments have been proposed in the last decades. Hong and Landay [29] proposed
Confab, a privacy-aware architecture for ubiquitous computing. Confab uses the
concept of information spaces by Jiang et al. [30] in combination with in- and out-
filters to manage the flow of context information about a person. Langheinrich [36]
discussed how privacy guidelines, similar to the OECD guidelines, can be adapted to
ubiquitous computing scenarios. He pointed out six principles, which he followed
to design the privacy awareness system PawS [37] in order to address third party
data collection in smart environments.

7.2.3.4 Detection

Detection mechanisms try to identify and penalize privacy violators. A system for
privacy violation detection continuously monitors access to personal data and de-
tects misuse or abnormal behavior.

PRIVDAM [8] is a data mining based architecture for privacy violation detection
and monitoring. The system attempts to detect possible privacy violations based on
network characteristics and seeks to prevent them in the future.

An et al. [3] propose to use Bayesian network-based methods to detect insider
privacy intrusion in database systems. The advantage of Bayesian networks is that
they can effectively deal with uncertainties involved in the activities of database
operations.

Ortmann et al. [45] discuss the idea of modeling information flow graphs to iden-
tify directly and indirectly available data in a pervasive system and link them to the
sources of the raw input data. The graphs can be used to determine which informa-
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tion or data sources need to be disabled to hide forbidden information and adapt the
modeled system to given privacy requirements.

7.2.4 Trust in Smart Environments

As introduced in Section 7.2.2, the concept of trust may be used in interactions for
estimating the future behavior of an interacting entity. Trust allows people to deal
with uncertainty and assess risk in uncertain interactions or situations.

In social interactions, trust can be established based on personal assessments,
experience or reputation. In the context of AmI environments and IT-systems in
general, the establishment of trust is often based on the concept of computational

trust. Existing mechanisms and models for computational trust can be classified into
credential-based and reputation-based mechanisms [13, 34, 48].

7.2.4.1 Credential-based Trust

Credential-based computational trust refers to cryptographic solutions for estab-
lishing trust by obtaining and verifying credentials of an entity. These credentials
are usually issued in form of digital certificates by a trusted third party or cer-

tificate authority (CA). This approach is commonly used to authenticate identities
or memberships in Internet applications, often based on public key infrastructures

(PKIs) [47, 25]. A PKI is a hierarchically arrangement of digitally signed certificates
for assuring bindings of public keys to specific identities.

Based on this notion of trust, Blaze et al. [9] introduced the term trust manage-

ment, which involves the formulation of policies and credentials, determining satis-
faction of credentials to policies and deferring trust to third parties. They proposed
a simple language for specifying trusted actions and trust relationships, which was
used in their trust management system PolicyMaker [10]. Li et al. [39] combined
the strengths of role-based access control with similar trust management systems in
their RT framework to support delegation of role definition and role activations.

Lund et al. [40] view trust management as a particular form of risk management
with the same weaknesses but with a higher complexity and dynamic. In order to
account for evolution in risk and trust assessment, they distinguish between three
main scenarios: maintenance, before-after, and continuous-evolution. They focus
on understanding the impact of subjective trust on factual risks in each of these
scenarios.

7.2.4.2 Reputation-based Trust

Reputation-based trust establishment uses the history of an entity’s past behavior
or recommendations and experiences of third entities to compute a certain trust
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level [31]. Well known applications for reputation-based systems are electronic mar-
kets like eBay1 or Amazon2. The main challenge here is to find adequate trust met-
rics and models to support this kind of computation. One of the first attempts at
formalizing such trust metrics was made by Marsh [41]. His model was based on
linear equations and was further extended by Abdul-Rahman and Hailes [1] to ad-
dress trust in virtual communities.

Other approaches to compute trust and reputation values are based on the use of
probability theory [49], fuzzy logic [15], or the use of entropy [51]. Similar models
are adopted by distributed mechanisms for computing reputation values in peer-to-
peer networks [2, 32, 63, 56].

7.2.5 The Relation of Privacy and Trust

Most researchers agree that privacy and trust are two concepts which cannot be
addressed without respecting each other and often even depend on each other.

From the privacy point of view, trust in entities can be utilized as a policy re-
striction on which privacy decisions are based. For example, a person might want to
reveal his mobile number only to a trusted entity or to an entity of a certain level of
trust. In this context, trust is needed to deal with the risk, that privacy preferences
will not be respected by the other entity. For example, a person registering at a web
shop needs to trust that the shop owner will not forward any sensitive information
to third parties.

On the other hand, the verified use of well integrated privacy mechanisms can
support trust establishment. If a person knows that an online shop applies adequate
privacy mechanisms to protect sensitive user data, his trust in this shop will be higher
than without these guaranteed privacy protection mechanisms.

Some argue that privacy and trust are conflicting [50] and need to be balanced by
ensuring minimal trade of privacy for the required trust. This statement implies that
establishment of trust in an entity always comes with a degradation of its privacy,
which might be true if trust is solely established by gathering information about an
entity, as it is the case in most reputation based systems. Some research has been
done which tries to find solutions for this problem. Pavlov et al. [46] present three
protocols based on probabilistic schemes that allow partial privacy for feedback
providers in dezentralized reputation systems. Steinbrecher [57] proposed privacy-
respecting design options for centralized reputation systems. However, if trust es-
tablishment between two parties is based on assessing former interactions between
those parties, privacy is not necessarily affected.

1 http://www.ebay.com
2 http://www.amazon.com

http://www.ebay.com
http://www.amazon.com
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7.3 Classification of Privacy & Trust in ATRACO

In order to cope with all relevant aspects of privacy and trust in the context of
AmI environments we classify the terms into information privacy, territorial pri-

vacy, technical trust and social trust. These classifications will be discussed in Sec-
tion 7.3.1 and 7.3.2, respectively.

7.3.1 Privacy Classification

In ATRACO we distinguish between two forms of privacy, namely information pri-

vacy and territorial privacy as depicted in Figure 7.1. Information privacy refers to
the protection of personal information (or personal data) whereas territorial privacy
refers to the protection of private spaces (or territories). Some privacy classifica-
tions [22] also list bodily privacy and communication privacy as separate privacy
categories, whereas we consider them to be subcategories of information privacy
and territorial privacy.
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Fig. 7.1 Privacy classification in ATRACO: information privacy and territorial privacy.

7.3.1.1 Information Privacy

Information privacy refers to the definition of Westin [61] given in Section 7.2.1.
Thus, persons want to control “when, how, and to what extent information about
them is communicated to others”. In the context of AmI environments, this means
that any kind of sensitive information needs to be protected from unintentionally
leaving the borders of the surrounded AmI environment and needs to be protected
from unauthorized access of other entities. Thus, personal information must remain
at any time under full control of the user. Such information includes personal data

(e.g., pictures, e-mails, web history), personal properties (e.g., age, size, weight),
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personal preferences (e.g., favourite music, movies, fashion) or personal behavior

(e.g. doing what, when, how often).
Personal information can either be static (e.g., mails, pictures) or dynamic (e.g.,

location, activity) and can be collected directly (e.g., database access, physically
sensed) or indirectly (e.g., analytically derived, compositionally derived).

7.3.1.2 Territorial Privacy

While protecting information privacy is sufficient in the context of most common IT
domains, it is only one aspect of privacy protection in the context of AmI systems.
The pervasive nature of such systems equipped with multiple sensors, actuators and
computational devices, constitute a new facet of privacy protection, that we call
territorial privacy. Territorial privacy aims to satisfy a more traditional expectation
of privacy such as being in “a state in which one is not observed or disturbed by

others” [58].
In an AmI environment a user might be continuously observed by cameras, mi-

crophones or other sensors. Therefore, it is required that the user is able to control
whether or not an entity is allowed to observe him in a certain way. We call the
different ways of observation observation channels. For example, an entity receiv-
ing a live video stream of a user is connected by a visual observation channel. A
detailed discussion and formalization of this observation model is given in [33].
Further, the control of how other entities are allowed to disturb a user in his private
space is an important aspect of territorial privacy. The level of disturbance can be
either physical, e.g., if a person enters the room, or virtual. Virtual disturbances, for
instance, are undesired outputs of visual or acoustic signals or undesired initiations
of interactions. The goal of territorial privacy is to control all present observers and
disturbers. An example of a person with surrounding observers and disturbers is de-
picted in Figure 7.2. Desired observers and disturbers are separated from undesired
ones by the territorial privacy boundary.
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Fig. 7.2 A territorial privacy boundary with desired and undesired observers and disturbers.

One of the most important factors influencing territorial privacy decisions is the
user’s current context. The most obvious context information is the user’s current
location. But also other contextual constraints like time, activity, or user’s mood
need to be respected in order to address territorial privacy needs.
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7.3.2 Trust Classification

In order to realize a trustworthy AmI system, different forms of trust need to be ad-
dressed. We distinguish between technical trust in system components and devices,
and social trust in other persons (see Figure 7.3). The two forms will be discussed
in the following sections.
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Fig. 7.3 Trust classification in ATRACO: technical trust and social trust.

7.3.2.1 Technical Trust

An AmI system consists of several interacting software and hardware components
of different types. Technical trust refers to trust in these components with respect
to their intended functionality, reliability, and safety. These aspects are particularly
important in AmI environments with high flexibility and adaptivity of involved com-
ponents. This form of trust can be established by credential-based trust mechanisms
and PKIs. For example, a component can provide a certificate issued by the manu-
facturer’s CA. If the manufacturer CA is in a valid PKI path to a trusted root CA, the
device will be trusted in the current AmI environment. Including manufacturers in a
trusted PKI might depend on several factors, like quality guidelines or performance
and reliability assessments. This approach allows an initial binary trust assignment,
which can support the decision if a component should be used or not in a given
context.

Further, the use of digital signed certificates allows verification of several com-
ponent properties, which could be utilized for trust establishment. Thus, a certificate
might not only certify the device manufacturer, but also the place of origin, applica-
tion fields, or other device specific properties. This way different credentials can be
rated to achieve a more fine granular trust level assessment.

To further enhance trust assessment in terms of dynamic establishment and adap-
tations, we propose to combine credential-based mechanisms with reputation-based
mechanisms, as depicted in Figure 7.4. For example, a new component of an un-



238 B. Könings, B. Wiedersheim, and M. Weber

 !"#$%"&'( )*+ (&++!++,!$ 

 !"
#$%&'&()*&+,

-&,)%./*%01*
)11$112$,*

2+,&*+%&,3/),4/%$50*)*&+,/2),)3$2$,*
0,*%01*$4*%01*$4

%$50*)*&+,6-)1$4/*%01*/7$#$7
%$'&,$2$,*- .
*%01*/7$#$7

&,*$3%)*&+,
),4/01)3$

Fig. 7.4 Technical trust assessment process combining credential-based and reputation-based trust
establishment.

known manufacturer will be classified as untrusted when it initially appears in an
AmI environment. The operations and interactions of the component will be con-
tinuously monitored to dynamically assess the device’s proper functioning and re-
liability. The results of this monitoring phase will be fed to a central database in
order to collaboratively collect and receive monitored information about a specific
component. On the one hand, the creation of such a reputation database will ease
the trust assessment of components, which are not certified by a trusted CA. On the
other hand, trust of properly certified components could further be refined, for ex-
ample decreased if the reputation database reports unreliable behavior for the given
component.

7.3.2.2 Social Trust

Social trust refers to the way human beings perceive and understand the notion of
trust in social interactions and social relationships. As AmI environments are not
always single-user oriented, social trust needs to be respected whenever a system
component is involved in multi-user situations. In this context, we focus on the es-
tablishment of trust groups, which represent a group of individuals with the same
level of assigned trust. The concept of trust groups addresses the problem of defin-
ing specific trust levels. Approaches for computing such specific levels of trust need
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to map real life trust to a given computational metric. The problem is to find metrics
that are flexible enough to model the dynamic and context dependent trust percep-
tion of real persons. Trust groups avoid the need of specifying those metrics and
specific trust levels by providing an adequate abstraction layer for user-oriented
trust management.

We propose to have several predefined trust groups, which could be further re-
fined and rearranged by a user. Those groups refer to common social groups, namely
family, friends, and colleagues. By default a trust group will not have assigned a spe-
cific trust level. Trust will be implied by specifying specific access policies either for
personal information that utilize trust for privacy protection, or for control instances
of a personal AmI environment. For example, a home AmI system which controls
the heating or light levels should be accessible only by family members.

7.4 Privacy in ATRACO

The ATRACO approach aims to realize the concepts of an AmI system by ad-
dressing heterogeneity of artifacts, system transparency, discovery & management
of various artifacts, and autonomous behavior of learning agents. ATRACO uses
a Service-Oriented Architecture (SOA) at the resource level to support numerous
devices and sensors, and at the system level to support AmI applications. Sev-
eral agents complement the SOA infrastructure by providing high level adaptation
to a user’s task. ATRACO agents support adaptive planning, task realization and
enhanced human computer interaction. The concept of ontologies is used to ad-
dress the semantic heterogeneity that arises in AmI environments. The instantia-
tion of agents to support a specific user task is based on the concept of Activity

Spheres (AS). An AS is the utilization of knowledge, services and other resources
required to realize an individual user goal within ATRACO. A more detailed dis-
cussion of the ATRACO core concepts and architecture is given in Section 1.3.

Our basic approach to privacy enforcement in ATRACO is based on policy
matching and access control mechanisms. All privacy relevant functionalities and
components are encapsulated within the Privacy Manager (PM). The integration of
the PM within the overall architecture and its interaction with other system compo-
nents is discussed in Section 7.4.3.

7.4.1 Privacy Requirements

Most of the discussed PETs in Section 7.2.3 only focus on a small part of privacy
protection in the context of AmI environments and in most cases address only in-
formation privacy aspects. As a consequence, we need to find solutions which are
widely applicable by combining policy matching techniques with adequate policy
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enforcement mechanisms. In addition, a comprehensive privacy solution needs to
respect and address territorial privacy aspects as well.

Another fundamental requirement for privacy in AmI environments is the depen-
dence on contextual information, e.g., location, activity, or presence of other per-
sons. Furthermore, users prefer to rely on context instead of setting access control
policies on specific content [52]. This aspect must be taken into consideration when
developing policies and enforcement techniques as it leads to the need of dynamic
adaptation of privacy policies or enforcement. In addition, privacy protection needs
to respect given user preferences and trust in involved devices or other persons.

Previous studies [29, 6] have shown that the deployment of adequate feedback
and control mechanisms is an essential requirement for the user acceptance of pri-
vacy systems. This fact needs to be respected in the design process of privacy solu-
tions as well.

Taking all previous aspects into consideration we identified the following privacy
requirements in ATRACO:

• Privacy protection must depend on user privacy preferences, trust, and context.
• User privacy preferences must be represented as privacy policy ontologies.
• Privacy protection must be deployed in an activity sphere when sensitive data is

requested, or when the user wants to reduce observations or disturbances.
• A user should have the option to be aware of any event relating to privacy.

7.4.2 Privacy Policy Ontologies

In general a Privacy Policy Ontology (PPO) describes how, under which conditions,
and in which context an entity is allowed to handle personal information or is al-
lowed to participate in a user’s activity. In the case of information privacy, policies
need to be specified on the user side as privacy preferences, and on the receiver
side as privacy obligations in order to allow a matching between the two parties.
The policies of receivers (e.g., persons, web services, but also system components)
can either be specified as policies in PPO representation or in a different policy lan-
guage, like P3P [19]. For the latter case, a policy wrapper translates such policy
languages into PPO representation.

We distinguish between Information Privacy Policies (IPPs) and Territorial Pri-

vacy Policies (TPPs). The key attributes of an IPP are information item (the infor-
mation to apply the policy to), purpose (what is allowed to be done with the infor-
mation), recipient (who is allowed to use the information), retention (how long can
the information be used/stored), and context (further access constraints).

A TPP consists of the key attributes territory (the space to apply the policy to,
explicitly identified by a location, or implicitly by an activity), participant (the en-
tity which is allowed to observe or disturb the user), observation type (the allowed
observation channel, declared by sensor types), disturbance type (the allowed type
of intervention), and context (further access constraints).
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For both IPP and TPP a default deny-all rule is assumed. Therefore, any access
to information or territories must be explicitly granted by either a IPP or TPP, re-
spectively.

In the ATRACO prototype we implemented policies as part of the User Pro-

file Ontology (UPO). Each policy is an individual of one of the two class types:
InformationPrivacyPolicy or TerritorialPrivacyPolicy. Poli-
cies of the first type may permit access to specific private information, indicated
by the object property canUse, for different entities via the permitsAccess
object property. If access to private information should be granted only for spe-
cific actions, a policy can specify the allowsAction object property. In addition,
time constraints can be specified with the data properties hasStartDate and
hasEndDate to limit the usage of private information to a predefined time inter-
val. Figure 7.5 shows a simplified example of an IPP, granting Bob access to view a
picture for a time period of one year.
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Fig. 7.5 Example of a Privacy Policy Ontology.

7.4.3 Privacy Manager

In ATRACO, all privacy components are encapsulated in the Privacy Manager which
consists of the Policy Processing Engine (PPE), the Information Privacy Controller

(IPC), the Territorial Privacy Controller (TPC) and the Feedback & Control Com-

ponent (FCC). Figure 7.6 provides an overview of the main components of the AT-
RACO privacy architecture and its interactions with the Sphere Manager (SM), On-

tology Manager (OM), Interaction Agents (IAs), and Trust Manager (TM).
The SM is responsible for initializing or dissolving an Activity Sphere (AS) with

its associated resources for a specific user goal. The SM acts as an event service
to other components of the AS. It monitors the execution of the task workflow and
adapts the composition of resources in case of any conflicts, such as failing devices
or other exceptions. For a detailed description of the SM see Section 1.3.



242 B. Könings, B. Wiedersheim, and M. Weber

The OM is responsible for managing the sphere ontology and responds to on-
tology queries of other components. Ontologies provide a central knowledge base
for properties, state and context information as well as user preferences. The most
privacy relevant ontology is the User Profile Ontology (UPO), which contains user
preferences, user properties and other personal related information. The manage-
ment of ontologies is discussed in Section 3.3.

Several IAs offer multimodal services for user interaction. In order to provide
smooth interaction, IAs use distributed multimodal interaction widgets which adapt
to the user’s context. Therefore, the user interaction can be distributed among avail-
able modalities and devices at runtime. For more information about the ATRACO
IAs see Section 5.3. The interaction between PM and IA is managed by the Inter-

action Agent Controller (IAC) which is part of the PM as well as of the TM, and
provides shared functionalities for controlling and event handling of the IA. The TM
will be discussed in detail in Section 7.5.2.
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Fig. 7.6 Integration of the Privacy Manager.

The Privacy Manager serves as a privacy interface for other components in the
ATRACO architecture. Whenever a privacy relevant event occurs, such as a query of
personal information, a territory access request, or context change, the PM requests
related policies and contextual information from the OM. The Policy Processing
Engine (PPE) uses this information to perform policy reasoning and provides the
results to the corresponding privacy controller, which will perform further privacy
enhancing mechanisms based on the results. If any conflict occurs during this rea-
soning process, the PPE can trigger the IA via the FCC and IAC in order to ask the
user for a conflict resolution, such as modifying policies or adding policy excep-
tions. Furthermore, the FCC provides a user interface for controlling and modifying
privacy settings that are stored as part of the User Profile Ontology. The interplay
and role of privacy controllers (IPC and TPC) is described below, along with a dis-
cussion of potential privacy affecting events.
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Queries of Personal Information: The main knowledge base for personal infor-
mation is the User Profile Ontology (UPO). In order to ensure information pri-
vacy, the OM triggers the PM to validate queries on ontologies, in particular
on the UPO. The privacy validation will be handled by the PPE, involving the
requester ID, associated policies, and current context. Based on the validation
result the Information Privacy Controller (IPC) will grant or deny access to the
query results. Optionally, the IPC can perform obfuscation and pseudonymiza-
tion techniques to further enhance privacy or react to policy conflicts.
A special case occurs whenever IAs request personal information. The IPC then
checks if any other persons are located inside the user’s sphere by querying the
OM. If this is the case, the IPC uses the IA’s ontology to determine the presenta-
tion modality for the information and whether it is accessible by other persons.
If the presentation is accessible by other persons, for example a large screen
display, the PPE checks the related policies as described above. On a deny deci-
sion, the IPC may either retain the personal information or adapt the interaction
modalities of the IA via the IAC to ensure that unauthorized access to personal
information is prevented.

Territory Access Requests: The Territorial Privacy Controller (TPC) performs
territorial access control in order to protect territorial privacy whenever external
entities attempt to join the user’s sphere. Access requests are forwarded by the
SM. An access request may ask either for an observation or disturbance. Obser-
vation access is requested when an entity attempts to receive sensed user data, for
example via a camera or microphone. A disturbance access is requested when-
ever an entity attempts to pass the physical borders (e.g. enters a room) or wants
to actively intervene in the user’s territory, for example, by acoustic or visual
output, or by initiating interactions. Access decisions are based on the associated
policies, which are validated by the PPE. In addition, access decisions can re-
spect the current trust state of a device which is provided by the TM. This will
be discussed further in Section 7.5.2.1.

Contextual Changes: Contextual changes, such as an activity change, a location
change or a newly arrived person, are reflected as events by the SM. Whenever
such an event occurs, the IPC and TPC perform appropriate privacy measures.
In the case of a new person, the IPC checks whether personal information is cur-
rently presented by any interaction modality the new person would have access
to. This information is obtained either from the interaction ontology or directly
from the interaction agent. If so, the IPC may again adapt the interaction modal-
ities via the IAC based on the policy reasoning results of the PPE, as described
above. In case of activity or location changes, the TPC checks if any device or
remote entity is currently observing or disturbing the user in his new territory.
This process is analogous to the IPC’s operation, in that the PPE validates the
associated privacy policies. Based on the results, the TPC will exclude the unde-
sired observing and disturbing entities by switching off relevant sensors or active
devices, respectively.



244 B. Könings, B. Wiedersheim, and M. Weber

7.4.4 Prototype Evaluation

A prototype of the overall ATRACO architecture has been deployed and evaluated
at the University of Essex in its iSpace laboratory, a real world testbed for home
technology. A first evaluation of the ATRACO privacy components was performed
as part of a user test during the project’s second year. The next section briefly de-
scribes the privacy relevant scenario and results.

7.4.4.1 Scenario

A participant, Alice, sits on the sofa at home. The system asks Alice if she wants
to look at holiday pictures on the TV. Alice accepts and the slideshow starts. Some
of the pictures have been marked as private, i.e., only accessible to the owner. After
a couple of minutes a guest arrives at the front door. The system informs Alice
that “Bob has arrived” and asks “would you like him to enter?”. The participant
responds by saying “Yes”. The door opens and as Bob enters the private pictures are
seamlessly excluded from the slideshow.

7.4.4.2 User Reactions

The service of automatically hiding private information in presence of other per-
sons was generally accepted by the participants. However, participants were more
concerned about the ability to control the system. In situations where the user felt
out of control, reactions to the system were mostly negative. In some cases, partici-
pants were comfortable with the system initiating interactions, such as when a guest
arrives at the door. However, in other cases, it was regarded as an invasion of per-
sonal space, for example, when participants were asked if they would like to look
at some pictures. Perceptions of control may also be influenced by the channel of
interaction. Voice interactions appeared to imply the existence of a separate social
presence which could lead to a feeling that the personal space has been invaded.
Also mood changes could have an impact on the way a user would prefer to inter-
act with the system. These early results show that privacy concerns of participants
in AmI environments often involve territorial privacy aspects, such as the fear of
losing control, the perception of privacy invasion, or particular forms of interaction.
These aspects are covered by our privacy architecture and will be further integrated
in the prototype’s interaction behavior for further evaluation.

7.5 Trust in ATRACO

Trust in ATRACO is comprised of technical trust and social trust, as described in
Section 7.3.2. This section discusses the main requirements for building these two
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forms of trust in an AmI environment and then describes how this is achieved in the
context of ATRACO by the Trust Manager component.

7.5.1 Trust Requirements

The consideration of trust in the context of AmI environments is an essential re-
quirement for the user acceptance in such systems. The high dynamic of available
devices as well as their autonomous nature make the establishment of technical trust
for those devices indispensable. A user relies on the technical functionalities of de-
vices in the environment and must therefore have the assurance that the devices are
trustworthy. In ATRACO we refer to a device as trustworthy in terms of reliability,
compatibility, intended functioning, and functioning without unwanted or even ma-
licious behavior. As a first step towards such trustworthiness, all available devices
need to be authenticated when they connect to an ATRACO activity sphere. In ad-
dition, the technical reliability and compatibility with the ATRACO environment
needs to be proven and certified by an ATRACO certificate authority which issues a
digital certificate to a valid device.

As certification allows only binary trust assessment, the process should be ex-
tended by reputation mechanisms. This allows finer trust assessment on the one
hand, and the establishment of trust for devices which do not own a certificate of
an ATRACO CA, on the other hand. The latest trust state of a device needs to be
respected by ATRACO when devices are used in an activity sphere. The trust state
should further influence device selection when more than one device of a specific
category is available. Assessed trust states of devices should be visible to an activity
sphere’s user in an intuitive way. Further, the user should be able to influence selec-
tion or usage of devices when trust states are not sufficient for automatic selection.

In addition to technical trust considerations, we need to consider social trust as-
sessment in ATRACO whenever an activity sphere includes more than one person.
This is essential to keep the control of an activity sphere completely to the owner.
Thus access to user interfaces which can influence the state of an activity sphere
need to be controlled. To achieve such access control, a user needs to be supported
in managing social trust groups and access control policies in an intuitive manner.

In summary, the following basic design requirements for realizing technical trust
and social trust in ATRACO were defined:

• Device binding and usage must depend on technical trust decisions.
• Technical trust should be provided in form of digital certificates and signatures.
• Monitoring and reputation mechanisms should be integrated to refine binary trust

assignments.
• A user should be aware of the trust states of active and involved components.
• social trust must be respected in multi-user scenarios.
• A user should be able to manage and control access policies and trust groups.
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7.5.2 Trust Manager

The Trust Manager (TM) is the central component for controlling and managing
trust decisions in ATRACO. The TM consists of the PKI Verifier, the Technical Trust

Controller (TTC), the Social Trust Controller (STC), the Monitoring and Reputa-

tion Component (MRC) and a Feedback & Control Component (FCC). Figure 7.7
provides an overview of the TM integration in the overall ATRACO architecture and
its interactions with the Sphere Manager (SM), Ontology Manager (OM), Interac-
tion Agent (IA), and Privacy Manager (PM). The interaction between TM and IA is
managed by the shared Interaction Agent Controller (IAC). The interplay of these
different components will be discussed for technical trust decisions and social trust
decisions, respectively.
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Fig. 7.7 Integration of the Trust Manager.

7.5.2.1 Technical Trust Decisions

Technical trust decisions are made by the TM whenever a new activity sphere starts
or a new component appears in an already running activity sphere. Upon the initial-
ization phase of an activity sphere, the SM requests a trust verification for relevant
components from the TM. Based on the computed trust states, the SM decides which
of the components can be used to create the new activity sphere. Thus an activity
sphere will always be created with the most trusted components. The SM will re-
quest the same trust verification if a new component appears in an already existing
activity sphere.
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The verification requests of the SM are processed by the TTC. First, the PKI-
Verifier verifies the provided certificate of the given component. A certificate con-
firms the validity of several properties of the component, such as unique identifier,
manufacturer, type, or serial number. In this way, the component is uniquely iden-
tifiable and can get assigned a reputation-based trust level by the MRC, even if the
certificate was signed by a CA, which is untrusted or unknown in the context of AT-
RACO. The MRC has a local database of monitored components, which stores sta-
tistical information needed to infer reputation metrics. This information includes the
number of failures or incorrect behavior as well as the duration of reliable function-
ing. The database can be further synchronized with an online repository to enable
collaborative reputation gathering.

In the case of a new device which is both rated as untrusted by the PKI-Verifier
and unable to get a trust level assigned by the MRC due to insufficient reputation
information, the TTC will use the FCC to involve the user. The user may decide to
use and monitor the new component in his current activity sphere, or to deny the
usage of the device. The FCC will receive this user decision from the Interaction
Agent Controller (IAC) which in turn will trigger the IA.

The current trust state of a device can further support access control decisions of
the PM for protecting territorial privacy.

7.5.2.2 Social Trust Decisions

A decision about social trust is needed whenever multi-user situations occur during
the lifetime of an activity sphere. These decisions primarily support privacy protec-
tion and mechanisms for access control of user interfaces needed to control activity
sphere components. As mentioned in Section 7.3.2 we adopted the concept of trust
groups to support the user in managing social trust preferences and, based on that, to
create appropriate access policies. Figure 7.8 shows a possible arrangement of trust
groups and access control policies, which are stored and provided as ontologies by
the OM. In order to ease the management of access control policies, controls are or-
ganized in different control domains, such as environment controls or entertainment

controls. In a similar way, sensitive information items can be organized in different
categories, for instance personal information or personal pictures.

The main task of the STC is locking or unlocking controls depending on social
trust settings. For instance, if Charlie (as depicted in Figure 7.8) is in physical range
of the heat control, the STC will lock it because Charlie is denied access to environ-
mental controls. For this scenario to work, the STC receives the location events of
persons who are present from the SM. In addition, the IA registers each user inter-
face belonging to a specific control domain via the IAC with the TM. Thus the STC
always knows the location of a control and can lock or unlock it depending on each
person’s location.

Another task of the STC is to find new members of existing trust groups or to
suggest new trust groups based on explicit user interactions. For instance, in Fig-
ure 7.8 Bob does not have access to personal information. If the user of the activity
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Fig. 7.8 Representation of trust groups and associated access control policies.

sphere is viewing personal information on a screen when Bob enters the room, the
information will be protected by the PM and thus disappear from the screen. How-
ever, if the user explicitly makes the information reappear in Bob’s presence, the
PM will create a new policy which grants Bob access to the information with the
context constraint that the user is present. Whenever a new policy is created in such
a way, the STC compares access policies of individuals with those of trust groups.
If the policies match to a specific threshold, the STC will suggest adding the person
to that group. In our example, Bob’s individual access policies will match those of
trust group friends. As a consequence, the STC will suggest making Bob a member
of the group friends.

7.6 Conclusions & Future Work

In this chapter we have discussed privacy and trust in the context of ambient intelli-
gence environments. We identified information privacy and territorial privacy as the
main privacy aspects in those environments. While information privacy has been the
dominating aspect of privacy research in recent years, next generation AmI environ-
ments raise new demand for the more traditional aspect of territorial privacy. The
privacy components presented here were designed to achieve both of these aspects
by respecting user preferences and contextual information.

We classified trust into aspects of technical trust and social trust, which need
to be addressed accordingly. The combination of credential-based and reputation-
based trust establishment mechanisms facilitates dynamic trust level assessment for
technical components. Social trust is addressed by the concept of trust groups with
support of implicit adaptation and creation of group arrangements.
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The proposed privacy and trust concepts were integrated in ATRACO in the form
of the Privacy Manager and Trust Manager components, respectively. The interplay
of these components with the overall ATRACO architecture allows the creation of
trustworthy and privacy preserving activity spheres.

There are still several research challenges and open issues, which need to be
solved in the future in order to achieve a comprehensive protection of privacy and
trust establishment in AmI environments. Our conceptual solution proposes the pro-
tection of territorial privacy by disabling observers and disturbers, e.g., an active
camera. However, even if this is possible in a user-controlled environment such
as the home, it drastically increases the complexity of the AmI system and raises
new problems. For example, a system which depends on active cameras to support
a user’s activity, will fail if cameras are suddenly disabled. Solutions need to be
found that address this issue by allowing a dynamic trade-off between privacy and
functionality. Further, in environments which are not under full control of the user,
e.g., in public environments, disabling of devices might not work at all. Therefore,
trustworthy privacy mechanisms need to be found that a user can rely on. The estab-
lishment of trust in those mechanisms will be a key requirement for their success.

The dynamic creation and adaptation of privacy policies and trust is another im-
portant area for future work. In ATRACO, policies and trust groups can be adapted
by explicit user interactions. However, an implicit adaptation depending on several
contextual information and constraints can further improve the reliability of adapta-
tion and provide a more fine-grained access control.

As AmI environments are becoming more and more reality in our everyday lives,
it is important to consider privacy and trust issues from the very beginning. If we
have to trade our privacy for the benefit we get out of those environments, their
successful establishment will likely fail.

7.7 Further readings

Marc Langheinrich presents a good overview of the privacy problem in ubiquitous
computing and existing approaches for protecting privacy in the book Ubiquitous

Computing Fundamentals [38].
A comprehensive discussion of privacy problems in the context of legislation and

a new taxonomy of privacy is provided by Daniel J. Solove in his book Understand-

ing Privacy [55].
Privacy International, the Electronic Privacy Information Center (EPIC) and the

Center for Media and Communications Studies (CMCS) provide an overview of
international privacy development in different states in their annual report Privacy

and Human Rights3.

3 http://www.privacyinternational.org/

Used icons in graphics from http://www.picol.org and http://www.pictoico.org

http://www.privacyinternational.org/
http://www.picol.org
http://www.pictoico.org
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Chapter 8

From scenarios to “free-play”: Evaluating the
user’s experience of ambient technologies in the
home

J. van Helvert and C. Wagner

Abstract The Ambient Intelligence (AmI) vision of interactive home environments
with embedded technologies that learn from our behaviour and provide services in
anticipation of our needs has been with us since the 1990’s. While the technical
knowledge and capability to realise the physical aspects of the vision is now within
our grasp, user involvement in developing and refining the concepts underlying this
new intimate relationship between humans and their technologies appears so far to
have been limited. This may, in part, be due to the very nature of the research and
innovation process, in that technical competence is often far ahead of the potential
users ability to envisage how such services could be usefully and affordably incor-
porated in their everyday lives. It is understandable therefore that user involvement
in the early stages of development may be seen as hindering innovation. Instead,
one approach has been to capture the user perspective in visionary scenarios, often
written by the researchers themselves. These are useful for elaborating the vision
and driving further technical innovation, however, they often assume an established
relationship between system and user and thus avoid more mundane issues such as
how the user might practically incorporate AmI technologies in his or her everyday
life today or in the near future. If we are to make the transition from future vision
to present reality we must at some point move away from the visionary scenario
and engage with users in the process of evolving our existing home environments
to incorporate practical and grounded AmI solutions. This chapter looks first at the
notion of user experience and options for the location of AmI evaluation studies
in general. It moves on to describe some of the key features of the Adaptive and
Trusted Ambient Ecologies (ATRACO) concept and prototype from the user per-
spective and proceeds to discuss related research. The second part of the chapter
describes a preliminary evaluation of ATRACO followed by a description of the
design for the participant oriented final study that draws on Dervin’s Sense-Making
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approach. The authors conclude that the user experience evaluation has significantly
contributed to the development of the ATRACO concepts in a way that ensures they
are relevant to everyday users.

8.1 Introduction

Our home environments have changed in the last 100 years. Take for example an
average British Victorian semi-detached home; while its character and solidity re-
main unchanged, the patterns of everyday life conducted within it have been revo-
lutionised by wave upon wave of technological innovation. If the house could talk
it would tell, for example, of the advent of domestic electricity bringing light and
home appliances, in turn liberating women from many domestic chores. It would tell
of the transformation of its fire places as sources of heat to central pieces of indoor
decoration, and the availability of hot water from the tap leading to the conversion of
a bedroom into an internal bathroom and the incorporation of the scullery (separate
room for washing dishes and cutlery) into the kitchen. It would tell of the arrival
of television and its influence on the time and attention of household members and
its effect on the fabric of the family life. It would note the appearance of the tele-
phone, connecting friends and relatives instantly from across the neighbourhood to
across the world; and towards the end of the 1990s, it would tell of the rise of the
internet and wireless networks, leading to computers in children’s bedrooms and the
conversion of the loft space to allow its occupants to work from home. Right now
the house is witnessing a revolution in personal relationships through on-line so-
cial networking and mobile connectivity, and new patterns of living resulting from
the convergence of devices, for example the streaming of media from the computer
to the living room TV. Given this continual process of technological transformation,
the unavoidable and exciting question is: what inventions, what technology and what
stories are in the pipeline for the next twenty years? How will the dynamic relation-
ship between space, lifestyle and technology continue to develop and importantly,
how can we steer technological innovation towards maximum benefit for the user?

Researchers in Ambient Intelligence (AmI) make it their aim to investigate and
explore the future potential of technology in and around the home by envisag-
ing spaces that will be sensitive and responsive to human presence and behaviour
through the use of networked sensors and microchips embedded in the fabric of the
built environment. Based on detailed private profiles we will carry with us, it is pre-
dicted these spaces will endeavour to know us personally, they will learn from our
patterns of activity, our likes and dislikes, our aims and desires, and seek to support
our needs [2, 17, 23].

Their predictions and visions stem from futuristic narrative scenarios, originating
in 1990s, that were generated by technologists who could see the potential of em-
bedded networked devices within the home. Their influence has been far-reaching,
galvanising research across disciplines such as ’electrical engineering, computer
science, industrial design, user interfaces and the cognitive sciences’ [1].
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Narrative scenarios are recognized as a valuable tool and a necessary part of
the research process. Based on storytelling, they have the ’power to create in our
minds an image of a world. . . so that we almost feel we are there. . . [They] bring
with them a wealth of context, mostly unwritten, from our shared culture. . . [and
provide] a frame of reference in which the reader can evaluate the story as a whole,
and make sense of its individual statements. . . Stories provide an internal logic – of
a sequence of events in time; of causality – which is valuable to engineering as it
permits, indeed encourages validation’ [3]. Scenarios are used extensively in design
and engineering to communicate new ideas, stimulate further research, guide user
evaluations and communicate with the public.

Used as a visionary tool in the field of AmI, they are also intended to align re-
sources, innovation focus and commercial interest in order to bring the dream into
reality. Therefore, it is appropriate to ask why, despite the technology being within
our grasp, do the scenarios for ambient intelligence in the home remain just out of
reach [2, 17, 16]?

One reason may be that the scenarios written by technical visionaries project a
landscape of future daily life that ordinary people do not identify with and find dif-
ficult to evaluate. Many scenarios assume an established relationship between the
system and user and avoid mundane issues such as how the user might practically
begin to incorporate the technologies into his or her current daily life routines. Also,
in contrast to the straightforward life enhancement offered, for example, by the tran-
sition from gas to electric lighting in the 1890’s (where some home owners were so
eager that they converted their houses long before the power supply was available
in their area [11]), the apparent benefits of ambient technologies in the home are
multiple, subtle and complex, at times addressing needs that we may have not yet
fully articulated to ourselves. Thus, scenarios that paint pictures of frequently all-
knowing systems, intervening in every aspect of daily life, can engender impressions
of powerlessness and subjugation. In short, it seems there is a disconnection between
the way potential users envisage their future home life and the technologists vision;
and while potential users are not captivated by a particular technological advance,
private investment, research and product development in that sector remains mini-
mal. This, in turn, can inhibit public interest and prevent the kind of self-fuelling
adoption we have seen with social networking.

Interestingly Alvin Toffler [20] identified this type of disconnection at a societal
level and termed it “Future Shock”. He explains the phenomenon in relation to the
more widely-used term “Culture Shock”:

Culture shock is the effect that immersion in a strange culture has on the unprepared vis-
itor. . . It is what happens when the familiar psychological cues that help an individual to
function in a society are suddenly withdrawn and replaced by new ones that are strange or
incomprehensible. . . Future shock is a time phenomenon, a product of the greatly acceler-
ated rate of change in society. It arises from the superimposition of a new culture on an old
one.It is culture shock in one’s own society. But its impact is far worse. . . most people are
grotesquely unprepared to cope with it.

If, as Toffler suggests, the man or woman in the street is ill prepared to cope with
the new world as envisaged in the AmI scenarios, then perhaps, there is a point
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at which we need to abandon the predictions and visions and acknowledge users
as stakeholders that are directly engaged in the co-creation and evaluation of these
new highly personalised environments. After all, as Rodden and Benford [18] point
out, the new smart home will evolve from our existing homes and the process will
necessarily involve ordinary people. If this is the case, we need new approaches to
evaluation that engage users and incorporate understanding of their existing living
patterns.

The concern of this chapter is to illustrate how the design of a user-centred eval-
uation of the Adaptive and Trusted Ambient Ecologies (ATRACO) prototype at-
tempts to address difficulties with scripted scenario based approaches that manage
and confine user response, by adopting an iterative process of co-creation that ac-
knowledges existing patterns of living and integrates the participant’s voice along-
side that of the researcher and/or technologist.

Specifically, this chapter looks first at the notion of user experience and, intrin-
sically related, at the options for the setting/location of AmI evaluation studies in
general. It moves on to describe some of the key features of ATRACO from the
user perspective in the context of user experience and proceeds to discuss related
research. The second part of the chapter describes the preliminary evaluation of AT-
RACO and its limitations followed by a review of the resulting, modified design for
the final, participant oriented study. Conclusions are drawn to close the chapter.

8.2 User Experience (UX) and study settings

Prototypes and demonstrators1 are the logical outputs from the technical AmI re-
search process. They provide not only the opportunity to test the technical feasibil-
ity of the concepts, designs, interoperation of components and usability of the inter-
face, but also the actual user experience : how the user feels about the system, it’s
acceptability, it’s ease of use and the level of comfort or satisfaction it induces [19].
User experience (UX) has become a strong theme in academic approaches to design
and evaluation; it goes beyond the efficient accomplishment of a single task with
a single system to consider multiple tasks and/or systems in a broader flow of in-
teraction emphasising the users’ perceptions of fulfilment [14, 19, 12, 21, 9]. It is
particularly relevant in the context of AmI system evaluation where the number of
possible choices presented to the individual user have increased ’to a level that no
longer allows evaluation of each individual option’ [1]. Add this to the high levels
of personalisation and adaptability/learning capabilities of AmI systems and it is
clear that traditional structured scenario or use case driven approaches that script or
predetermine the user’s path through the system are no longer adequate.

Law et al [13] suggest that as yet there is no consensus within the academic com-
munity on the nature and scope of UX , although ’most. . . agree that it is dynamic,
context-dependent and subjective.’ Hassenzahl in [9] defines experience as:

1 Prototypes and demonstrators in terms of AmI implementations such as intelligent homes or
ambient intelligent subsystems such as intelligent kitchens, intelligent offices etc.
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. . . an episode, a chunk of time that one went through – with sights and sounds, feelings and
thoughts, motives and actions; they are closely knitted together, stored in memory, labelled,
relived and communicated to others. An experience is a story, emerging from the dialogue
of a person with his or her world through action.

A “user” experience might be described similarly but the dialogue is between the
person and a system or device designed to serve a particular set of user needs. The
story that emerges is multidimensional, dependent not only on the usability and ef-
ficiency of the system but also a range of contextual factors such as past experience
and attitudes towards technology, cultural and personal beliefs/values and even pre-
vailing mood on the day and time of evaluation. It is difficult to reduce the story
to its constituent parts without losing essential information related to their intercon-
nectedness [9].

The importance of context in UX evaluation means the setting of the study is
likely to have an impact on the outcome. With regard to AmI in the home, nat-
uralistic household settings allow participants to align their experience with their
own everyday life patterns and thus give valuable accounts of what would or would
not work for them if they were living with the system on a daily basis. This could
mean using the technology in their own homes or alternatively in a simulated home
environment such as a “Smart Space” or “Living Lab”.

Genuine in-home field studies can be costly and problematic where systems are
designed to be embedded in the fabric of the building. Researcher observations in
the home can also raise privacy issues and multiple instances of a system located in
different participants’ homes can generate additional variations in the data. Alter-
natively, the Living Lab or Smart Space provides a single controlled environment
with embedded technologies such as networking and sensors that looks and feels
like a home. Such environments are research friendly while the familiarity of the
surroundings allows participants to relax and interact with the system in a relatively
natural way. The two phases of prototype evaluation discussed here, take place in
the setting of a Living Lab.

8.3 The User Experience within ATRACO

In order to further discuss approaches to evaluation is it necessary to provide some
further detail about ATRACO and how the user might experience it. As a Future
and Emerging Technology project, the focus of the research has been to develop
an underlying technical framework for the development of a symbiotic relationship
between the user and her/his home devices and services. It can be described as an
ambient ecology consisting of people, context-aware artefacts and digital commodi-
ties (e.g. services and content) that can be grouped together in what is referred to as
an Activity Sphere (AS), where each AS supports a particular type of user activity;
for example, cooking, relaxing, watching TV, etc. The components within each AS
are related with each other, and the purpose of a specific AS is to learn and adapt to
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support a user’s activity in a meaningful way; from simple co-operation to ’smart’,
or anticipatory behaviour.

From the perspective of the user, the ambient ecology is the space surrounding
and including her or him. It encompasses digital services and physical objects (TV,
computer, washing machine, music centre, home security etc.) as well as devices
such as sensors (temperature, light, location etc), touch screens and displays. Within
a specific AS, all members of the AS are interrelated via the medium of ATRACO
which interprets the conditions and activities in the space, and provides appropriate
services to the user according to their needs. As a simple example, when the user
wants to relax, ATRACO can pool all available relaxation options as part of “relax-
ation AS” (TV, music, games. . . ), put them on standby and activate them according
to the users preferences (e.g. favourite TV station, favourite relaxing music, most
played game and so on). The user can initiate any of the options via an integrated
interface that recognises several modalities of interaction such as physical controls
(e.g. dimmers, switches), voice and touch screen commands. Also, once an option
is selected, ATRACO makes appropriate changes to the environment to support the
activity, such as adjusting the lighting or opening/closing the curtains. Importantly
however, functionality within ATRACO is not scripted; in other words, while func-
tionality is made available, it is the user who decides what aspects to engage with
in the context of her/his current activity. For example, the lights or curtains are only
adjusted as part of a specific AS if ATRACO has previously learnt the user’s prefer-
ence to adopt this specific state (e.g. closed curtain during relaxation).

As such, the AS is a key concept of service delivery, it groups devices and ser-
vices dynamically according to the type of activity the user wants to perform. “Re-
lax” is one example of an AS, encompassing the appliances and services described
above. “Work” is another example; it could encompass a completely different set
of appliances and services or it could share some of the same. A sphere can be
associated with a particular space or geographical location; for example relaxation
might be centred around the couch or TV area of the living space, but it can also be
adapted to other locations. When a sphere is mobile, it adapts its services to the ap-
pliances/devices available in the particular space. For example, the bedroom might
not be equipped with a TV but may provide a radio which can be incorporated into
the ’Relax’ AS when executed in the bedroom. Similarly, adaptation occurs if a de-
vice in the ecology fails: ATRACO aims to continue to support the user activity by
transferring the roles adopted by a particular device to another device with com-
patible attributes. For example if the user is listening to a particular radio program
when the Hi-Fi fails, the system will locate the nearest available device able to emit
sound, such as the TV, switch it on and reroute the music to it so that the user can
continue the entertainment experience.

It is clear that the underlying framework of ATRACO would potentially allow for
a complex matrix of possibilities of interaction between the user, the services and the
devices that populate her/his space. At present this vision is in the process of being
partially realised in prototype form; some aspects will however remain conceptual.
Any evaluation will be required to address the acceptability of this abstract view as
well as the constituent parts embodied in the prototype. While there are a wide range
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of assessment approaches under the heading of UX , it is necessary to consider what
is relevant to the particular ATRACO context. .

8.4 Related Work: Assessing the UX of AmI

Considering approaches that have been used to asses AmI systems, several have fo-
cused on evaluating UX in terms of quality metrics. For example Wang et al [22]
consider user group experience in an AmI or Smart Museum setting and aim to
control context by classifying groups according to the relationships between the
individuals within them (homogeneous groups are assumed to have equal relation-
ships, heterogeneous groups are assumed to have unequal/hierarchical relationships
and loosely coupled groups are assumed to be strangers/no relationship). They pro-
pose a framework for the evaluation of group experiences using metrics such as user
rating (on a scale from one to ten) and duration of user attention in relation to group
classifications. They claim the framework can also be deployed in the evaluation of
home settings such as the “optimisation of family TV viewing”. While this is a use-
ful approach for systems that perform with a tightly defined set of services for users
in a group, it can be argued that it reduces real-world complexity to an extent that
cannot adequately represent the continually evolving and multi-dimensional user-
system relationship as it exists in a real world setting and as is partially incorporated
by ATRACO.

In a contrasting approach, Mourouzis et al [15] combine contextual and psy-
chological perspectives in a heuristic framework for evaluating UX in terms of the
extent to which an interactive product is user-oriented. They claim their approach is
suitable for diverse user groups such as those with different cultural backgrounds or
with different levels of physical ability. Their framework focuses on three groups of
metrics:

1. The characteristics of the user (gender, physical and cognitive abilities, lan-
guage, culture etc.).

2. The context of system use (tasks, social and environmental conditions).
3. The user’s behavioural situation, perceived usefulness and perceived ease of

use).

In addition, it incorporates the notion of progressive levels of usage from discov-
ering the product, through to exploring it at a high level to using it in depth for
specialised purposes. Although comprehensive in its recognition of many of salient
aspects of user experience , including a focus on both the internal state of the par-
ticipant and the context of use, the researchers’ choice of metrics/questions still
limits and controls the participant’s response, i.e. the full scope of the participant’s
perspective is lost. However, the concept of exploring how the user progresses or
becomes familiar with the system is highly relevant to the evaluation of AmI envi-
ronments and in particular to the learning and anticipatory elements of ATRACO. It
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shifts the focus of inquiry from the participant’s state after completing the experi-
ence to what happens in the process of moving through it.

Hole and Williams [10] are also concerned with what happens throughout the
process of user-system interaction. They use an Emotion Sampling Device (ESD)
which can be accessed by mobile phone or PDA to gather the participants’ emo-
tional responses each time they hit a positive or negative event during the period of
interaction with the system. Participants register their feelings by answering a set of
questions which are then analysed to identify the emotions experienced. According
to the authors, Emotion Sampling aims to provide insight into the ’hidden reasons
for users’ responses’; their ’love/hate/tolerate’ moments which the authors claim
can provide useful indications for improving specific aspects of a product or ser-
vice. This approach has a significant degree of participant orientation in that there
are no restrictions on the way the system is used and the participant is empowered
with identifying her/his own moments of emotional upheaval or salience. However,
in the context of the aims of this chapter, it can be argued that the approach is limited
as it is the researchers who define and categorise the actual emotion, not the partici-
pant. Additionally, the approach does not consider user characteristics or context of
use. It would therefore be used most appropriately in conjunction with other tech-
niques.

Ethnography is a research strategy used predominantly in Sociology and An-
thropology that has more recently been applied to aspects of user inquiry in both
academic and commercial technology research. It is concerned with a holistic un-
derstanding of the way groups of people live; their material, cultural and spiritual
practices. Koskela and Vaananen-Vainio-Mattila [12] use an ethnographic approach
to design and evaluate three prototype interfaces (for laptop, remote control and
mobile phone) to provide access to a range of standard smart devices (automated
curtains, status aware plant pots etc.). The process starts with a highly user-oriented
requirements elicitation phase involving contextual inquiry, home interviews that
identify people’s living patterns and focus groups within which participants are al-
lowed to choose options for the development of the User Interfaces (UIs). Outcomes
from the focus groups are also used to shape the evaluation study. The smart devices
with their prototype UIs are installed in an ordinary apartment. Following this, two
participants, selected for their neutral approach to new technology, are asked to live
in the space and use the interfaces as part of their normal patterns of living. The
authors study the participants’ device usage over a six month period by monitor-
ing their interactions with the UIs and conducting contextual interviews as well as
participatory walkthroughs. The study shows that incremental smart additions to ex-
isting home devices are welcomed by the participants; an outcome supporting the
argument that progress towards the AmI home will be evolutionary. It also reveals
additional requirements particularly with respect to tailoring UIs to different types of
activity patterns. Overall, this study demonstrates a high degree of user-orientation,
including elements of co-creation and the careful preparation of the prototypes to fit
into everyday life patterns, leading to a focussed and productive evaluation. How-
ever, the number of participants was small and the six months duration of the exper-
iments, while highly valuable, would be difficult to reproduce as a general approach
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as significant resources are required to sustain long term studies. Nevertheless, we
feel that the inquiry into existing living patterns is of particular relevance to AT-
RACO as the concept of Activity Spheres is intended to support natural behaviour
in the home.

These examples illustrate some of the diversity of approaches to UX evaluation.
Of course, each study depends on numerous local conditions such as the stated aims
of the study (more requirements – usability scores), the time and resources available,
whether it is a research exercise or refining of a near market product, etc. While none
of the approaches detailed above are wholly suitable to the evaluation of ATRACO,
they provide insights to help shape a user-oriented study within the ATRACO con-
text. Specifically, the inclusion of user background/characteristics, existing living
pattern inquiry, a focus on what happens throughout the experience as opposed to
end point satisfaction, and empowering the user to identify her/his own moments of
emotional upheaval or salience were identified as highly relevant.

8.5 Own approach to user evaluation

ATRACO is an EU funded project focussed predominantly on developing the under-
lying standards and frameworks to deliver an intelligent home environment based on
the concept of the ASs (as described above). The components of the prototype are
being developed in the various European partner institutions and are subsequently
integrated and installed in the University of Essex’s Living Lab, referred to as the
“iSpace”. From the outset of the project, prototype development and evaluation has
been considered as an iterative and bi-directional process. At the time of writing, a
preliminary prototype with limited functionality has been developed, deployed and
evaluated and the outcomes are being used to shape both the final prototype and the
design of the corresponding evaluation study which is scheduled to take place in
early 2011. In this part of the chapter we will describe the iSpace evaluation envi-
ronment, the context of the ATRACO evaluation, and proceed to give details of the
preliminary evaluation and its outcomes. Following on from this, we will present
the outline of the final study.

8.5.1 The iSpace

Simulated living spaces or “Living Labs” are becoming more commonplace around
the globe and the research carried out within them ranges from the longer term
visionary experimentation to the refining of commercial products prior to launch [7].
Fowler et al define a Living Lab as

. . . an environment that is designed to support innovation through co-creation and evaluation
of products and services being used in realistic but familiar contexts.
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The University of Essex iSpace (see Figs. 8.1 and 8.2) is a simulated home en-
vironment comprising a two bedroom apartment with specially designed walls and
ceilings able to conceal the extensive networking infrastructure. There are numerous
sensors and networked artefacts throughout, including location tracking systems and
pressure sensitive furniture. The core space is an open-plan kitchen, sitting and din-
ing area which generates a relaxed modern home ambience. It includes appliances
such as two large plasma TV’s, a music system, light sensors, remotely operated
curtains and a networked picture frame. The main bedroom is also equipped with
a touch screen enabled flat screen, and the smaller bedroom doubles as an office
containing a desk and computer alongside a fold-away bed.

Fig. 8.1 The iSpace at the University of Essex, view of the main living room area.

Importantly, the iSpace provides ATRACO with an appropriate test-bed for the
integration of the prototypes and their subsequent user evaluations. It enables par-
ticipants to interact with and experience ATRACO in a relaxed and natural setting
that they can begin to imagine being their own home. This in turn helps enable and
stimulate co-creative interview responses and focuses group discussions to provide
a rich data resource for user experience evaluation.
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Fig. 8.2 The iSpace at the University of Essex, view of the open plan kitchen area.

8.5.2 The ATRACO evaluation context

As each partner institution in the ATRACO project is responsible for developing a
different component of the prototype system, it was important to ensure the broad
design of both rounds of evaluation were produced collaboratively involving all the
relevant stakeholders. At the beginning of each iteration, the components had not
yet been integrated and given that ATRACO offers multiple possibilities for sup-
porting daily living, there was a certain amount of flexibility in the nature and scope
of the prototype design. This meant that the development of both prototypes and
the activities required to evaluate them were/are interdependent to a certain degree,
with the broad design for each emerging through informal rounds of collaboration
between the partners.

In the lifecycle of a commercial product, user evaluation would generally be
conducted once the core technology was robust and the user interface reasonably
polished, allowing participants to get a feel for a device or service that may be in-
cremental to technologies they are already familiar with and could envisage owning
or subscribing to. In contrast, as a research project, ATRACO’s aims are longer term
and more focused on the exploration of visionary concepts, i.e. less focussed on an
immediate product. This presents a challenge for evaluation design as participants
with limited technical expertise might not be familiar with the concepts or tech-
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nologies deployed and could potentially find it difficult to imagine how they would
be relevant to their lives. Furthermore, terms of reference for the project meant that
prototype development was focussed primarily on the underlying technical and con-
ceptual frameworks allowing interoperability between devices – the user interface
was only a secondary concern. Participants would therefore experience ATRACO
through an unrefined front end, again making it potentially more difficult to en-
visage its benefits. Finally, for various reasons and in particular time constraints, a
longitudinal study involving participants living in the iSpace was/is not an option
for either the preliminary or final evaluation. This meant that it was necessary to
find alternative approaches to evaluate the learning and user experience aspects of
ATRACO.

8.5.3 Preliminary Evaluation

As a future and emerging technologies research project with no pre-existing user
base, the user requirements for ATRACO were driven by a number of visionary nar-
rative scenarios compiled by members of the project during its initial phase. In the
first round of evaluation, these scenarios were simplified into five vignettes (short in-
teraction scenes) illustrating a range of possibilities for the deployment of ATRACO
in the home. Due to its early stage of development, the prototype was only able to
support the specific interactions defined in the scenarios. 8.3 shows the layout of the
iSpace and the devices available to ATRACO.

Fig. 8.3 The iSpace layout for the preliminary study.



8 Evaluating the user’s experience of ambient technologies in the home. 265

Each vignette prescribed either a single interaction or a flow of interactions be-
tween the participant and the system. In this first stage of the evaluation, individual
participants were introduced to the iSpace and asked to complete the five vignettes
imagining that the iSpace was their home. A short interview was conducted after
each vignette in which the participant was asked questions about the appropriate-
ness of the system response in relation to specific interactions within the vignette.
This was followed by some broader questions about their overall experience. The
approach attempted to build a representative image of what the participant expe-
rienced throughout each vignette as well as their overall satisfaction. The specific
vignettes investigated were the following:

• Arriving home after work: The participant starts outside the iSpace. She/he
holds an RFID tag to the reader, the door unlocks and the participant enters the
hallway and then walks into the living space. The voice interaction system says
’please adjust the lights’ as the participant walks towards the main couch. The
lights are off (there is sufficient light from the hallway to see but the light level is
not pleasant for everyday use). The participant sits on the main couch and adjusts
the lights using a touch screen interface on a tablet PC located on the coffee table.
The system asks ’would you like to view photos?’ If the participant replies with
a ’yes’, a rolling photo display appears on the main screen. The system proceeds
to ask ’would you like some music?’ On a positive response, the music starts to
play. Vignette ends.

• Guest and privacy: The participant sits on the sofa looking at holiday pho-
tographs on the TV. The tablet PC on the coffee table displays a touch screen
interface allowing the participant to control the photo viewing using ’next’ and
’previous’ options. Some of the photographs have been marked as ’public’, i.e.
anyone can see them, others are ’private’ and as such marked only for the ’con-
sumption’ of the owner. The researcher is outside the iSpace (playing the part of
an arriving guest). After a couple of minutes the researcher places her/his RFID
tag against the reader outside the front door. The system announces to the par-
ticipant that ’X has arrived’ (where X is the researchers name) and asks ’would
you like her/him to enter?’ If the participant responds by saying ’yes’, the door
opens and the researcher enters the iSpace – as she/he does so, the picture set is
modified to display only ’public’ pictures; the private pictures are removed from
the slideshow. Vignette ends.

• Photo frame adaptation: The participant sits on the sofa viewing holiday photos
displayed in the photo frame on the main screen. The tablet PC on the coffee ta-
ble displays a touch screen interface allowing the participant to control the photo
viewing using ’next’ and ’previous’ options. The researcher is in the second bed-
room/office of the iSpace. After a few minutes the researcher presses a button
that simulates a failure of the photo frame device on the main screen. The sys-
tem autonomously adapts to the failure by moving the photo display to the side
screen. Vignette ends.

• Follow me: The touch screen music interface is displayed on the side screen.
Holding a tag, the participant walks from the doorway to the side screen and starts
playing some music by touching the appropriate symbol(s) on the user interface.
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She/he then move across the room to sit on the sofa in front of the main screen.
After a few seconds the interface autonomously moves from the side screen to
the tablet PC on the coffee table in front of the participant. Vignette ends.

• Light adaptation: The lights are on (to the level specified by the user during
the first vignette) and the lighting control interface is visible on the tablet PC
on the coffee table. The participant has been asked to readjust the lights if there
is any change in light level (requirement). The participant sits on the sofa with
a magazine. She/he adjusts the lights so they are comfortable for reading. The
researcher is in the control room/office and after a few minutes presses a button
to simulate a partial failure of the lights (i.e. some bulbs fail). The participant
re-adjusts the lights to a comfortable level and then continues reading. Vignette
ends.

Nine participants took part (in all five vignettes) and in order to provide at least a
minimal insight into their background, the qualitative interview data was supple-
mented by a short questionnaire. It gathered demographic data, such as age, gender,
employment and accommodation status, and asked participants to gauge their level
of enthusiasm for new technologies by rating themselves out of ten in three areas:
personal technologies, work technologies and home technologies. The questionnaire
also asked them to tick boxes indicating which technologies they currently owned
and which they were aiming to acquire in the next 12 months.

In the second stage of the preliminary evaluation, six of the same participants
attended a focus group together in which they were presented with a futuristic sce-
nario based on potential ATRACO capabilities. They discussed various aspects of
the scenario in relation to their own visions of future home living.

The interview and focus group data were analysed in terms of themes, resonances
and recurrences with the context provided by the questionnaire and demographic
data. Standard ethical practice in relation to human research participants was fol-
lowed throughout.

8.5.4 Preliminary evaluation outcomes and reflections

The initial study found that the majority of participants were positive about the
notion of living with some aspects of AmI in the home, although two participants
rejected it altogether. Key concerns were:

• Maintaining control over the environment.
• The changeable nature of human moods in relation to an electronic presence.
• The erosion of everyday life skills and domestic cultural norms and rituals.
• The risk of data loss and unauthorized access to the system.

Overall, the study produced valuable data to help shape the final prototype and eval-
uation approach, including highlighting the importance of ASs and communicating
how they are formed and operate as a central concept of ATRACO.
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However, reflecting on the study design it was clear that with only minimal and
in particular rather scripted exposure to the prototype, participants found it difficult
to grasp some of the concepts. It also became clear that embodied in the design of
the scenarios and vignettes were many assumptions about the user’s acceptance of
the vision. The constrained and scripted path of interactions meant that participants
found it hard to relate their experience to their own patterns of living, particularly
with respect to the learning and adaptation aspects of ATRACO. Also, a lack of any
illustration of how they might establish and personalise such a system for their own
home gave rise to feelings of being controlled by the technology.

8.6 Design of the final evaluation study

Building on the findings of the preliminary study, a key feature of the final prototype
was identified to be that it should support “free-play”; in other words, the uncon-
strained use of the system within a particular AS. This means the evaluation design
can move away from scenarios and vignettes, allowing participants to explore freely
the full range of functionality within the sphere according to their own instinctive
patterns of thought and action. It is hoped that this will enable them to more closely
relate the functionality of ATRACO with their current patterns of activity within the
home and therefore overcome feelings of alienation. The prototype will also include
a user interface that will allow individual participants to set up and personalise the
system according to their own requirements, including for example, their personal
choice of music and photos or choice of male or female speech interface etc. Again,
it is hoped that this will promote a feeling of connection and ownership with the
participants.

The format of the final study will be AS focussed and iterative, with participants
returning for up to four separate sessions to ’play’ with different ASs or to expe-
rience the same AS with multiple users. This is intended to support participants in
moving from a superficial to a deeper understanding of ATRACO (and its underly-
ing concepts), and in particular, to allow them over time to experience the ’smart’
or learning and anticipatory aspects of the system. Demographic details and metrics
relating to participant’s disposition towards technology will be collected in the same
way as in the earlier study.

8.6.1 Approach to data collection

The move away from the structured ’walkthrough’ approach taken in the prelim-
inary evaluation study and allowing the participant uninterrupted ’free-play’ with
the prototype raises the question of how to gain insight into what moments of un-
derstanding, struggle, anxiety, pleasure etc. emerge throughout this much more in-
teractive experience. In this context, we refer to Dervin’s Sense-Making [6] which
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is a methodology drawn from the field of communications and grounded in the
paradigm of phenomenology. It provides a framework for investigation based on
moments when the making of ’sense’ is interrupted, made or remade in commu-
nication. It departs from other approaches by theorising humans as being able to
reflect on their own experiences in a structured way that emphasises the voice of the
participant alongside that of the researcher.
In developing the ontological and epistemological assumptions of Sense-Making,
Dervin draws primarily on the work of Richard F. Carter [4, 5] and his assumptions
about the discontinuity of reality, ’as well as ideas suggested by Giddens [8]’. In
this framework, human experience is seen as being pervaded by ’gaps’. These exist
across time, between entities (human, system or otherwise) and between spaces, as
Dervin [6] explains:

This discontinuity condition exists between reality and human sensors, between human sen-
sors and the mind, between mind and tongue, between tongue and message created, between
message created and channel [mode of communication], between human at time one and
human at time two, between human one at time one and human two at time one, between
human and culture, between human and institution, between institution and institution be-
tween nation and nation and so on. Discontinuity is an assumed constant of nature generally
and the human condition specifically.

Fig. 8.4 Sense-Making Metaphor (Reproduced with permission from Dervin et al [6]).
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As depicted in Fig. 8.4, the human subject in Sense-Making is seen as moving
through time-space, possessing an innate need to ’bridge’ any gaps that are encoun-
tered (here, ’bridging’ is the act of communicating, either through internal dialogue
or external interaction). The subject is also seen as being ’situated in cultural/histor-
ical moments in time-space and that culture, history, and institutions define much of
the world within which. . . [she/he] lives’ [6]. At the same time, the actor is assumed
to construct her/his own personal sense of her/his relationship to such phenomena
drawing on and interpreting her/his existing knowledge. Gaps then, are not rigidly or
objectively defined, they are essentially personal moments of struggle, angst or un-
certainty; moments where sense cannot immediately be made; moments of reaching
out for clues from past experience, from current context or from future expectations,
dreams or aspirations.

From a Sense-Making perspective, gathering differing accounts of gaps faced and
gaps bridged in relation to the same phenomenon may reveal insight, not into the
phenomenon itself, but into the processes, patterns, themes and recursivities relating
to the ’experience’ of interaction with the phenomena.

Sense-Making, which we deem highly relevant to the UX evaluation require-
ments of ATRACO, is implemented through a specific approach to interview which
as such, in the context of ATRACO we propose to conduct as follows:

• Prior to each interaction session ’training’ or talking to the participant about be-
ing conscious/mindful of her/his own ’gaps’ as they move through the experi-
ence.

• The free-play session then takes place and is recorded on video.
• The researcher and the participant then replay the video together. The participant

is asked to provide a commentary explaining her/his actions and to stop the video
when a gap moment is reached. At each gap moment, the researcher encourages
the participant to elaborate in detail, describing the nature of the gap and connect-
ing it to her/his past experience (e.g. existing patterns of living and interaction
with personal technologies), future aspirations, attitudes, values etc. The partici-
pants are also asked to suggest ideal solutions or preferences in relation to aspects
of the system that they do not feel comfortable with.

• The interview concludes with a set of more general questions about the AS con-
cept and the overall experience.

It is envisaged that this approach will result in rich data that include detailed de-
scriptions of the participants’ responses as they interact with the system allied to
contextual understanding. Subsequent analysis should provide insight into the prac-
tical, socially situated usage of each AS, its acceptability and a range of potential
user needs that can help inform further refinement of the system and/or its concepts.

Possible drawbacks to the approach may include difficulty in getting participants
to think and talk in terms of gap moments. This depends largely on the prior effort
of the researcher to communicate the concept effectively. Similarly, the success of
the interview is dependent on the skill of the interviewer in allowing participants to
elaborate on their personal context while encouraging them to remaining focussed
on the task of evaluation.
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8.7 The ATRACO contribution

As part of ATRACO, the user experience evaluation has been an essential tool, not
simply as a posterior measure of the quality of the designed system and proposed
concepts but more importantly, as an active part of the iterative process of develop-
ing and shaping the concepts and subsequent prototypes which were implemented to
expose, visualize and evaluate ATRACO. As such, while the initially designed sce-
narios gave structure to the early stages of the project and particular its implemen-
tation, the gradual move towards a more ’free’ and responsive environment where
the user is free to explore her/his augmented environment as part of specific ASs
directly guided the implementation and design of the ATRACO components and
subsequently their integration towards the final prototype. At the time of writing the
integration of this final prototype is in its final stages and it is expected to provide a
very rich environment to evaluate the ATRACO concepts, the underlying technolo-
gies as well as the user experience .
Finally, it should be noted that the direct involvement of real (lay) users as part of the
user evaluation has given the ATRACO project the unique opportunity to ensure the
development of concepts and components which are directly useful and acceptable
to end-users, a criterion which should facilitate future real life adoption of some of
the concepts explored.

8.8 Conclusions

Emerging technologies such as AmI are challenging traditional requirements elicita-
tion and evaluation practices. For example, as discussed earlier, the complexity and
personalisation of many AmI systems make it impossible to evaluate every possibil-
ity (of interaction, system state,. . . ) with the user. This has shifted the emphasis from
“optimum performance” as an objective measure, towards the more subjective no-
tion of user experience or user satisfaction. In addition, the advent of Smart Spaces
or Living Labs provides a new setting, combing aspects of the controlled clinical
environment of the laboratory and the naturalistic but costly and unpredictable field
trial.

The development of the ATRACO prototypes and their installation in the iS-
pace at the University of Essex, UK, has created a valuable opportunity to explore
a new user-centred, cross disciplinary approach to evaluation in a simulated home
environment. As part of ATRACO, the user experience evaluation has significantly
contributed towards guiding the development of the ATRACO concepts (e.g. ASs
and their application) and prototypes. It has allowed the project to not only provide
advancements in technological, conceptual and visionary terms, but also to vali-
date them by relying on real users, thus ensuring that the specific advancements are
relevant to everyday users. This approach in turn is expected to become common
practice in AmI research and drive the increasingly prominent real-world adoption
of concepts and technologies developed in a research context.
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Most importantly, the user experience evaluation studies conducted within AT-
RACO have highlighted the shortcomings of existing post-implementation, scenario
based user evaluations and have clarified the need for a significantly more interac-
tive approach to user requirements elicitations, design and implementation as well
as user experience evaluation. As an initial means of addressing this, the final eval-
uation as part of ATRACO will be based around the use of Dervin’s Sense-Making,
an approach borrowed from field of Communications which is, adapted to UX , a
completely novel approach as far as the authors are aware. In the near future, the
final evaluation will be conducted and the authors will present the details in a forth-
coming journal article.

In summary, while visionary scenarios have their place in inspiring innovation
and rallying resources, it appears the time is now right to look in the other direction
and engage users, such as the occupiers of our Victorian semi-detached home, in a
process of identifying the next step towards the AmI home. As Aarts [1] suggests
“starting from the other side” is quite difficult because it is hard to obtain validated
end-user insights that reveal unmet needs leading to successful introduction of new
solutions. Therefore we need more insights into the nature of human behaviour.’ It
is hoped the use of a Sense-Making approach to evaluate ATRACO will contribute
to our understanding of how to achieve this.

Finally, compared to the 1890s and the introduction of domestic electricity, the
incredible social connectivity of our age may mean that once that steps are identified
and the benefits articulated, people could very quickly move towards adoption – and
then the house will have new stories to tell.

8.9 Further readings

The reader might be interested in Brenda Dervin and Lois Foreman-Wernet with
Eric Lauterbach (Eds.) (2003) Sense-Making Methodology Reader: Selected writ-
ings of Brenda Dervin. Creskill NJ: Hampton Press, and Marc Hassenzahl (2010)
Experience Design: Technology for All the Right Reasons. San Rafael CA: Morgan
and Claypool. Furthermore Malcolm McCullough (2004) Digital Ground: Archi-
tecture, Pervasive Computing, and Environmental Knowing. Cambridge MA: MIT
Press and Sharlene Nagy Hesse-Biber (in press 2011) The Handbook of Emergent
Technologies in Social Research. New York: Oxford University Press provide more
in-depth information.
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