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Preface

Today’s business can be described by a single word: turbulence. Turbulent mar-
kets have the following characteristics: shorter product life cycles, uncertain product
types, and fluctuating production volumes (sometimes mass, sometimes batch, and
sometimes very small volumes).

In order to survive and thrive in such a volatile business environment, a num-
ber of approaches have been developed to aid companies in their management
decisions and engineering designs. Among various methods, data mining is a rel-
atively new approach that has attracted a lot of attention from business man-
agers, engineers and academic researchers. Data mining has been chosen as one
of ten emerging technologies that will change the world by MIT Technology Re-

view.
Data mining is a process of discovering valuable information from observa-

tional data sets, which is an interdisciplinary field bringing together techniques from
databases, machine learning, optimization theory, statistics, pattern recognition, and
visualization.

Data mining has been widely used in various areas such as business, medicine,
science, and engineering. Many books have been published to introduce data-mining
concepts, implementation procedures and application cases. Unfortunately, very few
publications interpret data-mining applications from both management and engi-
neering perspectives.

This book introduces data-mining applications in the areas of management and
industrial engineering. This book consists of the following: Chapters 1–6 provide
a focused introduction of data-mining methods that are used in the latter half of the
book. These chapters are not intended to be an exhaustive, scholarly treatise on data
mining. It is designed only to discuss the methods commonly used in management
and engineering design. The real gem of this book lies in Chapters 7–14, where
we introduce how to use data-mining methods to solve management and industrial
engineering design problems. The details of this book are as follows.

In Chapter 1, we introduce two simple but widely used methods: decision anal-
ysis and cluster analysis. Decision analysis is used to make decisions under an un-

v



vi Preface

certain business environment. Cluster analysis helps us find homogenous objects,
called clusters, which are similar and/or well separated.

Chapter 2 interprets the association rules mining method, which is an important
topic in data mining. Association rules mining is used to discover association rela-
tionships or correlations among a set of objects.

Chapter 3 describes fuzzy modeling and optimization methods. Real-world situa-
tions are often not deterministic. There exist various types of uncertainties in social,
industrial and economic systems. After introducing basic terminology and various
theories on fuzzy sets, this chapter aims to present a brief summary of the theory and
methods on fuzzy optimization and tries to give readers a clear and comprehensive
understanding of fuzzy modeling and fuzzy optimization.

In Chapter 4, we give an introduction of quadratic programming problems with
a type of fuzzy objective and resource constraints. We first introduce a genetic algo-
rithms based interactive approach. Then, an approach is interpreted, which focuses
on a symmetric model for a kind of fuzzy nonlinear programming problem by way
of a special genetic algorithm with mutation along the weighted gradient direction.
Finally, a non-symmetric model for a type of fuzzy nonlinear programming prob-
lems with penalty coefficients is described by using a numerical example.

Chapter 5 gives an introduction of basic concepts and algorithms of neural net-
works and self-organizing maps. The self-organizing maps based method has many
practical applications, such as semantic map, diagnosis of speech voicing, solving
combinatorial optimization problems, and so on. Several numerical examples are
used to show various properties of self-organizing maps.

Chapter 6 introduces an important topic in data mining, privacy-preserving data
mining (PPDM), which is one of the newest trends in privacy and security research.
It is driven by one of the major policy issues of the information era: the right to
privacy. Data are distributed among various parties. Legal and commercial concerns
may prevent the parties from directly sharing some sensitive data. How parties col-
laboratively conduct data mining without breaching data privacy presents a grand
challenge. In this chapter, some techniques for privacy-preserving data mining are
introduced.

In Chapter 7, decision analysis models are developed to study the benefits from
cooperation and leadership in a supply chain. A total of eight cooperation/leadership
policies of the leader company are analyzed by using four models. Optimal decisions
for the leader company under different cost combinations are analyzed.

Using a decision tree, Chapter 8 characterizes the impact of product global per-
formance on the choice of product architecture during the product development pro-
cess. We divide product architectures into three categories: modular, hybrid, and in-
tegral. This chapter develops analytic models whose objectives are obtaining global
performance of a product through a modular/hybrid/integral architecture. Trade-offs
between costs and expected benefits from different product architectures are ana-
lyzed and compared.

Chapter 9 reviews various cluster analysis methods that have been applied in
cellular manufacturing design. We give a comprehensive overview and discussion
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for similarity coefficients developed to date for use in solving the cell formation
problem. To summarize various similarity coefficients, we develop a classification
system to clarify the definition and usage of various similarity coefficients in de-
signing cellular manufacturing systems. Existing similarity (dissimilarity) coeffi-
cients developed so far are mapped onto the taxonomy. Additionally, production
information-based similarity coefficients are discussed and a historical evolution
of these similarity coefficients is outlined. We compare the performance of twenty
well-known similarity coefficients. More than two hundred numerical cell formation
problems, which are selected from the literature or generated deliberately, are used
for the comparative study. Nine performance measures are used for evaluating the
goodness of cell formation solutions.

Chapter 10 develops a cluster analysis method to solve a cell formation problem.
A similarity coefficient is proposed, which incorporates alternative process routing,
operation sequence, operation time, and production volume factors. This similarity
coefficient is used to solve a cell formation problem that incorporates various real-
life production factors, such as the alternative process routing, operation sequence,
operation time, production volume of parts, machine capacity, machine investment
cost, machine overload, multiple machines available for machine types and part
process routing redesigning cost.

In Chapter 11, we show how to use a fuzzy modeling approach and a genetic-
based interactive approach to control a product’s quality. We consider a quality func-
tion deployment (QFD) design problem that incorporates financial factor and plan
uncertainties. A QFD-based integrated product development process model is pre-
sented firstly. By introducing some new concepts of planned degree, actual achieved
degree, actual primary costs required and actual planned costs, two types of fuzzy
nonlinear optimization models are introduced in this chapter. These models not only
consider the overall customer satisfaction, but also the enterprise satisfaction with
the costs committed to the product.

Chapter 12 introduces a key decision making problem in a supply chain sys-
tem: inventory control. We establish a new algorithm of inventory classification
based on the association rules, in which by using the support-confidence frame-
work the consideration of the cross-selling effect is introduced to generate a new
criterion that is then used to rank inventory items. Then, a numerical example is
used to explain the new algorithm and empirical experiments are implemented to
evaluate its effectiveness and utility, comparing with traditional ABC classifica-
tion.

In Chapter 13, we describe a technology, surface mountain technology (SMT),
which is used in the modern electronics and electronic device industry. A key part
for SMT is to construct master data. We propose a method of making master data by
using a self-organizing maps learning algorithm and prove such a method is effective
not only in judgment accuracy but also in computational feasibility. Empirical ex-
periments are invested for proving the performance of the indicator. Consequently,
the continuous weight is effective for the learning evaluation in the process of mak-
ing the master data.
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Chapter 14 describes applications of data mining with privacy-preserving capa-
bility, which has been an area gaining researcher attention recently. We introduce
applications from various perspectives. Firstly, we present privacy-preserving as-
sociation rule mining. Then, methods for privacy-preserving classification in data
mining are introduced. We also discuss privacy-preserving clustering and a scheme
to privacy-preserving collaborative data mining.

Yamagata University, Japan Yong Yin

December 2010 Ikou Kaku

Jiafu Tang

JianMing Zhu
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Chapter 1

Decision Analysis and Cluster Analysis

In this chapter, we introduce two simple but widely used methods: decision analysis

and cluster analysis. Decision analysis is used to make decisions under an uncertain

business environment. The simplest decision analysis method, known as a decision

tree, is interpreted. Decision tree is simple but very powerful. In the latter half of

this book, we use decision tree to analyze complicated product design and supply

chain design problems.

Given a set of objects, cluster analysis is applied to find subsets, called clusters,

which are similar and/or well separated. Cluster analysis requires similarity coeffi-

cients and clustering algorithms. In this chapter, we introduce a number of similarity

coefficients and three simple clustering algorithms. In the second half of this book,

we introduce how to apply cluster analysis to design complicated manufacturing

problems.

1.1 Decision Tree

Today’s volatile business environment is characterized by short product life cy-

cles, uncertain product types, and fluctuating production volumes (sometimes mass,

sometimes batch, and sometimes very small volumes.) One important and challeng-

ing task for managers and engineers is to make decisions under such a turbulent

business environment. For example, a product designer must decide a new prod-

uct type’s architecture when future demand for products is uncertain. An executive

must decide a company’s organization structure to accommodate an unpredictable

market.

An analytical approach that is widely used in decision analysis is a decision tree.

A decision tree is a systemic method that uses a tree-like diagram. We introduce the

decision tree method by using a prototypical decision example.

Wata Company’s Investment Decision

Lee is the investment manager of Wata, a small electronics components company.

Wata has a product assembly line that serves one product type. In May, the board

Y. Yin et al., Data Mining. © Springer 2011 1



2 1 Decision Analysis and Cluster Analysis

of executive directors of Wata decides to extend production capacity. Lee has to

consider capacity extension strategy. There are two possible strategies.

1. Construct a new assembly line for producing a new product type.

2. Increase the capacity of existing assembly line.

Because the company’s capital is limited, these two strategies cannot be imple-

mented simultaneously. At the end of May, Lee collects related information and

summarizes them as follows.

1. Tana, a customer of Wata, asks Wata to supply a new electronic component,

named Tana-EC. This component can bring Wata $150,000 profit per period.

A new assembly line is needed to produce Tana-EC. However, this order will

only be good until June 5. Therefore, Wata must decide whether or not to accept

Tana’s order before June 5.

2. Naka, another electronics company, looks for a supplier to provide a new elec-

tronic component, named Naka-EC. Wata is a potential supplier for Naka. Naka

will decide its supplier on June 15. The probability that Wata is selected by

Naka as a supplier is 70%. If Wata is chosen by Naka, Wata must construct

a new assembly line and obtain a $220,000 profit per period.

3. The start day of the next production period is June 20. Therefore, Wata can

extend the capacity of its existing assembly line from this day. Table 1.1 is an

approximation of the likelihood that Wata would receive profits. That is, Lee

estimates that there is roughly a 10% likelihood that extended capacity would be

able to bring a profit with $210,000, and that there is roughly a 30% likelihood

that extended capacity would be able to bring a profit with $230,000, etc.

Table 1.1 Distribution of profits

Profit from extended capacity Probability

$210,000 10%
$230,000 30%
$220,000 40%
$250,000 20%

Using information summarized by Lee, we can draw a decision tree that is repre-

sented chronologically as Figure 1.1. Lee’s first decision is whether to accept Tana’s

order. If Lee refused Tana’s order, then Lee would face the uncertainty of whether

or not Wata could get an order from Naka. If Wata receives Naka’s order, then Wata

would subsequently have to decide to accept or to reject Naka’s order. If Wata were

to accept Naka’s order, then Wata would construct a new assembly line for Naka-

EC. If Wata were to instead reject the order, then Wata would extend the capacity of

the existing assembly line.



1.1 Decision Tree 3

A decision tree consists of nodes and branches. Nodes are connected by branches.

In a decision tree, time flows from left to right. Each branch represents a decision or

a possible event. For example, the branch that connects nodes A and B is a decision,

and the branch that connects nodes B and D is a possible event with a probability

0.7. Each rightmost branch is associated with a numerical value that is the outcome

of an event or decision. A node that radiates decision branches is called a decision

node. That is, the node has decision branches on the right side. Similarly, a node

that radiates event branches is called an event node. In Figure 1.1, nodes A and D

are decision nodes, nodes B, C, and E are event nodes.

Expected monetary value (EMV) is used to evaluate each node. EMV is the

weighted average value of all possible outcomes of events. The procedure for solv-

ing a decision tree is as follows.

Step 1 Start from the rightmost branches, compute each node’s EMV. For an event

node, its EMV is equal to the weighted average value of all possible outcomes

of events. For a decision node, the EMV is equal to the maximum EMV of all

branches that radiate from it.

Step 2 The EMV of the leftmost node is the EMV of a decision tree.

A

$150,000

Acc
ep

t T
an

a’
s 
or

de
r

R
eject Tana’s order B

C

O
rd

er
 fr

om
 N

ak
a

R
ej

ec
t N

ak
a’

s 
or

de
r

N
o order from

 N
aka

D

0.
7

0.3 $210,000

$230,000

$220,000

0.1

0.3

0.4

$250,0000.2

$220,000

Accept Naka’s order

E

$210,000

$230,000

$220,000

0.1

0.3

0.4

$250,0000.2

Figure 1.1 The decision tree



4 1 Decision Analysis and Cluster Analysis

Following the above procedure, we can solve the decision tree in Figure 1.1 as

follows.

Step 1 For event nodes C and E, their EMVs, EMVC and EMVE , are computed as

follows:

210;000 � 0:1 C 230;000 � 0:3 C 220;000 � 0:4 C 250;000 � 0:2 D 228;000 :

The EMV of decision node D is computed as

Max fEMVE ; 220;000g D EMVE D 228;000 :

The EMV of event node B is computed as

0:3 � EMVC C 0:7 � EMVD D 0:3 � 228;000 C 0:7 � 228;000 D 228;000 :

Finally, the EMV of decision node A is computed as

Max fEMVB ; 150;000g D EMVB D 228;000 :

Step 2 Therefore, the EMV of the decision tree is 228,000.

Based on the result, Lee should make the following decisions. Firstly, he would

reject Tana’s order. Then, even if he receives Naka’s order, he would reject it. Wata

would expand the capacity of the existing assembly line.

1.2 Cluster Analysis

In this section, we introduce one of the most used data-mining methods: cluster

analysis. Cluster analysis is widely used in science (Hansen and Jaumard 1997;

Hair et al. 2006), engineering (Xu and Wunsch 2005; Hua and Zhou 2008), and the

business world (Parmar et al. 2009).

Cluster analysis groups individuals or objects into clusters so that objects in the

same cluster are more similar to one another than they are to objects in other clusters.

The attempt is to maximize the homogeneity of objects within the clusters while also

maximizing the heterogeneity between the clusters (Hair et al. 2006).

A similarity (dissimilarity) coefficient is usually used to measure the degree of

similarity (dissimilarity) between two objects. For example, the following coeffi-

cient is one of the most used similarity coefficient: the Jaccard similarity coefficient.

Sij D
a

a C b C c
; 0 � Sij � 1 ;

where Sij is the similarity between machine i and machine j .

Sij is the Jaccard similarity coefficient between objects i and j . Here, we sup-

pose an object is represented by its attributes. Then, a is the total number of at-

tributes, which objects i and j both have, b is the total number of attributes be-

longing only to object i , and c is the total number of attributes belonging only to

object j .
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Cluster analysis method relies on similarity measures in conjunction with clus-

tering algorithms. It usually follows a prescribed set of steps, the main ones being:

Step 1 Collect information of all objects. For example, the objects’ attribute data.

Step 2 Choose an appropriate similarity coefficient. Compute similarity values be-

tween object pairs. Construct a similarity matrix. An element in the matrix is

a similarity value between two objects.

Step 3 Choose an appropriate clustering algorithm to process the values in the simi-

larity matrix, which results in a diagram called a tree, or dendrogram, that shows

the hierarchy of similarities among all pairs of objects.

Step 4 Find clusters from the tree or dendrogram, check all predefined constraints

such as the number of clusters, cluster size, etc.

For a lot of small cluster analysis problems, step 3 could be omitted. In step 2 of

the cluster analysis procedure, we need a similarity coefficient. A large number of

similarity coefficients have been developed. Table 1.2 is a summary of widely used

similarity coefficients. In Table 1.2, d is the total number of attributes belonging to

neither object i nor object j .

In step 3 of the cluster analysis procedure, a clustering algorithm is required

to find clusters. A large number of clustering algorithms have been proposed in the

literature. Hansen and Jaumard (1997) gave an excellent review of various clustering

algorithms. In this section, we introduce three simple clustering algorithms: single

linkage clustering (SLC), complete linkage clustering (CLC), and average linkage

clustering (ALC).

Table 1.2 Definitions and ranges of selected similarity coefficients

Similarity coefficient Definition Sij Range

1. Jaccard a=.a C b C c/ 0–1
2. Hamann Œ.a C d/ � .b C c/�=Œ.a C d/ C .b C c/� �1–1
3. Yule .ad � bc/=.ad C bc/ �1–1
4. Simple matching .a C d/=.a C b C c C d/ 0–1
5. Sorenson 2a=.2a C b C c/ 0–1
6. Rogers and Tanimoto .a C d/=Œa C 2.b C c/ C d� 0–1
7. Sokal and Sneath 2.a C d/=Œ2.a C d/ C b C c� 0–1
8. Rusell and Rao a=.a C b C c C d/ 0–1

9. Baroni-Urbani and Buser Œa C .ad/1=2�=Œa C b C c C .ad/1=2� 0–1

10. Phi .ad � bc/=Œ.a C b/.a C c/.b C d/.c C d/�1=2 �1–1

11. Ochiai a=Œ.a C b/.a C c/�1=2 0–1

12. PSC a2=Œ.b C a/ � .c C a/� 0–1
13. Dot-product a=.b C c C 2a/ 0–1
14. Kulczynski 1=2Œa=.a C b/ C a=.a C c/� 0–1
15. Sokal and Sneath 2 a=Œa C 2.b C c/� 0–1
16. Sokal and Sneath 4 1=4Œa=.a C b/ C a=.a C c/ 0–1

Cd=.b C d/ C d=.c C d/�

17. Relative matching Œa C .ad/1=2�=Œa C b C c C d C .ad/1=2� 0–1



6 1 Decision Analysis and Cluster Analysis

SLC algorithm is the simplest algorithm based on the similarity coefficient

method. Once similarity coefficients have been calculated for object pairs, SLC

groups two objects (or an object and an object cluster, or two object clusters) which

have the highest similarity. This process continues until the predefined number of

object clusters has been obtained or all objects have been combined into one clus-

ter. SLC greatly simplifies the grouping process. Because, once the similarity co-

efficient matrix has been formed, it can be used to group all objects into object

groups without any further revision calculation. SLC algorithm usually works as

follows:

Step 1 Compute similarity coefficient values for all object pairs and store the values

in a similarity matrix.

Step 2 Join the two most similar objects, or an object and an object cluster, or two

object clusters, to form a new object cluster.

Step 3 Evaluate the similarity coefficient value between the new object cluster

formed in step 2 and other remainder object clusters (or objects) as follows:

Stv D MaxfSij g
i2t
j 2v

(1.1)

where object i is in the object cluster t , and object j is in the object cluster v.

Step 4 When the predefined number of object clusters is obtained, or all objects are

grouped into a single object cluster, stop; otherwise go to step 2.

CLC algorithm does the reverse of SLC. CLC combines two object clusters at

minimum similarity level, rather than at maximum similarity level as in SLC. The

algorithm remains the same except that Equation 1.1 is replaced by

Stv D MinfSij g
i2 t
j 2 v

SLC and CLC use the “extreme” value of the similarity coefficient to form object

clusters. ALC algorithm, developed to overcome this deficiency in SLC and CLC,

is a clustering algorithm based on the average of pair-wise similarity coefficients

between all members of the two object clusters. The ALC between object clusters t

and v is defined as follows:

Stv D

P

i2 t

P

j 2 v

Sij

NtNv

where Nt is the total number of objects in cluster t , and Nv is the total number of

objects in cluster v.

In the remainder of this section, we use a simple example to show how to perform

cluster analysis.

Step 1 Attribute data of objects.

The input data of the example is in Table 1.3. Each row represents an object and

each column represents an attribute. There are 5 objects and 11 attributes in this
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Table 1.3 Object-attribute matrix

Attribute

1 2 3 4 5 6 7 8 9 10 11

Object 1 1 1 1 1 1 1 1

2 1 1 1 1 1

3 1 1 1 1

4 1 1 1 1 1

5 1 1 1 1

example. An element 1 in row i and column j means that the i th object has the j th

attribute.

Step 2 Construct similarity coefficient matrix.

The Jaccard similarity coefficient is used to calculate the similarity degree be-

tween object pairs. For example, the Jaccard similarity value between objects 1

and 2 is computed as follows:

S12 D
a

a C b C c
D

2

2 C 5 C 3
D 0:2 :

The Jaccard similarity matrix is shown in Table 1.4.

Table 1.4 Similarity matrix

Objekt

1 2 3 4 5

Object 1 0.2 0.375 0.2 0.375

2 0 0.429 0

3 0 1

4 0

Step 3 For this example, SLC gives a dendrogram shown in Figure 1.2.

Figure 1.2 The dendrogram from SLC
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Step 4 Based on similarity degree, we can find different clusters from the dendro-

gram. For example, if we need to find clusters that consist of the same objects,

i.e., Jaccard similarity values between object pairs equal to 1, then we have 4

clusters as follows:

Cluster 1: object 1

Cluster 2: objects 3 and 5

Cluster 3: object 2

Cluster 4: object 4

If similarity values within a cluster must be larger than 0.374, we obtain 2 clusters

as follows:

Cluster 1: objects 1, 3 and 5

Cluster 2: objects 2 and 4

SLC is very simple, but it does always produce a satisfied cluster result. Two ob-

jects or object clusters are merged together merely because a pair of objects (one in

each cluster) has the highest value of similarity coefficient. Thus, SLC may identify

two clusters as candidates for the formation of a new cluster at a certain thresh-

old value, although several object pairs possess significantly lower similarity coeffi-

cients. The CLC algorithm does just the reverse and is not good as the SLC. Due to

this drawback, these two algorithms sometimes produce improper cluster analysis

results.

In later chapters, we introduce how to use the cluster analysis method for solving

manufacturing problems.

References

Hair JF, Black WC, Babin BJ, Anderson RE, Tatham RL (2006) Multivariate Data Analysis,
6th edn. Prentice Hall, Upper Saddle River, NJ

Hansen P, Jaumard B (1997) Cluster analysis and mathematical programming. Math Program

79:191–215
Hua W, Zhou C (2008) Clusters and filling-curve-based storage assignment in a circuit board as-

sembly kitting area. IIE Trans 40:569–585
Parmar D, Wu T, Callarman T, Fowler J, Wolfe P (2010) A clustering algorithm for supplier base

management. Int J Prod Res 48(13):3803–3821
Xu R, Wunsch II D (2005) Survey of clustering algorithms. IEEE Trans Neural Networks 16(3):

645–678



Chapter 2

Association Rules Mining in Inventory Database

Association rules mining is an important topic in data mining which is the discovery
of association relationships or correlations among a set of items. It can help in many
business decision-making processes, such as catalog design, cross-marketing, cross-
selling and inventory control. This chapter reviews some of the essential concepts
related to association rules mining, which will be then applied to the real inventory
control system in Chapter 12. Some related research into development of mining
association rules are also introduced.

This chapter is organized as follows. In Section 2.1 we begin with explaining
briefly the background of association rules mining. In Section 2.2, we outline cer-
tain necessary basic concepts of association rules. In Section 2.3, we introduce the
Apriori algorithm, which can search frequent itemsets in large databases. Section 2.4
introduces some research into development of mining association rules in an inven-
tory database. Finally, we summarize this chapter in Section 2.5.

2.1 Introduction

Data mining is a process of discovering valuable information from large amounts
of data stored in databases. This valuable information can be in the form of pat-
terns, associations, changes, anomalies and significant structures (Zhang and Zhang
2002). That is, data mining attempts to extract potentially useful knowledge from
data. Therefore data mining has been treated popularly as a synonym for knowl-
edge discovery in databases (KDD). The emergence of data mining and knowledge
discovery in databases as a new technology has occurred because of the fast devel-
opment and wide application of information and database technologies.

One of the important areas in data mining is association rules mining. Since its
introduction in 1993 (Agrawal et al. 1993), the area of association rules mining has
received a great deal of attention. Association rules mining finds interesting asso-
ciation or correlation relationships among a large set of data items. With massive

Y. Yin et al., Data Mining. © Springer 2011 9
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amounts of data continuously being collected and stored, many industries are be-
coming interested in mining association rules from their database. The discovery
of interesting association relationships among huge amounts of business transac-
tion records can help in many business decision-making processes, such as catalog
design, cross-marketing, cross-selling and inventory control. How can we find asso-
ciation rules from large amounts of data, either transactional or relational? Which
association rules are the most interesting? How can we help or guide the mining
procedure to discover interesting associations? In this chapter we will explore each
of these questions.

A typical example of association rules mining is market basket analysis. For in-
stance, if customers are buying milk, how likely are they to also buy bread on the
same trip to the supermarket? Such information can lead to increased sales by help-
ing retailers to selectively market and plan their shelf space, for example, placing
milk and bread within single visits to the store. This process analyzes customer
buying habits by associations between the different items that customers place in
their shopping baskets. The discovery of such associations can help retailers develop
marketing strategies by gaining insight into which items are frequently purchased
together by customers. The results of market basket analysis may be used to plan
marketing or advertising strategies, as well as store layout or inventory control. In
one strategy, items that are frequently purchased together can be placed in close
proximity in order to further encourage the sale of such items together. If customers
who purchase milk also tend to buy bread at the same time, then placing bread close
to milk may help to increase the sale of both of these items. In an alternative strat-
egy, placing bread and milk at opposite ends of the store may entice customers who
purchase such items to pick up other items along the way (Han and Micheline 2001).
Market basket analysis can also help retailers to plan which items to put on sale at
reduced prices. If customers tend to purchase coffee and bread together, then having
a sale on coffee may encourage the sale of coffee as well as bread.

If we think of the universe as the set of items available at the store, then each item
has a Boolean variable representing the presence or absence of the item. Each basket
can then be represented be a Boolean vector of values assigned to these variables.
The Boolean vectors can be analyzed for buying patterns that reflect items that are
frequently associated or purchased together. These patterns can be represented in the
form of association rules. For example, the information that customers who purchase
milk also tend to buy bread at the same time is represented in association rule as
following form:

buys.X; "milk"/ ) buys.X; "bread"/

where X is a variable representing customers who purchased such items in a transac-
tion database. There are a lot of items can be represented by the form above however
most of them are not interested. Typically, association rules are considered interest-
ing if they satisfy several measures that will be described below.
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2.2 Basic Concepts of Association Rule

Agrawal et al. (1993) first developed a framework to measure the association rela-
tionship among a set of items. The association rule mining can be defined formally
as follows.

I D fi1; i2; � � � im g is a set of items. For example, goods such as milk, bread and
coffee for purchase in a store are items. D D ft1; t2; � � � tn g is a set of transactions,
called a transaction database, where each transaction t has an identifier tid and a set
of items t-itemset, i.e., t D (tid, t-itemset). For example, a customer’s shopping cart
going through a checkout is a transaction. X is an itemset if it is a subset of I . For
example, a set of items for sale at a store is an itemset.

Two measurements have been defined as support and confidence as below. An
itemset X in a transaction database D has a support, denoted as sp(X ). This is the
ratio of transactions in D containing X ,

sp.X/ D
jX.t/j

jDj

where X.t/ D ft in Djt contains Xg.
An itemset X in a transaction database D is called frequent if its support is equal

to, or greater than, the threshold minimal support (min_sp) given by users. Therefore
support can be recognized as frequencies of the occurring patterns.

Two itemsets X and Y in a transaction database D have a confidence, denoted as
cf (X ) Y ). This is the ratio of transactions in D containing X that also contain Y .

cf .X ) Y / D
j.X [ Y /.t/j

jX.t/j
D

sp.X [ Y /

sp.X/
:

Because the confidence is represented as a conditional probability of both X

an Y , having been purchased under the condition if X had been purchased, then the
confidence can be recognized as the strength of the implication of the form X ) Y .

An association rule is the implication of the form X ) Y , where X � I ,
Y � I , and X \ Y D �. Each association rule has two quality measurements,
support and confidence, defined as: (1) the support of a rule X ) Y is sp.X [ Y /

and (2) the confidence of a rule X ) Y is cf .X ) Y /.
Rules that satisfy both a minimum support threshold (min_sp) and a minimum

confidence threshold (min_cf ), which are defined by users, are called strong or valid.
Mining association rules can be broken down into the following two subproblems:

1. Generating all itemsets that have support greater than, or equal to, user specified
minimum support. That is, generating all frequent itemsets.

2. Generating all rules that have minimum confidence in the following simple way:
for every frequent itemset X , and any B � X , let A D X �B . If the confidence
of a rule A ) B is greater than, or equal to, the minimum confidence (min_cf ),
then it can be extracted as a valid rule.
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Table 2.1 A transaction database

tid Items

t001 I 2 ; I 3 ; I 5

t002 I 1 ; I 2 ; I 3 ; I 5

I 2 ; I 3 ; I 5

t003 I 1 ; I 2 ; I 3 ; I 5

t004 I 2 ; I 5

To demonstrate the support-confidence framework, we use a database example
from the supermarket shown in Table 2.1.

In Table 2.1, let the item universe be I D fI1; I2; I3; I4; I5g and transaction
universe be tid D ft001; t002; t003; t004g. Therfore, tid identifies uniquely a trans-
action in which several items have been purchased. Association rule X ) Y has
a support sp.X [ Y / equal to the frequencies of X and Y items purchased together
in transaction database D, and a confidence cf .X ) Y / equal to the ratio of how
many times X items were purchased with Y items. There are many association
rules that can be constructed by combining various items. For example, using only
10 items can make about 57,000 association rules (numbers of association rules can
be calculated by

Pm
k D 2 C k

m � .2k � 2/, where selecting k items from m items pro-
duces association rules). However, not all of the association rules are interesting in
practice; only parts of the association rules are valid. Under the consideration of the
support-confidence framework, the association rules which have larger frequencies
(their supports are larger than min_sp) and stronger relationships (their confidences
are larger than min_cf ) can be recognized as being valid. For example, let min_sp

D 50% (to be frequent, an itemset must occur in at least two transactions in the
above transaction database), and min_cf D 60% (to be a high-confidence or valid
rule, at least 60% of the time you find the antecedent of the rule in the transactions;
you must also find the consequence of the rule there). We can generate all frequent
itemsets in Table 2.1 as follows. By scanning the database D, item fI1g occurs in the
two transactions, t001 and t003. Its frequency is 2, and its support spfI1g D 50%
is equal to min_sp D 50%. Therefore fI1g is a frequent item. Similarly, we can find
that fI2g; fI3g and fI5g are frequent items but fI4g is not a frequent item (because
spfI1g D 25% is smaller than min_sp).

Now consider two-item sets in Table 2.1, where 8 two-item sets exist (because
the combination of 2 items from all items (5 items) is 10, there should be 10 two-
item sets, however 2 two-item sets do not appear in the transaction database). For
example, fI1; I2g occurs in the one transaction (t003). Its frequency is 1, and its
support, spfI1 [I2g D 25%, which is less than min_sp D 50%. Therefore fI1; I2g is
not a frequent itemset. On the other hand, itemset fI1; I3g occurs in the two transac-
tions (t001 and t003), its frequency is 2, and its support, spfI1 [ I3g D 50%, which
is equal to minsupp D 50%. Therefore fI1; I3g is a frequent itemset. Similarly, we
can find that fI2; I3g, fI2; I5g and fI3; I5g are frequent itemsets but fI1; I4g, fI1; I5g,
fI2; I5g and fI3; I4g are not frequent itemsets.
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We also need to consider three-item sets in Table 2.1, where 5 three-item sets ex-
ist (because the combination of 3 items from all items (5 items) is 10, there should
be 10 three-item sets, however five two-item sets do not appear in the transaction
database). For example, fI1; I2; I3g occurs in the one transaction (t003). Its fre-
quency is 1, and its support, spfI1 [ I2 [ I3g D 25%, which is less than min_sp

D 50%. Therefore fI1; I2; I3g is not a frequent itemset. On the other hand, itemset
fI2; I3; I5g occurs in the two transactions (t002 and t003), its frequency is 2, and
its support, spfI2 [ I3 [ I5g D 50%, which is equal to minsupp D 50%. Therefore
fI2; I3; I5g is a frequent itemset. In the same way, we can find that all three-item sets
are not frequent except itemset fI2; I3; I5g.

Similarly, four-items and five-items set also should be considered in Table 2.1.
Only one four-item set fI1; I2; I3; I5g exists but it is not frequent, and there are no
five-item sets.

According to the above definition, fI1g; fI2g; fI3g; fI5g, fI1; I3g, fI2; I3g, fI2; I5g,
fI3; I5g and fI2; I3; I5g in Table 2.1 are frequent itemsets.

When the frequent itemsets are determined, generating association rules from the
frequent itemsets is easy. For example, consider frequent three-item set fI2; I3; I5g,
because

cf fI2 [ I3 ) I5g D
sp.I2 [ I3 [ I5/

sp.I2 [ I3/
D

2

2
D 100% :

Since this is greater than min_cf D 60%, I2 [I3 ) I5 can be extracted as a valid
rule. In the same way, I2 [I5 ) I3 and I3 [I5 ) I2 are also valid association rules
but the relationships among items are different (because cf fI2[I5 ) I3g D 66:7%
and cf fI3 [ I5 ) I2g D 100%). Also because

cf fI2 ) I3 [ I5g D
sp.I2 [ I3 [ I5/

sp.I2/
D

2

3
D 66:7% :

This is greater than min_cf D 60%, and so I2 ) I3 [ I5 can be extracted as
a valid rule. In the same way, I2 ) I5 [ I3 and I3 ) I5 [ I2 are also valid
association rules.

Similarly, we can find that I1 ) I3 and I3 ) I1 are valid from the frequent
itemset fI1; I3g. Considering the association rules exist over two-item itemsets, gen-
erating all over two-item frequent itemsets, we can obtain all of association rules.

It is not clear which itemsets are frequent, and then which and how many associ-
ation rules are valid if we do not investigate all of frequent itemsets and association
rules. As mentioned above, there are too many candidate itemsets to search all of the
itemsets. Therefore mining all valid frequent itemsets automatically from a transac-
tion database is very important. In fact, it is a main research topic in data mining
studies. Agrawal et al. (1993) have built an Apriori algorithm for mining associa-
tion rules from databases. This algorithm has since become a common model for
mining association rules. In this chapter, we just introduce the Apriori algorithm to
show how to reduce the search space of frequent itemsets. In fact, there is a lot of
research on mining association rules. Detailed overviews of mining association rule
algorithms can be found in Zhang and Zhang (2002), Zhang et al. (2004) and Han
and Micheline (2001).
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2.3 Mining Association Rules

Identifying frequent itemsets is one of the most important issues faced by the knowl-
edge discovery and data mining community. There have been a number of excel-
lent algorithms developed for extracting frequent itemsets in very large databases.
Apriori is a very famous and widely used algorithm for mining frequent itemsets
(Agrawal et al. 1993). For efficiency, many variations of this approach have been
constructed. To match the algorithms already developed, we first present the Apriori
algorithm, and then present selectively several related algorithms of mining special
association rules.

2.3.1 The Apriori Algorithm: Searching Frequent Itemsets

Apriori is an influential algorithm for mining frequent itemsets. The algorithm em-
ploys an iterative approach known as a level-wise search, where k-itemsets are used
to explore (k C 1)-itemsets. To improve the efficiency of the level-wise generation
of frequent itemsets, an important property called Apriori property is used to re-
duce the search: all non-empty subsets of a frequent itemset must also be frequent.
This property belongs to a special category of properties called antimonotone, in
the sense that if a set cannot pass a test, all of its supersets will fail the same test as
well. It is called antimonotone because the property is monotonic in the context of
failing a test. That is, there are itemsets I and J where I � J then sp.I / � sp.J /.
That means if itemset I is not frequent then (for example in Table 2.1, fI4g is not
a frequent item) itemset J , which included I , is also not frequent (for example in
Table 2.1 fI1; I4g and fI3; I4g are not frequent itemsets).

By using the Apriori property, first the set of frequent one-item sets are found.
This set is denoted L1. L1 can be used to find L2, the set of frequent two-item sets
in the following way. A set of candidate one-item sets is generated by joining L1

with itself, which is denoted C1. That is, C1 is a superset of L1, its members may or
may not be frequent but all of the frequent one-item sets are included in C1. A scan
of the database to determine the count of each candidate in C1 would result in the
determination of L1. Any one-item set that is not frequent cannot be a subset of
a frequent two-item set. It is true for any k-itemsets. Hence, if any (k � 1)-subset
of a candidate k-itemset is not in Lk�1, then the candidate cannot be frequent either
and so can be removed from Ck . Then L2 can be used to find L3, and so on, until
no more frequent k-itemsets can be found. Therefore, we need to scan fully the
database k times when searching for frequent k-itemsets.

The following algorithm in Figure 2.1 is used to generate all frequent itemsets in
a given database D. This is the Apriori algorithm.

In the Apriori algorithm shown in Figure 2.1, step 1 finds the frequent one-item
sets, L1. Then Lk�1 is used to generate candidates Ck in order to find Lk in steps
2 through 5. The apriori_gen procedure generates the candidates and then uses the
apriori property to eliminate those having a subset that is not frequent, which is
shown in detail in Figure 2.2.
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Algorithm Apriori (D, min_sp)

Input: D, min_sp

Output: Answer
Begin

1) L1 D {large one-item sets};
2) For .k D 2I Lk�1 ¤ � I k C C/ do {
3) Ck = apriori_gen (Lk�1 ); // New candidates
4) Lk = {c 2 Ck j c.support � min_sp}
5) }
6) Answer =[Lk ;
End

Figure 2.1 Main program of the Apriori algorithm

Function apriori_gen(Lk�1 )

Input: Lk�1

Output: Ck

Begin

For (each pairp; q 2 Lk�1/ do {
If
p:item1 D q:item1 ^ � � � ^ p:itemk�1 D q:itemk�1 ^ p:itemk�1 < q:itemk�1

Then
c D p [ q:itemk�1

Ck D Ck [ fcg
}

For (eachp 2 Ck/ do {
For (each k-subsets s of c) do {

If c … Lk�1 Then
Delete c

}
}

return Ck

End

Figure 2.2 Algorithm of function apriori_gen(Lk�1 )

In Figure 2.2, the apriori_gen function performs two kinds of actions. The first
action is the join component in which Lk�1 is joined with Lk�1 to generate poten-
tial candidates. The second action employs the Apriori property to remove candi-
dates that have a subset that is not frequent. An example to show the action of apri-

ori_gen can be illustrated as follows with Table 2.1. Let L1 D fI1g; fI2g; fI3g; fI5g,
which consists of all frequent one-item sets. In order to join with L1 to generate
a candidate set of two-item sets, each pair of fI1g; fI2g; fI3g; fI5g are combined
as fI1; I2g; fI1; I3g; fI1; I5g; fI2; I3g, fI2; I5g and fI3; I5g as C2. Consider the Apri-
ori property that all subsets of a frequent itemset must also be frequent, we can
determine that those six candidates may remain in C2. Then the set of frequent
two-item sets, L2, is determined, consisting of fI1; I3g; fI2; I3g, fI2; I5g; fI3; I5g,
which have support greater than or equal to min_sp. Similarly, the set of candidate
three-item sets, C2, can also be generated with L2. Each pair of fI1; I3g; fI2; I3g,
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fI2; I5g; fI3; I5g are combined as fI1; I2; I3g, fI1; I2; I5g; fI1; I3; I5g and fI2; I3; I5g

as C3. However, we can find that fI1; I2g and fI1; I5g are not frequent two-item sets.
Therefore we remove them from C3, to save the effort of unnecessarily obtaining
their counts during the subsequent scan of the database to determine L3 because
C3 only includes fI2; I3; I5g. Note that when given a candidate k-itemset, we only
need to check if its (k � 1)-subsets are frequent since the Apriori algorithm uses
a level-wise search strategy. This is because there is only one itemset in L3 so that
the apriori_gen function is completed.

2.3.2 Generating Association Rules from Frequent Itemsets

Once the frequent itemsets have been searched, it is straightforward to generate
association rules. Notice that sp.I / � sp.J / where itemsets I are the non-empty
subsets of J (i.e., I � J ); if J is a frequent itemset, then for every subset I the
association rule I ) J � I can be established if cf fI ) J � I g � min _cf .
According to this property, the following algorithm in Figure 2.3 can be used to
generate all of association rules.

Generating association rule

Input: Frequent itemsets
Output: Association rules
Begin

1. For each frequent itemsets lk (k � 2) do {
2. H1WDfh 2 lkgjcf .lk � fhg ) fhg/ � min _cf g
3. Call Ap-Genrule.lk ; H1/;
4. }

5. Procedure Ap-Genrule.lk ; Hm/{
6. If k > m C 1/{
7. HmC1 D apriori_gen(Hm/;
8. For each hmC1 2 HmC1 {
9. cf = sp(.lk // sp.lk � hmC1/
10. If cf � min _cf then
11. Output .lk � hmC1/ ) hmC1;
12. Else
13. HmC1 WD HmC1 � fhmC1g;
14. }
15. Ap-Genrule.lk ; HmC1/;
16. }
17. }
End

Figure 2.3 Algorithm to generate association rules

In Figure 2.3, Hm is the consequent set of m which has larger confidence than
min_cf. First in step 2, the consequent sets of one item should be made. For example,
by using the data from Table 2.1, fI2; I3g is a two-item frequent itemset. Suppose
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min_cf D 60%, then

cf.I2 ) I3g D 66:7% > min _cf

cf .I3 ) I2g D 66:7% > min _cf :

For generating larger HmC1, we can use the function of the apriori_gen (Hm) in
step 7, and calculate the confidence of each. If their confidence is larger than min_cf

then output them as association rules; else withdraw them from HmC1 (in steps
8–14). We can also use an example to illustrate the algorithm. Because fI2; I3g is
a frequent itemset then apriori_gen (fI2; I3g) makes several three-item sets, but only
fI2; I3; I5g is frequent. Calculate the confidence of the subset of itemset fI2; I3; I5g

to give

cf .I2 [ I3 ) I5g D 100%

cf .I2 [ I5 ) I3g D 66:7%

cf .I3 [ I5 ) I2g D 100%

cf .I2 ) I3 [ I5g D 66:7%

cf .I3 ) I2 [ I5g D 66:7%

cf .I5 ) I2 [ I3g D 66:7% :

Because the confidence of the six subsets of fI2; I3; I5g is larger than min_cf,
they then become association rules. Moreover, there are no frequent itemsets of four
items in Table 2.1 so that the procedure of generating association rules is completed.

2.4 Related Studies on Mining Association Rules

in Inventory Database

Since the Apriori is a very basic algorithm for mining frequent itemsets in large
databases, many variations of the Apriori have been proposed that focus on im-
proving the efficiency of the original algorithm and on the developing the algo-
rithm for other research fields. There are many excellent publications that summa-
rize this topic, for example, Zhang and Zhang (2002), Zhang et al. (2004) and Han
and Micheline (2001). In this section, we discuss two typical approaches of mining
association rules established in current literature: mining multidimensional associa-
tion rules from relational databases (Han and Micheline 2001, Fukuda et al. 1996a,
1996b, 1999, 2001), and mining association rules with a time-window (Xiao et al.

2009), which are considered to be very important in inventory management.

2.4.1 Mining Multidimensional Association Rules

from Relational Databases

We have studied association rules that imply a single predicate, for example, the
predicate buys. Hence we can refer to the association rules with a form of A ) B
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as a one-dimensional association rule because it contains a single distinct predicate
(for example buys) with multiple occurrences. Such association rules can commonly
be mined from transactional data.

However, rather than using a transactional database, sales and related informa-
tion are stored in a relational database. Such a store of data is multidimensional,
by definition. For instance, in addition to keeping track of the items purchased in
sales transactions, a relational database may record other attributes associated with
the items, such as the quantity purchased or the price, or the branch location of the
sales. Additional relational information regarding the customers who purchased the
items, such as customer age, occupation, credit rating, income, and address, may
also be stored. Considering each database attribute as a predicate, it can therefore
be interesting to mine association rules containing multiple predicates. Association
rules that involve two or more dimensions or predicates can be referred to as multi-
dimensional association rules, such as

age.X; "20:::29"/ ^ occupation.X; "student"/ ) buys.X; "laptop"/

where X is a variable representing customers who purchased items in relational
databases. There are three predicates (age, occupation, and buys) in the above as-
sociation rules. Note that these predicates can be categorical (nominal attributes)
or quantitative (numeric attributes). Here, we just consider a simple case in which
quantitative attributes are separated using predefined concept hierarchies, namely
optimized association rules, which is proposed by Fukuda et al. (1996b, 1999,
2001). This rule has a simple form

A 2 Œv1; v2� ) B

which states that customers who buy item A in the range between v1 and v2 are likely
to buy item B . If the resulting task-relevant data are stored in a relational table, then
the Apriori algorithm requires just a slight modification so as to find all frequent
ranges rather than frequent itemsets. Also if an instance of the range is given, the
confidence of this rule can be calculated easily. In practice, however, we want to
find a range that yields a confident rule. Such a range is called a confident range.
Unfortunately, a confident range is not always unique, and we may find a confident
range that contains only a very small number of items. If the confident range has
a maximum support then the association rule is called an optimized support rule.
This range captures the largest cluster of customers that are likely to buy item B

with a probability no less than the given min_cf. Instead of the optimized support
rule it is also interesting to find the frequent range that has a maximum confidence.
Such association rules are called optimized confidence rules. This range clarifies
a cluster of more than, for instance, 10% of customers that buy item B with the
highest confidence.

Tables 2.2 and 2.3 show the examples of the optimized support rule and opti-
mized confidence rule. Suppose min_sp D 10% and min_cf D 50%. We may have
many instances of ranges that yield confident and ample rules, shown in Tables 2.2
and 2.3.
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Table 2.2 Examples of confidence rules

Range [1000, 10 000] [5000, 5500] [500, 7000]

Support 20% 2% 15%
Confidence 50% 55% 52%

Among those ranges in Table 2.2, range [1000, 10 000] is a candidate range for
an optimized support rule.

Table 2.3 Examples of ample rules

Range [1000, 5000] [2000, 4000] [3000, 8000]

Support 13% 10% 11%
Confidence 65% 50% 52%

Among those ranges in Table 2.3, range [1000, 5000] is a candidate range for an
optimized confidence rule. It can be considered that although [1000, 5000] is a su-
perset of [2000, 4000], the confidence of the rule of the former range is greater than
that of the latter range, but observation will confirm that corresponding situations
could really occur.

Fukuda et al. (1996b, 1999, 2001) proposed two asymptotically optimal algo-
rithms to find optimized support rules and optimized confidence rules, on the as-
sumption that data are sorted with respect to the numeric attributes. Sorting the
database, however, could create a serious problem if the database is much larger
than the main memory, because sorting data for each numeric attribute would take
an enormous amount of time. To handle giant databases that cannot fit in the main
memory, they presented other algorithms for approximating optimized rules, by us-
ing randomized algorithms. The essence of those algorithms is that they generated
thousands of almost equidepth buckets (i.e., buckets are made by dividing the value
of the attribute into a sequence of disjointed ranges, and the size of any bucket is the
same), and then combines some of those buckets to create approximately optimized
ranges. In order to obtain such almost equidepth buckets, a sample of data is first
created that fits into the main memory, thus ensuring the efficiency with which the
sample is sorted.

2.4.2 Mining Association Rules with Time-window

Most of the early studies on mining association rules focus on the quantitative prop-
erty of transaction. The time property of transaction, however, is another important
feature that has also attracted many studies in recent years. Transaction time is be-
lieved to be valuable for discovering a customer’s purchasing patterns over time,
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e.g., finding periodic association rules. Periodic association rules were first studied
by Ramaswamy and Siberschatz (1998) to discover the association rules that repeat
in every cycle of a fixed time span. Li et al. (2003) presented a level-wise Apriori-
based algorithm, named Temporal-Apriori, to discover the calendar-based periodic
association rules, where the periodicity is in the form of a calendar, e.g., day, week
or month. Lee and Jiang (2008) relaxed the restrictive crisp periodicity of the peri-
odic association rule to a fuzzy one, and developed an algorithm for mining fuzzy
periodic association rules.

The periodic association rule is based on the assumption that people always do
the same purchasing activities after regular time intervals so that some association
rules might not hold on the whole database but on a regularly partitioned database.
However, the key drawback of the mining periodic association rule is that the pe-
riodicities have to be user-specified, e.g., days, weeks or months, which limit the
ability of algorithms on discovering a customer’s arbitrary time-cycled activities
with unknown interval. Moreover, a customer’s purchasing patterns over time are
more complex than just periodically repeated behaviors. Many association rules
might appear occasionally or repeat asynchronously (Huang and Chang 2005) or
with changing periodicities. Finding all of these association rules which appear in
different time segments, and then using them to discover all potential patterns of
a customer is challenging work.

In practice, there are many candidates of association rules that do not satisfy the
thresholds of min_sp and min_cf over the whole database, but satisfy them in seg-
ments of the database partitioned by specified time-windows, which are also called
part-time association rules. These part-time association rules reflect the customer’s
purchasing pattern at different time phases, which is useful information for timely
market management because market managers need to know the behaviors of cus-
tomers on different time phases. However, these rules cannot be discovered by all of
the existing algorithms, including those algorithms for mining periodic association
rule. To discover part-time association rules, we first need to introduce the notion
of the association rule with time-windows (ARTW), which is formally described as
follows.

Let I D fi1; i2; : : :; ing be a set of items. D D ft1; t2; � � � tng is a set of trans-
actions, where each transaction t has an identifier tid and a set of items t-itemset,
i.e., t D (tid, t-itemset). A time stamp tt indicating the time when the transaction
occurred, and a set of items tc such that tc 2 I . Let T be the total time span of the
real-time database such that tt 2 T for all transactions. Let (t1, t2) be a time-window
such that t1; t2 2 T . Let jD.t1;t2/j be the number of transactions that occur in (t1, t2),
where jD.X/.t1;t2/j is the number of transactions containing itemset X occurring in
(t1, t2), and j.t1; t2/j is the width of the time-window. An ARTW is an implication
of the form X ).t1;t2/ Y , where X � I; Y � I , X \ Y D �, and .t1; t2/ 2 T . This
rule has support s% in time-window (t1, t2) if and only if

jD.X/.t1;t2/j

jD.t1;t2/j
� s% ;
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and has conference c% in time-window (t1, t2) if and only if

jD.X [ Y /.t1;t2/j

jD.X/.t1;t2/j
� c% :

As usual, two thresholds, i.e., the min_sp and the min_cf, are required to deter-
mine whether an ARTW holds or not. Besides, another threshold, namely, the min-
imum time-window, noted as min_win, is also required in determining an ARTW.
Generally, an association rule with too narrow of a time-window is often meaning-
less to market management because it does not reflect a stable purchase pattern of
customer. Therefore, we use the following criteria to determine whether an ARTW:
X ).t1;t2/ Y holds or not:

1. Its support s% is greater than or equal to the predefined min_sp.
2. Its conference c% is greater than or equal to the predefined min_cf.
3. The width of time-window j.t1, t2/j is greater than or equal to the predefined

min_win.

In addition, to avoid the algorithm tramping in the situation of one transaction is

frequent, the min_win is required to be much greater than 1=min_sp.
An ARTW might have many pairs of disjointed time-windows with different

widths and different intervals. For example, the association rule may hold in the
time-window of (t1, t2), (t3, t4), . . . and so on. Therefore, the periodic association
rules are just a subset of the ARTW that are with fixed time-window width and fixed
length of interval. Especially, when the min_win is equal to the total time span of the
whole database, the found ARTW are exactly the traditional notion of association
rules that hold on the whole database.

An important index of ARTW, i.e., the tc% named time-coverage rate, is em-
ployed to represent the strength of ARTW on time length, which is defined as fol-
lows:

tc% D
j .t1; t2/A)B j

jT j
� 100% ;

where j.t1; t2/jA)B is the length of the time-window of ARTW A ).t1;t2/ B , and
jT j is the total time span of the database. Therefore, an ARTW holds if and only if its
time-coverage rate is equal to or greater than the min_win=jT j. Since an association
rule may be associated with many different and disjointed time-windows, the same
association rule with different time-windows may be recognized as different ARTW
by the algorithm. So we merge those ARTW with identical itemset A and itemset B

into one. Therefore, an ARTW always indicates an association rule A )f.t1;t2/g B

that holds on a set of disjointed time-windows. The time-coverage of ARTW is
consequently changed to:

tc% D

P

j .t1; t2/A)B j

jT j
� 100% :

Especially, when tc% D 100%, the ARTW is degraded to a traditional full-time

association rule. If we relax the time-coverage rate from 100% to lower values, like
80% or 50%, more association rules are expected to be discovered.
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In order to discover all ARTW from a real-time database, as usual, two subprob-
lems are involved. The first is to find all of the frequent itemsets with time-window
(FITW), which accordingly indicates the itemsets that are frequent only in a spec-
ified time-window. The second is to find out, from the set of FITW discovered in
step one, all of ARTW in the database. Since the solution to the second subprob-
lem is straightforward, our research efforts mainly focus on the first subproblem to
search all FITW from a real-time database with respect to the specified thresholds
of min_sp, min_cf and min_win, efficiently and completely, which can be described
as follows.

For a pair of time-windows .t1; t2/ 2 T , let jD.t1;t2/j be the number of transac-
tions occurring in (t1, t2), let jD.X/.t1;t2/j be the number of transactions occurring
in (t1, t2) while containing itemset X , and let j.t1; t2/j be the width of time-window.
The support of itemsets X in time-window (t1, t2) can be defined as

support
�

X .t1;t2/
�

D
jD.X/.t1;t2/j

jD.t1;t2/j
� 100% :

Therefore, an itemset X is said to be frequent if and only if its support is greater
than or equal to the predefined min_sp and the width of its time-window is greater
than or equal to the predefined min_win, i.e., j.t1; t2/j > min_win. It is also notice-
able that an itemset X may be frequent in many pairs of disjointed time-windows.
For this case, all of them will be noted as independent FITW, such as X .t1;t2/,
X .t3;t4/, . . . , and so on.

The traditional way to discover frequent itemsets is to use the knowledge that
all subsets of a frequent itemsets are also frequent. Analogously, if an itemset X in
time-window (t1, t2) has a support s%, then all of its subsets will have supports equal
to or greater than s% in the same time-window (t1, t2), which is straightforward.
Therefore, we develop the similar knowledge that all subsets of an FITW are also
FITW. This insight will help us in developing an Apriori-based algorithm to quickly
discover all FITW from a large database.

2.5 Summary

Mining association rules from huge amounts of data is useful in business. Market
basket analysis studies the buying habits of customers by searching for sets of items
that are frequently purchased together. Association rule mining consists of first find-
ing frequent itemsets. Agrawal et al. (1993) have proposed a support-confidence
framework for discovering association rules. This framework is now widely ac-
cepted as a measure of mining association rules. Han and Micheline (2001), Zhang
and Zhang (2002), Zhang et al. (2004), and Fukuda et al. (2001) summarize the
topics on various technologies of mining association rules. Because mining associa-
tion rules in inventory databases focus on the discovery of association relationships
among large items data which have some special characteristics of inventory man-
agement, we have summarized and discussed briefly the topics related to mining
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association rules in inventory databases in this chapter. The key points of this chap-
ter are:

1. basic concepts for dealing with association rules;
2. support-confidence framework concerning association rule mining; and
3. discussion of two topics related to inventory data mining: multidimensional as-

sociation rules and association rules with time-windows.

Acknowledgements The work of mining association rules with a time-window is research con-
ducted by Dr. Yiyong Xiao, Dr. Renqian Zhang and Professor Ikou Kaku. Their contribution is
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Chapter 3

Fuzzy Modeling and Optimization:
Theory and Methods

After introducing definitions, properties and the foundation of fuzzy sets theory, this
chapter aims to present a brief summary of the theory and methods of fuzzy opti-
mization. We also attempt to give readers a clear and comprehensive understanding
of knowledge, from the viewpoint of fuzzy modeling and fuzzy optimization, clas-
sification and formulation for the fuzzy optimization problems, models, and some
well-known methods. The importance of interpretation of the problem and formula-
tion of an optimal solution in a fuzzy sense are emphasized.

3.1 Introduction

Traditional optimization techniques and methods have been successfully applied
for years to solve problems with a well-defined structure/configuration, sometimes
known as hard systems. Such optimization problems are usually well formulated by
crisply specific objective functions and a specific system of constraints, and solved
by precise mathematics. Unfortunately, real world situations are often not determin-
istic. There exist various types of uncertainties in social, industrial and economic
systems, such as randomness of occurrence of events, imprecision and ambiguity of
system data and linguistic vagueness, etc., which come from many sources (Simon
1995) including errors of measurement, deficiency in history and statistical data,
insufficient theory, incomplete knowledge expression, and the subjectivity and pref-
erence of human judgments, etc. As pointed out by Zimmermann (1991), various
kinds of uncertainties can be categorized as stochastic uncertainty and fuzziness.

Stochastic uncertainty relates to the uncertainty of occurrences of phenomena or
events. Its characteristics lie in the fact that descriptions of information are crisp and
well defined, however they vary in their frequency of occurrence. Systems with this
type of uncertainty are called stochastic systems, which can be solved by stochas-
tic optimization techniques using probability theory. In some other situations, the
decision maker (DM) does not think the commonly used probability distribution
is always appropriate, especially when the information is vague, relating to human

Y. Yin et al., Data Mining. © Springer 2011 25
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language and behavior, imprecise/ambiguous system data, or when the information
could not be described and defined well due to limited knowledge and deficiency
in its understanding. Such types of uncertainty are categorized as fuzzy, which can
be further classified into ambiguity or vagueness. Vagueness here is associated with
the difficulty of making sharp or precise distinctions, i.e., it deals with the situation
where the information cannot be valued sharply or cannot be described clearly in
linguistic term, such as preference-related information. This type of fuzziness is usu-
ally represented by a membership function, which reflects the decision maker’s sub-
jectivity and preference on the objects. Ambiguity is associated with the situation in
which the choice between two or more alternatives is left unspecified, and the occur-
rence of each alternative is unknown owing to deficiency in knowledge and tools. It
can be further classified into preference-based ambiguity and possibility-based am-
biguity from the viewpoint of where the ambiguity comes from. The latter is some-
times called imprecision. If the ambiguity arises from the subjective knowledge or
objective tools, e.g., “the processing time is around 2 min,” it is a preference-based
ambiguity, and is usually characterized by a membership function. If the ambigu-
ity is due to incompleteness, e.g., “the profit of an investment is about $2 or $1.9
to $2.1,” it is a possibility-based ambiguity and is usually represented by ordinary
intervals, and hence it is characterized by a possibility distribution, which reflects
the possibility of occurrence of an event or an object. A system with vague and am-
biguous information is called a soft one in which the structure is poorly defined and
it reflects human subjectivity and ambiguity/imprecision. It cannot be formulated
and solved effectively by traditional mathematics-based optimization techniques
nor probability-based stochastic optimization approaches. However, fuzzy set the-
ory (Zadeh 1965, 1978), developed by Zadeh in the 1960s and fuzzy optimization
techniques (Zimmermann 1991; Lai and Hwang 1992a, 1992b) provide a useful and
efficient tool for modeling and optimizing such systems. Modeling and optimization
under a fuzzy environment is called fuzzy modeling and fuzzy optimization.

The study of the theory and methodology of the fuzzy optimization has been ac-
tive since the concepts of fuzzy decision and the decision model under fuzzy envi-
ronments were proposed by Bellman and Zadeh in the 1970s (Bellman et al. 1970).
Various models and approaches to fuzzy linear programming (Fang et al. 1999;
Fang and Li 1999; Hamacher et al. 1978; Han et al. 1994; Ishibuchi et al. 1994;
Rommelfanger 1996; Ramik and Rommelfanger 1996; Tanaka and Asai 1984a,b;
Wang 1997; Wang and Fang 1997), fuzzy multi-objective programming (Sakawa
and Yano 1989, 1994) fuzzy integer programming (Chanas and Kuchta 1998; Sto-
ica et al. 1984), fuzzy dynamic programming (Kacprzyk and Esogbue 1996), pos-
sibility linear programming (Dubois 1987; Lai and Hwang 1992a,b; Ramik and Ri-
manek 1985; Rommelfanger et al. 1989; Tanaka and Asai 1984a,b), and fuzzy non-
linear programming (Liu and Fang 2001; Tang and Wang 1997a,b; Tang et al. 1998;
Trappey et al. 1988) have been developed over the years by many researchers. In the
meantime, fuzzy ranking (Bortolan et al. 1985), fuzzy set operation, sensitivity anal-
ysis (Ostermark 1987) and fuzzy dual theory (Verdegay 1984a,b), as well as the ap-
plication of fuzzy optimization to practical problems also represent important topics.
Recent surveys on the advancement of the fuzzy optimization has been found in Del-
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gado et al. (1994), Fedrizzi et al. (1991a,b), Inuiguchi (1997), Inuiguchi and Ramik
(2000), Kacprzyk and Orlovski (1987), and Luhandjula (1989), and especially the
systematic survey on the fuzzy linear programming made by Rommelfanger and
Slowinski (1998). The survey on other topics of fuzzy optimization like discrete
fuzzy optimization and fuzzy ranking have been investigated by Chanas and Kuchta
(1998) and Bortolan (1985), respectively. The classification of uncertainties and of
uncertain programming has been made by Liu (1999, 2002). The latest survey on
fuzzy linear programming is provided by Inuiguchi and Ramik (2000) from a prac-
tical point of view. The possibility linear programming is focused and its advantages
and disadvantages are discussed in comparison with the stochastic programming ap-
proach using examples. There are fruitful literatures and broad topics in this area,
it is not easy to embrace them all in one chapter, hence the above surveys serve
as an introduction and summarize some advancement and achievements of fuzzy
optimization under special cases.

3.2 Basic Terminology and Definition

3.2.1 Definition of Fuzzy Sets

Let X be a classical set of objects, called the universe, whose generic elements are
denoted by x. If A is a crisp subset of X , then the membership of x in A can be
viewed as the characteristic function �A.x/ from X to f0; 1g such that

�A.x/ D

(

1 if and only if x 2 A

0 otherwise
(3.1)

If f0; 1g is allowed to be the real interval [0,1], A is called a fuzzy set proposed
by Zadeh, and �A.x/ denotes the degree of membership of X in A. The closer the
value of �A.x/ is to 1, the more x belongs to A.

Generally speaking, a fuzzy set A denoted by QA is characterized by the set of
ordered pairs (Zimmermann 1991):

QA D f.x; � QA.x//jx 2 Xg :

Of course, the characteristic function can be either a membership function or
a possibility distribution. If the membership function is preferred, then the charac-
teristic function is usually denoted by �.x/. On the other hand, if the possibility
distribution is preferred, the characteristic function will be specified as �.x/.

Along with the expression of QA D f.x; � QA.x//jx 2 Xg, the following notation
may be used in some cases. If X D fx1; x2; � � � ; xng is a finite numerable set, then
a fuzzy set QA is then expressed as

QA D � QA.x1/=x1 C � QA.x2/=x2 C � � � C � QA.xn/=xn :
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For example let X D fLi, Wang, Huang, Tang, Zhangg be a set of five girls; the
heights for the five girls are given as follows:

Li: 165 cm Wang: 172 cm Huang: 159 cm Tang: 175 cm Zhang: 168 cm.

Then we select QA to be a set of “tall” girls, where “tall” is a linguistic proposition.
How do we formulate this set QA? Which girl belongs to QA? To deal with those
problems, we develop the following procedure.

Step 1 Determine the preferred level, for example we consider that a girl is abso-
lutely tall if her height is 175 cm. On the other hand if her height is less than
160 cm, she is not tall at all. Of course, the preferred value should be accepted
due to common sense. Obviously, Tang is absolutely tall, and Huang is absolutely
not tall, but how about Zhang, Li and Wang?

Step 2 Calculate the reference value, namely the degree belongs to “tall.” From
common sense, the higher the height, the greater degree to which the girl belongs
to “tall.” Generally, we draw a degree-scaled line linearly proportional to the
previous height line in order to represent the degree of membership indicating
that a girl belongs to A. As a result, the following degrees may be available:
Degree (Li is tall)D 0:3;
Degree (Wang is tall) D 0:8;
Degree (Zhang is tall)D 0:5333.
Therefore QA may be characterized by

QA D f0:3=Li; 0:8=Wang; 0=Huang; 1=Tang; 0:5333=Zhangg :

Certainly, if X is a real set, QA may be characterized by a continuous membership
function.

3.2.2 Support and Cut Set

The support of a fuzzy set QA, denoted by supp QA is a crisp subset of X and is
presented as:

supp QA D fxj� QA.x/ > 0 and x 2 Xg :

The ˛-level (˛-cut) set of a fuzzy QA is a crisp subset of X and is denoted by

A˛ D fxj� QA.x/ > ˛ and x 2 Xg :

From the definition of support and ˛-level cut set, A˛ is a subset of supp QA.

3.2.3 Convexity and Concavity

Definition 3.1. A fuzzy set QA in X is a convex fuzzy set if and only if for every pair
of points x1 and x2 in X, the membership of QA satisfies the inequality:

� QA.ıx1 C .1 � ı/x2/ > minf� QA.x1/; � QA.x2/g

where, ı 2 Œ0; 1�.
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Alternatively, a fuzzy set is convex if all ˛-level sets are convex. Similarly, we
can define a concave fuzzy set.

3.3 Operations and Properties for Generally Used Fuzzy

Numbers

3.3.1 Fuzzy Inequality with Tolerance

Fuzzy inequality with tolerance has the following general form:

y Q6 0 (3.2)

where Q6 and Q> means tolerance in the inequality.
Equation 3.2 may be viewed as a fuzzy subset denoted by QI1 D fyjy Q6 0g, char-

acterized by � QI .y/ which satisfies:

8

ˆ

<

ˆ

:

� QI1
.y/ D 1 y 2 .�1; 0�

0 < � QI1
.y/ < 1 and is monotonic non-increasing y 2 .0;1/

� QI1
.�1/ D 0

Definition 3.2. A fuzzy set y ti lde6 0 is a fuzzy inequality with positive tolerance
if the membership functions � QI1

.y/ satisfy the above properties.

Similarly, we may define a fuzzy inequality with negative tolerance y Q> 0 as
a fuzzy set QI2, which the membership function � QI2

.y/ satisfies:

8

ˆ

<

ˆ

:

� QI2
.y/ D 1 y 2 Œ0;C1�

0 < � QI2
.y/ < 1 and is monotonic non-increasing y 2 .�1; 0/

� QI2
.�1/ D 0

� QI1
.y/ and � QI2

.y/ stand for the degree of satisfaction with the tolerances that
exist in the constraints y Q6 0 and y Q> 0, respectively.

Generally, formulate � QI1
.y/ and � QI2

.y/ as

� QI1
.y/ D

8

<

:

1 y 6 0
1

1C yı
y > 0

(3.3)

� QI2
.y/ D

8

<

:

1 y > 0
1

1C .�y/ı
y < 0

(3.4)
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where ı is a positive constant. The term y Q6 0 (y Q> 0) with membership functions
as in Equations 3.3 and 3.4 is called an infinite tolerance type fuzzy inequality.

Contrarily, given the largest acceptable tolerance (LAT > 0), y Q6 0 (y Q> 0) may
then be characterized by

� QI1
.y/ D

8

ˆ̂
<

ˆ̂
:

1 y 6 0

1 �
� y

LAT

�ı

0 < y 6 LAT

0 y > LAT

(3.5)

� QI2
.y/ D

8

ˆ̂
<

ˆ̂
:

1 y > 0

1 �
� �y

LAT

�ı

�LAT < y < 0

0 y 6 �LAT

(3.6)

The above fuzzy inequality with largest acceptable tolerance is called a definite
tolerance type fuzzy inequality.

3.3.2 Interval Numbers

Let R be a real number domain.

Definition 3.3. A closed interval Œm; n� 2 R.m 6 n/ is called a closed interval
number if the algebraic operations satisfy the extension principle.

Similarly, we may define an open interval number as .m; n/, a semi-open/semiclosed
interval number as .m; n� or Œm; n/.

Generally, we denote the following interval number by jm; nj. As a fuzzy number
in real domain R, the interval number jm; nj characterized by � QR.x/ is defined by

� QR.x/ D

8

<

:

1 x 2 jm; nj

L.x/ x < m

R.x/ x > n

(3.7)

where L.x/ and R.x/ are non-decreasing and non-increasing, respectively, and sat-
isfy lim

x!�1
L.x/ D 0 and lim

x!1
R.x/ D 0.

Algebraic operations for an interval number satisfy the following:

Property 3.1. ja; bj C jc; d j D jaC c; b C d j

Property 3.2. ja; bj � jc; d j D ja � c; b � d j

Property 3.3. ja; bj � jc; d j D jac ^ ad ^ bc ^ bd; ac _ ad _ bc _ bd j

Property 3.4.

ja; bj � jc; d j D ja=c ^ a=d ^ b=c ^ b=d; a=c _ a=d _ b=c _ b=d j

where ^ and _ indicate the operations min and max, respectively.
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3.3.3 L–R Type Fuzzy Number

Definition 3.4. A fuzzy number Qm is of L-R type if there exist reference functions
L and R, and scalars ˛ > 0; ˇ > 0, such that the membership functions have the
following type:

� Qm.x/ D

8

<̂

:̂

L
�m � x

˛

�

x 6 m

R

�
x �m

ˇ

�

x > m :
(3.8)

L-R type fuzzy number is denoted by .m; ˛; ˇ/LR, where L.x/,R.x/ are left and
right reference functions, and ˛ and ˇ are called left and right spreads, respectively.

Algebraic operations for L-R type fuzzy number satisfy the following: set Qm D
.m; ˛; ˇ/LR, Qn D .n; ; ı/LR.

Property 3.5. QmC Qn D .mC n; ˛ C ; ˇ C ı/LR

Property 3.6. � Qm D .�m; ˇ; ˛/RL

Property 3.7. Qm � Qn D .m � n; ˛ C ı; ˇ C /LR

Property 3.8. Qm 6 Qn( m 6 n; ˛ > ; ˇ 6 ı

Let ˛ D ˇ D 0; .m; ˛; ˇ/LR D m, namely general real number m is a special
L � R type fuzzy number with left and right spreads of 0.

A function L.x/ is called a reference function (Zimmermann 1985) if

1. L.�x/ D L.x/;
2. L.0/ D 1;
3. L.x/ is decreasing on Œ0;1/.

In the following we introduce some commonly used reference function L.x/.

1. L.x/ D maxf0; 1� jxjpg;
2. L.x/ D e�jxjp ;
3. L.x/ D 1

1Cjxjp
;

4. L.x/ D

�
1 x 2 Œ�p;Cp�

0 else
.

3.3.4 Triangular Type Fuzzy Number

Definition 3.5. A fuzzy number Qm is a triangular type fuzzy number if it has the
membership function � Qm.x/ defined by

� Qm.x/ D

8

ˆ̂
ˆ̂
ˆ̂
<

ˆ̂
ˆ̂
ˆ̂
:

0 x 6 m � ˛
x � .m � ˛/

˛
m � ˛ < x 6 m

mC ˇ � x

ˇ
m < x 6 mC ˇ

0 x > mC ˇ

(3.9)
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Triangular type fuzzy number Qm is a special L � R type fuzzy number, denoted by
.m; ˛; ˇ/.

Algebraic operations for triangular type fuzzy number satisfy the following.

Property 3.9. .m; ˛; ˇ/C .n; ; ı/ D .mC n; ˛ C ; ˇ C ı/.

Property 3.10. �.m; ˛; ˇ/ D .�m; ˇ; ˛/.

Property 3.11. .m; ˛; ˇ/ � .n; ; ı/ D .m � n; ˛ C ; ˇ C ı/.

Property 3.12. .m; ˛; ˇ/ 6 .n; ; ı/( m 6 n; ˛ > ; ˇ 6 ı.

Property 3.13. .m; ˛; ˇ/ 6 0( m 6 0; ˛ > 0; ˇ D 0.

Property 3.14. If m; n > 0; .m; ˛; ˇ/ � .n; ; ı/ ' .mm; m C n˛; mı C nˇ/.

Property 3.15. If a; m > 0; a � .m; ˛; ˇ/ D .am; a˛; aˇ/.

Property 3.16. If a < 0; m > 0; a � .m; ˛; ˇ/ D .�am;�aˇ;�a˛/.

The problem is how to define and formulate QM > QN . QM 6 QN /.

3.3.5 Trapezoidal Fuzzy Numbers

Definition 3.6. A fuzzy number QM is trapezoidal fuzzy number denoted by .m; n,
˛; ˇ/ if 9m; n 2 R; m ¤ n such that the membership functions � QM .x/ satisfy the
following:

1. � QM .x/ D 1; for x 2 Œm; n�.
2. � QM .x/ D 1 � m�x

˛
; for m � ˛ 6 x 6 m.

3. � QM .x/ D 1 � x�n
ˇ

; for n < x 6 nC ˇ.
4. � QM .x/ D 0; for else.

Trapezoidal fuzzy number is a special case of interval number. Algebraic opera-
tions for trapezoidal numbers satisfy the following:

Set QM1 D .m1; n1; ˛1; ˇ1/; QM2 D .m2; n2; ˛2; ˇ2/.

Property 3.17. QM1 C QM2 D .m1 Cm2; n1 C n2; ˛1 C ˛2; ˇ1 C ˇ2/.

Property 3.18. � QM1 D .�n1;�m1; ˇ1; ˛1/.

Property 3.19. QM1 � QM2 D .m1 �m2; n1 � n2; ˛1 � ˛2; ˇ1 � ˇ2/.

Property 3.20. QM1 6 QM2 ( m1 6 m2; n1 6 n2; m1 � ˛1 6 m2 � ˛2; n1 C ˇ1 6

n2 C ˇ2.

Generally, 8Œa1; a2� 2 QA; Œb1; b2� 2 QB define Maxf QA; QBg; Minf QA; QBg; as:

Maxf QA; QBg D Œmaxfa1; b1g; maxfa2; b2g� :

Minf QA; QBg D Œminfa1; b1g; minfa2; b2g� :

The problem is how to define and formulate QM > QN . QM 6 QN /.
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3.4 Fuzzy Modeling and Fuzzy Optimization

To understand and solve a complex problem under a fuzzy environment effectively,
two tasks should be accomplished, i.e., fuzzy modeling and fuzzy optimization.
Fuzzy modeling aims to build an appropriate model based upon the understanding
of the problem and analysis of the fuzzy information. However, fuzzy optimization
aims at solving the fuzzy model “optimally” by means of optimization techniques
and tools based on the formulation of the fuzzy information in terms of their mem-
bership functions and/or possibility distribution functions, etc.. Generally speaking,
these tasks represent two different processes, however, there are no precise bound-
aries between them. The whole process for applying fuzzy optimization to solve
a complex problem can be decomposed into seven stages as follows:

Stage 1 Understand the problem. In this stage, the state, constraints and goals of
the system, as well as the relationships among them are understood clearly and
expressed by sets.

Stage 2 Fuzziness analysis. Based on understanding of the background of the prob-
lem, such questions, like which kind of fuzzy information (elements) is involved
and what is the position (e.g., fuzzy goal, fuzzy system of constraints, fuzzy co-
efficients) it takes, as well as the way (e.g., ambiguity/imprecision in quantity,
vagueness in linguistic) in which it is expressed, should be analyzed and sum-
marized. In this stage the fuzzy information is usually expressed in a semantic
way.

Stage 3 Development of fuzzy model. Based upon stages 1 and 2, an appropriate
fuzzy optimization model will be built by adopting some mathematical tools,
catering to the characteristics of the problem. There are two methods for de-
veloping fuzzy models, i.e., using the principles of cause-and-effect and those
of transition, and using ordinary equations to express the cause-and-effect rela-
tionships. During model development, sets and logic relationships are first es-
tablished and justified. The optimization model may take the form of fuzzy lin-
ear programming, fuzzy nonlinear programming, fuzzy dynamic programming,
fuzzy multi-objective programming, or positivistic linear programming.

Stage 4 Description and formulation of the fuzzy information. On the basis of the
stage 2, the fuzzy information including ambiguity and vagueness has been dis-
tinguished. What remains is the task to quantify the information in terms of ap-
propriate tools and theory using fuzzy mathematics. In light of the nature and
the way the fuzzy information is expressed, a membership function or a possibil-
ity distribution function can be selected to formulate it. The membership func-
tion is subjectively determined, and preference-based, which reflects the decision
maker’s (DM) preference on the objects. It usually applies to the situations in-
volving the human factor with all its vagueness of perception, subjectivity, goals
and conception, e.g., fuzzy goals with aspiration, fuzzy constraints with toler-
ance. Such goals and constraints are expressed vaguely without sharp thresholds
to give the necessary flexibility and elasticity. Nevertheless, the possibility dis-
tribution function expresses the possibility measure of occurrence of an event or
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an object, and it can be constructed in an objective or subjective way. It usually
applies to the cases where ambiguity in natural language and/or values is in-
volved, e.g., ambiguous coefficients/parameters in the objective function and/or
the system of constraints. These coefficients are considered as positivistic vari-
ables restricted by a possibility distribution. The membership function or the
possibility distribution function may take a linear or nonlinear form, reflecting
the DM’s preference and understanding of the problem. This stage takes care of
the transition from fuzzy modeling to fuzzy optimization.

Stage 5 Transform the fuzzy optimization model into an equivalent or an approxi-
mate crisp optimization model. It consists of three procedures, i.e., determination
of types of the optimal solution, interpretation and transformation. First of all,
the type of the optimal solution is determined, depending on the understanding
of the problem and the preference of the DM. That is to say, selection of the type
of the optimal solution to a fuzzy model depends absolutely on understanding
and definition of the optimal solution in a fuzzy sense. The subsequent task is to
propose an appropriate interpretation method and some new concepts to support
the understanding and definition of the optimal solution, based on theories and
principles on fuzzy mathematics, such as fuzzy ranking, the extension principle,
fuzzy arithmetic, etc.. The interpretation procedure is important for the follow-
ing procedures. Some well-known interpretations are reviewed in Inuiguchi and
Ramik (2000). Finally, the fuzzy model is transformed into an equivalent or ap-
proximate crisp optimization model on the basis of the interpretation. For a fuzzy
model, different forms of crisp optimization models may be built depending on
different types of the optimal solution and interpretations applied.

Stage 6 Solve the crisp optimization model. In light of the characteristics of the crisp
optimization model, such as linear or nonlinear, single objective or multiple ob-
jectives, decision variable with continuous, discrete or mixed mode, appropriate
optimization techniques and algorithms, e.g., traditional heuristic algorithm or
intelligent optimization techniques like genetic algorithm (Wang and Fang 1997;
Tang and Wang 1997a,b; Jivenez and Verdegay 1999), rule-based system ap-
proaches (Dubois and Prade 1994) or hybrid algorithms, can all be adopted or
developed for solving the model.

Stage 7 Validity examination. As indicated in Inuiguchi and Ramik (2000), the ob-
tained optimal/efficient solution in stage 6 is not always acceptable, so there is
a need to check its validity. If the solution is unreasonable, the fuzzy modeling
process and/or the subsequent optimization process should be improved itera-
tively.

Among the above stages, 4 through 6 indicate that the basic procedure of fuzzy
optimization is to transform a fuzzy model into a deterministic/crisp optimization
one, and the most important task is how to make this transformation. During the
transformation, the first thing to do is to understand the problem and then to deter-
mine the type of optimal solution, e.g., a deterministic solution or a fuzzy solution,
according to the understanding. Then, an appropriate interpretation and some con-
cepts for supporting the understanding and definition of the optimal solution are
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proposed, and finally a transformation approach can be developed based on the in-
terpretation. The selection of a particular approach to a fuzzy optimization problem
depends on several factors including the nature of the problems, the DM’s prefer-
ence and the ranking of the objective as well as its evaluation.

3.5 Classification of a Fuzzy Optimization Problem

An optimization problem consists of two fundamental elements, i.e., a goal or a util-
ity function and a set of feasible domains. As indicated by Dubois and Prade (1994),
fuzzy optimization refers to the search for extremism of a real-valued function when
the function is fuzzily valued, and/or when the domain is fuzzily bounded. With this
understanding, a fuzzy optimization problem (FOP) can be described as follows.

Let universe X D fxg be a set of alternatives, X1 is a subset or a fuzzy subset
of X , the objective/utility function is a mapping f : X1 ! L.R/, where L.R/ is
a subset or a class of fuzzy subsets of real-value set R. The feasible domain is
described by a subset or a fuzzy set C � X , with a membership function �C .X/ 2

Œ0; 1�, which denotes the degree of feasibility of x. In this case, a fuzzy optimization
problem may be generally expressed as FOP (Fedrizzi et al. 1991a,b; Kacprzyk and
Orlovski 1987):

f .x; r/! max
x2C

(3.10)

where r is either a crisp constant or a fuzzy coefficient. Equation 3.10 says the
following: find an x “belonging” to domain C such that f .x; r/ can reach a possible
“maximum”, in a fuzzy sense. This can be interpreted in various ways, e.g., the way
as explained by Zimmermann (1976).

How to interpret the terms “belonging” and “maximum” in a fuzzy sense in Equa-
tion 3.10 constitutes the diversity of the FOP, which will be clarified and focused on
in the coming section. Hence, Equation 3.10 is just a sketch of the FOP.

Similar to deterministic optimization problems, in general, the FOP may be clas-
sified into two different types, namely, fuzzy extreme problems and fuzzy mathe-
matical programming problems. This chapter mainly discusses the fuzzy mathemat-
ical programming problems.

3.5.1 Classification of the Fuzzy Extreme Problems

The fuzzy extreme problems, i.e., extreme of a fuzzy function, are also known as
unconstrained fuzzy optimization problems, in which the domain C equals X . The
fuzzy extreme problems generally can be described in the following two forms,
depending on the definition of the fuzzy function (Dubois and Prade 1980).
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1. Fuzzy extreme based on the fuzzy function defined from a fuzzy domain to
a fuzzy domain. It has the following form:

QY D f . QX; r/! max = min ; (3.11)

where QX � X is a fuzzy set in X . The term f : X ! R is a classical real-valued
function from the fuzzy domain QX to the fuzzy domain QY � R; and f . QX; r/ is
a fuzzy function, hence a subset of R. The membership function of the fuzzy func-
tion f . QX; r/ satisfies:

� QY .y/ D sup
f .x;r/Dy

� QX .x/ : (3.12)

Equation 3.12 says that there exists an x in the fuzzy domain QX of X , at which
the crisp function obtains an “extreme”

Qf .x; r/! max = min : (3.13)

2. Fuzzy extreme based on the fuzzy function defined from a crisp domain to a fuzzy
domain.

Let X , Y be the universes, QP .Y / is the set of all fuzzy sets in Y , and Qf :
X ! QP .Y / is a fuzzy function, defined by the membership function � Qf .x;r/

.y/ D

� QR.x; y/, and � QR.x; y/;8.x; y/ 2 X � Y is the membership function of a fuzzy
relation. Equation 3.13 aims to find an x in X such that the function Qf .x; r/ defined
by a fuzzy relation reaches “maximum” or “minimum.” The coefficient r in the
fuzzy function is usually a fuzzy number, and the fuzziness of the function comes
from the coefficient. Hence, this type of fuzzy function is denoted by f .x; Qr/ in
what follows for the sake of convenience.

In any form of the fuzzy extreme problems, the extreme of the function is not
unique, and there are no unique relationships between the extreme of the objective
function and the notion of the optimal decision. The solution to the fuzzy extreme
problem depends on the ways in which the extreme of the function is interpreted.
Possible interpretations of the fuzzy extreme can be found in Dubois and Prade
(1980). The concepts of maximizing set (Zimmermann 1991), maximum and mini-
mum of fuzzy numbers and some integral methods for fuzzy ranking can be applied
to solve the fuzzy extreme problems.

3.5.2 Classification of the Fuzzy Mathematical Programming

Problems

Fuzzy mathematical programming (FMP) problems are also known as constrained
fuzzy optimization problems. It can be generally expressed in the following form:

f .x; r/! max
s.t. x 2 C D

˚

x 2 X jgi .x; s/ Q6 0; i D 1; 2; � � �m
�

:
(3.14)
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In this case, the domain C may be formulated as a crisp system of constraints or
fuzzy system of constraints in terms of fuzzy equations, fuzzy inequalities, inequal-
ities/equations with fuzzy coefficients, whereas the f .x; r/ may be either a crisp
objective function or an objective function with fuzzy coefficients. The goal of the
problem, C0, is expressed by f .x; r/ ! max, which may be a fuzzy goal denoting
m Qax or a crisp one.

Recently many methods have been proposed for classifying fuzzy mathemati-
cal programming. Zimmermann (1985) classified the fuzzy mathematical program-
ming into symmetric and asymmetric models. Luhandjula (1989) categorized the
fuzzy mathematical programming into flexible programming, fuzzy stochastic pro-
gramming and mathematical programming with the fuzzy coefficients. Inuiguchi
and Ramik (2000) further classified the fuzzy mathematical programming into the
following three categories in view of the kinds of uncertainties involved in the prob-
lems:

• fuzzy mathematical programming with vagueness, i.e., flexible programming;
• fuzzy mathematical programming with ambiguity, i.e., positivistic programming;

and
• fuzzy mathematical programming with vagueness and ambiguity, i.e., robust pro-

gramming.

In the authors’ opinion, the formulation and classification of the fuzzy mathemat-
ical programming problems depend in what and where the fuzziness are involved.
The fuzziness may emerge in the following possible ways:

1. fuzzy goal, i.e., the goal which is expressed vaguely, and usually with an aspi-
ration level, and the target value of the objective function has some leeway, e.g.,
the target value of the objective function f .x; r/ is achieved as maximum as
possible;

2. fuzzy constraints, which represent the system of constraints with tolerances or
elasticity in terms of Q6; Q> or QD; and

3. fuzzy coefficients in the objective function and/or the system of constraints.

From the viewpoint of the way the fuzziness emerged and the coefficients in-
volved in the objective function and/or the system of constraints in the problems,
fuzzy mathematical programming problems are classified into FMP with crisp co-
efficients and the FMP with fuzzy coefficients, including:

FMP1-FMP with fuzzy goals C0 and fuzzy constraints C , i.e.,
(

Qmax f .x; r/

s.t. x 2 C
(3.15)

FMP2-FMP with fuzzy constraints C , i.e.,
(

max f .x; r/

s.t. x 2 C
(3.16)
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FMP3-FMP with fuzzy constraints C and fuzzy coefficients in the objective func-
tion f .x; Qr/, i.e.,

(

max f .x; Qr/

s.t. x 2 C
(3.17)

FMP4-FMP with fuzzy goal C0 and fuzzy coefficients in the system of con-
straints C.x; Qs/, i.e.,

(

Qmax f .x; r/

s.t. x 2 C.x; Qs/
(3.18)

FMP5-FMP with fuzzy coefficients in the objective function f .x; Qr/, i.e.,
(

max f .x; Qr/

s.t. x 2 C.x; s/
(3.19)

FMP6-FMP with fuzzy coefficients in the system of constraints C.x; Qs/, i.e.,
(

max f .x; r/

s.t. x 2 C.x; Qs/
(3.20)

FMP7-FMP with fuzzy coefficients in the objective function f .x; Qr/ and the sys-
tem of constraints C.x; Qs/, i.e.,

(

max f .x; Qr/

s.t. x 2 C.x; Qs/
(3.21)

Here the problems FMP1, FMP3, FMP4 and FMP7 are referred to as symmet-
ric, while the FMP2, FMP5 and FMP6 are asymmetric problems, with regards to
fuzziness. That means a problem is classified as symmetric or asymmetric from the
viewpoint of fuzziness involved in the goal (or objective function) and/or the sys-
tem of constraints. The symbol f .x; Qr/ representing the objective function with the
fuzzy coefficients is used to distinguish them from the fuzzy goal C0. The notation
C.x; Qs/ is used to represent the system of constraints with the fuzzy coefficients in
order to distinguish them from the fuzzy constraints C. This classification is adopted
in the rest of the chapter.

The fuzzy goal and fuzzy constraints are characterized by a preference-based
membership function. In comparison with the category by Inuiguchi and Ramik
(2000), FMP1 and FMP2 are in the category of flexible programming problems.
The fuzzy coefficients in the objective function and in the system of constraints may
be characterized by a preference-based membership function and a possibility distri-
bution function. When a fuzzy coefficient is formulated by a possibility distribution
function, it is viewed upon as a positivistic variable restricted by the possibility dis-
tribution. In this case, FMP5, FMP6 and FMP7 are so-called possibility program-
ming problems, denoted by PMP5, PMP6 and PMP7, respectively, hereafter, and
FMP3 and FMP4 are robust programming problems, denoted by PMP3 and PMP4,
respectively.
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3.5.3 Classification of the Fuzzy Linear Programming Problems

Owing to the simplicity of the linear programming formulation and the existence of
some developed software for optimization, linear programming has been an impor-
tant and most frequently applied operations research technique for real-world prob-
lems. Since the introduction of fuzzy sets theory into traditional linear programming
problems by Zimmermann (1976) and the fuzzy decision concept proposed by Bell-
man and Zadeh (1970), the fuzzy linear programming (FLP) has been developed in
a number of directions with successful applications. It has been an important area
of fuzzy optimization. Hence, classification of the fuzzy linear programming prob-
lems is emphasized as follows. Traditional linear programming problems can be
presented in the following general form:

max cT x

s.t. Ax 6 b:x > 0
(3.22)

where cT D .c1; c2; � � � ; cn/; A D .Aij /mn; b D .b1; b2; � � � ; bn/T , x D .x1; x2,
� � � , xn/T are the benefit coefficient vector, technical coefficient matrix, resources
vector and decision variable vector, respectively.

The formulation of a linear programming problem under fuzzy environment de-
pends on in what and where the fuzziness is introduced. In general, fuzziness may
be initiated in fuzzy linear programming problems in the following ways:

1. The fuzzy goal, i.e., the maximum of the linear objective function is expressed
vaguely and usually with an aspiration level, and it has flexibility, e.g., the target
value of the objective function cT x is deemed maximum as possible and pursues
an aspiration level.

2. The fuzzy constraints, i.e., linear system of constraints expressed by fuzzy rela-
tions in terms of fuzzy equations or/and fuzzy inequalities.

3. The objective function with the fuzzy benefit coefficients Qci .
4. The linear system of constraints with the fuzzy technical coefficients QAij and/or

fuzzy resources/thresholds Qbi .

Based on the above cases, the fuzzy linear programming problems can be cate-
gorized as follows:

Category I FLP with crisp coefficients. In this type of the FLP, the goal and/or the
system of constraints is/are formulated by DMs in a vague and subjective way.
The goal and the system of constraints are called the fuzzy goal and the fuzzy
constraints, respectively. This type of FLP includes:

• FLP1-FLP with the fuzzy goals and the fuzzy constraints, i.e., the goal of the
objective function is formulated vaguely, e.g., in terms of Qmax, and the linear
system of constraints are defined by fuzzy relations ( Q6/ with tolerances, e.g.,
FLP as defined by Zimmermann (1991).



40 3 Fuzzy Modeling and Optimization: Theory and Methods

• FLP2-FLP with the fuzzy constraints, i.e., the linear system of constraints are
defined by fuzzy relation ( Q6) with tolerances.

Category II FLP with fuzzy coefficients. In this type of the FLP, some or all of the
coefficients are ambiguous, and can usually be expressed by fuzzy numbers. This
type of the FLP comprises the backbone of a FLP, and it includes:

• FLP3-FLP with fuzzy constraints and fuzzy objective coefficients Qci ;
• FLP4-FLP with fuzzy goal and fuzzy technical coefficients QAi and/or the fuzzy

resources/thresholds Qbi ;
• FLP5-FLP with fuzzy objective coefficients, i.e., the benefit coefficients Qci in the

objective function are fuzzy numbers;
• FLP6-FLP with fuzzy technical coefficients and fuzzy thresholds, i.e., the tech-

nical coefficients QAi and threshold Qbi are fuzzy numbers; and
• FLP7-FLP with fuzzy coefficients, i.e., the benefit coefficients, technical coeffi-

cients and resources/thresholds, are all fuzzy numbers.

The detailed formulation of the above classes of the FLP is given in Lai and
Hwang (1992a,b). In the sense that fuzzy constraints are defined as fuzzy inequal-
ities with tolerances, they are equivalent to fuzzy resources/thresholds in FLP. If
fuzzy coefficients are modeled by a possibility distribution, the corresponding FLP
is a possibility linear programming (PLP) problems. Under this circumstance, corre-
sponding to the classification by Inuiguchi and Ramik (2000), FLP1-FLP2 is called
the flexible programming, FLP3-FLP4 are the robust programming, and FLP5-FLP7
are the positivistic programming.

Other methods of classification of FLP can be found in Inuiguchi and Ramik
(2000), Luhandjula (1989) and Rommelfanger and Slowinski (1998). Here fuzzy
linear programming is distinguished from the positivistic linear programming.

3.6 Brief Summary of Solution Methods for FOP

Since the concept of the fuzzy decision was first proposed by Bellman and Zadeh
(1970), fuzzy optimization has received much attention, and various models and
methods have been proposed by many researchers. A recent survey on fuzzy opti-
mization techniques can be found in Delgado et al. (1994), Inuiguchi and Ramik
(2000), Kacprzyk and Orlovski (1987), Luhandjula (1989), Rommelfanger and
Slowinski (1998), and Dubois and Prade (1994), focusing on a special category
of fuzzy mathematical programming. Owing to the increasing work on the fuzzy
mathematical programming, it is impossible to embrace all of the techniques in one
chapter; hence, we will just have a brief summary on the techniques for FMP with
vagueness and FMP with the fuzzy coefficients characterized by the membership
functions. The approaches to the positivistic programming problems POP5–POP7
have been summarized in Inuiguchi and Ramik (2000). This brief summary is made
trying to emphasize the understanding and interpretation of the problem and the
optimal solution in a fuzzy sense.
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3.6.1 Symmetric Approaches Based on Fuzzy Decision

Symmetric approach is an important approach to the fuzzy optimization problems,
especially for FMP1. The word “symmetric” used here comes originally from the
symmetric model by Zimmermann (1976). The symmetric approaches here cited by
many researchers (Luhandjula 1989), usually refer to the approaches proposed by
Bellman and Zadeh (1970), Tanaka et al. (1974) and Zimmermann (1976) to FMP1
firstly. It is then extended to represent a type of approach to symmetric mathemat-
ical programming models in the sense that the goals and the system of constraints
involved in the problem are dealt with in a symmetric way with regards to fuzzi-
ness. It means that the scope of the symmetric and the asymmetric approach is made
from the perspective of the ways in which the goal and the system of constraints are
treated, and not from the viewpoint of the problem itself. The symmetric/asymmetric
way in which the goals and the system of constraints are treated is understood in the
same way as with the symmetric/asymmetric model. In this sense, the symmetric or
asymmetric approach is named according to the symmetric or asymmetric model,
and not to the symmetric or asymmetric problem. Symmetric approaches based on
fuzzy decision are summarized as follows.

These types of approaches were developed originally to deal with decision-
making problems with fuzzy goals and fuzzy constraints, i.e., FMP1, based on the
concept of the fuzzy decision, as proposed by Bellman and Zadeh (1970). In view-
point of Bellman and Zadeh, symmetry between the goals and the constraints is an
important feature in decision making under fuzzy environment, and the fuzzy goals
and the fuzzy constraints can be considered to play the same roles in the problem,
and hence can be dealt with symmetrically. The fuzzy decision is defined as a fuzzy
set of alternatives resulting from the intersection of the goals and the constraints.
By introducing the fuzzy decision D, the solution to FMP1 can be interpreted as the
intersection of the fuzzy goal C0 and the fuzzy constraints C , i.e., D D C0 \ C1;

where \ is a conjunctive operator, which have different alternatives and different
meanings in practical situations. In terms of the membership function, the fuzzy
decision can be formulated as:

�D.x/ D �C0.x/ \ �C .x/ ; 8x 2 X ; (3.23)

where �C0 and �C are the membership functions of the fuzzy goals and the fuzzy
constraints, respectively, and preferences are involved.

A maximizing decision x� is then defined to be an alternative with the highest
membership in the fuzzy decision D, i.e., �D.x�/ D max �D.x/8x 2 X .

More generally, maximizing decision x� can be determined by

�D.x�/ D
[

x2X

�D.x/ : (3.24)

The maximizing decision x� is the optimal solution in a sense that it can be
interpreted in different ways, depending on the definitions of the operators[ and \.
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The operator \ may be extended to various forms of conjunctive operators, such
as minimum operator, weighted sum of the goals and the constraints, multiplication
operator, mean-value operator, bounded product, Hamacher’s min operator, etc., and
[ can be substituted by algebraic sum, bounded sum, Yager’s max operator (Yager
1979), etc., which are summarized in Lai and Hwang (1992a,b) in detail. Among
these operators, the max-min operator is commonly used in practice. The selection
of the operators depends on the preference of the DM and the problem-context and
semantic interpretation.

This approach provides a framework for solving fuzzy optimization problems
with fuzzy goals and fuzzy constraints, and it is well known as the fundamental
of decision making under a fuzzy environment. Since then, various forms of sym-
metric approaches (Zimmermann 1976, 1991; Wang 1997; Tang and Wang 1997a,b;
Tang et al. 1998; Tanaka et al. 1974; Werners 1987) have been developed by apply-
ing different combinations of operators. Among them, Tanaka et al. (1974) extended
Bellman and Zadeh’s approach to tackle multi-objective fuzzy mathematical pro-
gramming problems. The tolerance approach proposed by Zimmermann (1976) is
one of the most important and practical approaches. By using piecewise linear mem-
bership functions to represent fuzzy goal and fuzzy constraints, the original prob-
lem can then be translated into a linear programming model. A maximizing decision
among the fuzzy decision set can be achieved by solving the linear programming.
In addition, the DM may capture some essential features on other solutions in the
neighborhood of the maximizing decision. Along this line, Verdegay (1984a,b) and
Chanas (1983) proposed parametric programming techniques to obtain the whole
fuzzy decision set and complete fuzzy decision set, respectively.

Apart from FMP1, this type of approach can also apply to the symmetric prob-
lems FMP3, FMP4 and FMP7, in which fuzzy coefficients are characterized by
membership functions. These fuzzy coefficients are embedded into the objective
function and/or the system of constraints, and their membership function �Qr and
�Qs reflect the preference of the DM. When applying the symmetric approaches to
these problems, the fuzzy objective function and the fuzzy system of constraints are
treated as the fuzzy goal and the fuzzy constraints, respectively, in a symmetric way.
Firstly, �f .x;Qr/ and �C.x;Qs/, the membership functions of the fuzzy objective func-
tion and the fuzzy system of constraints can be obtained via �Qr and �Qs using the
extension principle, and then similar procedures can be applied by substituting �C0

and �C with �f .x;Qr/ and �C.x;Qs/, respectively. In addition, this approach can be
applied to solve the asymmetric problem FMP2. Werners (1987) developed a sym-
metric approach to linear programming problems with fuzzy resources by treating
the goal of the problem in the same way as the fuzzy constraints are treated.

This approach can be applied to the cases with single objective or multiple ob-
jectives, in the forms of linearity or nonlinearity. The types of optimal solutions
to these approaches can be expressed in different forms, such as the fuzzy de-
cision (Bellman et al. 1970), maximizing decision (Zimmermann 1976; Werners
1987), fuzzy optimal solution (Wang 1997; Wang and Fang 1997; Tang and Wang
1997a,b; Tang et al. 1998), depending on the operators and the interpretation ap-
plied.



3.6 Brief Summary of Solution Methods for FOP 43

3.6.2 Symmetric Approach Based on Non-dominated Alternatives

This approach is developed for solving FMP1, in which the fuzzy goal is expressed
in a fuzzy utility function '.x; y/ W X � Y ! Œ0; 1�, and the fuzzy constraints are
expressed in fuzzy preference relations, denoted by �: Y � Y ! Œ0; 1�, where X

and Y are a set of alternatives and a universal set of estimates, respectively, based
on the concept of fuzzy strict preference relations and non-dominated alternatives
(Orlovski 1977, 1980). In this case, given an alternative x 2 X , the function '

gives the corresponding utility value '.x; y/ in the form of a fuzzy set in Y . The
basic rationale of this approach is as follows: Firstly, 8 Qx 2 X; Qx ¤ x, a fuzzy
strict preference relation Rs in X is defined using the original fuzzy relation � in Y .
The membership function �s

R. Qx; x/ of Rs, representing the degree that Qx is strictly
preferred to x, is defined as follows:

�R. Nx; x/ D sup
y1;y22Y

min f'. Nx; y1/; '.x; y2/; �.y1; y2/g ; (3.25)

�s
R. Nx; x/ D max f0; �R. Nx; x/ � �R.x; Nx/g ; (3.26)

where �R is a fuzzy preference relation induced in X . The elements of the general
scheme are given as:

e.x; C0; C / D �s
R. Nx; x/ ; (3.27)

K.e.x; C0; C // D 1 � sup
Nx2X

�s
R. Nx; x/ D �ND.x/ ; (3.28)

TK.x/ D �ND.x/ ; (3.29)

where �ND.x/ is the degree to which x is non-dominated by any other elements Nx,
e.g., for some x such that �ND.x/ D ˛, which means that this element is dominated
by other elements to a degree not higher than ˛.

In this sense, the original FMP is stated as the following problem:

max
x2X

�ND.x/ ; (3.30)

which can be solved by transforming it into an equivalent semi-infinite program-
ming model. The optimal solution is understood in the sense of non-dominated al-
ternatives.

It can be seen from Equations 3.25–3.30 that the fuzzy goal and fuzzy constraints
are treated in the same way as indicated in Bellman and Zadeh’s approach, and hence
it is a symmetric approach.

3.6.3 Asymmetric Approaches

In contrast to the symmetric approaches, the asymmetric approaches here refer to
the type of approaches to the asymmetric mathematical model in the sense that the
goals (or the objective functions) and the system of constraints are treated in an



44 3 Fuzzy Modeling and Optimization: Theory and Methods

asymmetric way with regards to the fuzziness, i.e., only one of the two constituents
is treated as fuzziness and the counterpart as crispness no matter what fuzziness
is involved in the problems. In this sense, the asymmetric approaches cannot only
solve the asymmetric problems FMP2, FMP5 and FMP6, but also solve the symmet-
ric problems FMP1, FMP3, FMP4 and FMP7, in which the goals and the system of
constraints are treated in an asymmetric way. We first focus our attention to the ap-
proaches to FMP1. When solving the FMP1, the asymmetric approaches treat the
fuzzy goal C0 and the fuzzy constraints C in an asymmetric way, and usually via
the following asymmetric form (Luhandjula 1989):

max
x2C

�C0.x/ ; (3.31)

where �C0.x/ is a crisply defined compatibility function. Similarly, the other sym-
metric problems FMP3, FMP4 and FMP7 can be treated in the same way using
Equation 3.31 by substituting the �C0 and/or C with �f .x;Qr/ and C.x; Qs/, respec-
tively. On the other hand, the asymmetric problems FMP2 and FMP6 have the form
as in Equation 3.31, and the fuzzy dual problem of FMP5 can also be expressed in
this form. Hence, the approaches here for FMP1 can also be applied to the problems
FMP2–FMP7.

Equation 3.31 is meaningless in mathematics, and hence the optimal solution
of this problem should be understood in a fuzzy sense, which constitutes the fun-
damental part of the approaches. One possible interpretation is by the concept of
maximizing set, which is a fuzzy set and reflects the compatibility of elements in
the support of the feasible domain C with the fuzzy goal C0. Other possible ways
of interpretation and definition of the optimal solution includes fuzzy maximizing
decision, maximum decision, fuzzy solution, ˛-optimal solution and fuzzy optimal
solution set. Various approaches are available depending on the possible interpre-
tation and the definition of the optimal solution, some of which are summarized as
follows:

1. Fuzzy maximizing decision approach. According to the definition of the maxi-
mizing set, a maximizing set M is a fuzzy set, the membership function of which
reflects the compatibility degree of the fuzzy goal C0 and the support set SC of
the fuzzy feasible set C. The fuzzy maximizing decision M is a maximizing set
and can be characterized by �M .x/as follows:

�M .x/ D

�C0.x/ � inf
x2SC

�C0.x/

sup
x2SC

�C0.x/ � inf
x2SC

�C0 .x/
(3.32)

where SC is a support set of the fuzzy set C. In comparison with the problems
in Equations 3.31 and 3.11, one can see that Equation 3.31 is a special case
of the fuzzy extreme problem. Hence, this approach can also be applied to the
fuzzy extreme problem in Equation 3.11. The fuzzy maximizing decision M

is regarded as the optimal solution in the sense of a fuzzy set, the membership
function of which reflects the compatibility degree of the fuzzy goal and the
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support set of the fuzzy constraints. The fuzzy maximizing decision approaches
are commonly applied to solve asymmetric problems like FMP2, FMP6 and
fuzzy extreme problems. It can also be applied to FMP5 through transformation
into its dual problem.

2. Crisp maximum decision approach. This approach originally was developed to
solve asymmetric problems, and it comes from the idea that the objective should
also be fuzziness owing to the fuzziness involved in the feasible domain. Hence,
symmetric approach based on the fuzzy decision can be also applied to Equa-
tion 3.31 by regarding the fuzzy maximizing decision as the fuzzy decision. It
aims to achieve the maximum degree of intersection between the fuzzy maxi-
mizing decision M and the fuzzy feasible set C . The alternatives with the high-
est degree in the fuzzy maximizing decision are interpreted as the optimal solu-
tions, i.e., �M .x�/ D maxf�M .x/; jx 2 SC g. They are crisp solutions.
When applying the fuzzy maximizing decision approach and the crisp maximum
decision approach to solve the FMP2 and FMP6, the solution can be obtained
by substituting �C0 and C with f .x; r/ and C.x; Qs/, respectively.

3. Fuzzy solution approach (Tanaka and Asai 1984a,b; Orlovski 1977, 1980;
Verdegay 1982). This approach is applied when one wants to know the extent
to which the uncertain solution reflects the uncertainty of the problem’s setting,
especially to the asymmetric problems with respect to the fuzziness, i.e., FMP2,
FMP5 and FMP6. An important concept of the approach is the fuzzy solution
which is a fuzzy set. The fuzzy solution can be expressed in various forms de-
pending on the formulation of the membership function, which results in various
forms of the fuzzy solution approaches. Among them, Orlovski (1977, 1980)
firstly proposed the concept of fuzzy solution to the problems in Equation 3.22,
and two methods are developed to formulate the fuzzy solutions denoted by
Sol1 and Sol2 using an ˛-level cut set of the fuzzy feasible domain and the
Praetor optimal solution, respectively. The concrete forms of the fuzzy solutions
are defined by the membership functions in the form of Equation 3.24 and 3.27,
respectively. Verdegay (1982, 1984a,b) investigated a fuzzy solution for fuzzy
mathematical programming problems FLP2 and FLP5 based on the concept of
an ˛-optimal solution. The fuzzy solution is understood as the optimal solution
in the sense that it optimizes the objective function under a preferred level set of
the fuzzy constraints, i.e., ˛-optimal solution to the subproblem defined on the
˛-level cut set of the fuzzy domain C . Werners (1987) proposed a formulation
for the fuzzy solution to FLP2 and FLP6, and named it the fuzzy set “decision”
(Zimmermann 1991). It is interpreted as a fuzzy optimal solution set, which is
a union of the set of ˛-optimal solution to the subproblem, and it has a differ-
ent formulation from that of Verdegay. Tanaka and Asai (1984a,b) developed
a fuzzy solution for FLP with fuzzy coefficients in the system of constraints
using ˛-level cut set. The fuzzy solution with the widest spread is understood
as the optimal solution in the sense that it satisfies the system of constraints to
a given degree. In general, the fuzzy solutions can be obtained using parametric
programming techniques or multi-objective programming. The possibility and
necessity optimal solution sets (Inuiguchi and Ramik 2000) can take the form
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of fuzzy solutions. The fuzzy solution expressed in various forms is regarded as
the optimal solution in this approach.

�Sol1 D

(

�C0 .x/ if x 2
S

k2Œ0;1� V.k/ ;

0 else ;
(3.33)

where

V.k/ D fx 2 X j�C0.x/ D max
t2Dk

�C0.t/g ; (3.34)

Dk D fx 2 X j�C .x/ > kg : (3.35)

�Sol2 D

(

�C0 .x/ if x 2 E ;

0 else ;
(3.36)

where E is a set of efficient solutions of the multi-objective programming

max
x2X
f�C0 .x/; �C .x/g :

3.6.4 Possibility and Necessity Measure-based Approaches

The symmetric and asymmetric approaches are summarized mainly on the fuzzy op-
timization problems with vagueness and fuzzy coefficients characterized by mem-
bership functions. The approaches to solving the positivistic mathematical program-
ming (PMP) problems can be found in the survey by Inuiguchi and Ramik (2000)
and in Chapter 4 in Lai and Hwang (1992a,b). Among them, the approaches based
on possibility and necessity measures are important approaches to PMP. They are
briefly summarized below.

As indicated in the previous section, the fuzzy coefficients in the positivistic pro-
gramming problems are viewed upon as the positivistic variables restricted by the
possibility distributions. Under this circumstance, no matter if the objective or the
system of constraints with the fuzzy coefficients is a positivistic function, the value
of which are also ambiguous, and could not be determined uniquely. Hence, how
to formulate and measure these values in an appropriate way are important con-
stituents of the approaches to solving this category of problems. To do this, a specific
interpretation should be introduced and developed based on the possibility theory
(Zadeh 1978; Dubois and Prade 1988). The possible interpretation is summarized
by Inuiguchi and Ramik in a recent survey (2000). Among the interpretations, two
basic concepts are the possibility measure and the necessity measure.

Given a positivistic variable a restricted by a fuzzy set A with a possibility dis-
tribution �A, the possibility measure and the necessity measure, denoted by �A.B/

and NA.B/, respectively, represent the possibility degree and the necessity degree
of the event that a is in the fuzzy set B , i.e., the extent of possible and the extent
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of certain that a is in the fuzzy set B. They are defined as follows (Inuiguchi and
Ramik 2000):

�A.B/ D sup
a

min.�A.a/; �B .a// ; (3.37)

NA.B/ D inf
a

max .1 � �A.a/; �B .a// : (3.38)

Based on these two concepts, two positivistic function values, or a positivistic
function value and a real value can be ranked with an index, e.g., Pos.a 6 g/ or
Nes.a 6 g/ in the sense of the possibility degree or the certainty degree. Here
the indices Pos.a 6 g/ and Nes.a 6 g/ defined as follows indicate the degree
of possibility and the degree of certainty to which the value a restricted by the
possibility distribution �A is not greater than g. Pos.a > g/ and Nes.a > g/ can
be defined and understood in the similar way. The selection of the indices depends
on the form of the goal (e.g., max or min), the inequality relations involved in the
system of constraints and the DM’s attitude.

Pos.a 6 g/ D �A..�1:g// D supf�A.r/; r 6 gg ; (3.39)

Nes.a 6 g/ D NA..�1:g// D 1 � supf�A.r/jr > gg : (3.40)

Using these indices, the positivistic objective function and the system of con-
straints can be formulated by an appropriate interpretation. This interpretation re-
flects the DM’s preference on the degree of possibility and certainty, and the attitude
to the treatment of the objective function and the system of constraints. From an at-
titude point of view, i.e., the symmetric attitude or the asymmetric attitude to the
treatment of the objective function and the system of constraints, the approaches to
solve the PMP can be classified into asymmetric and symmetric approaches, which
are introduced briefly as follows.

3.6.5 Asymmetric Approaches to PMP5 and PMP6

These approaches are developed to solve the PMP5 and the PMP6, in which the
fuzzy objective function and the system of constraints are treated separately. When
applying this type of approach, firstly define an appropriate index based on the pos-
sibility measure and the necessity measure. The succeeding procedure is to under-
stand the problem and try to find an appropriate interpretation so as to transform
the positivistic programming model into a crisp one using the concepts. Different
interpretations result in various approaches to the problem.

1. Fractal approach to PMP5.

The fractal approach originates from the Kataoka’s model (Stancu-Minasian 1984)
for solving stochastic programming problems, and it can be applied to the treat-
ment of the positivistic objective function and the system of constraints. The two
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important concepts of the fractal approach are p-possibility fractal and p-necessity
fractal, which are defined as the smallest value of u satisfying Pos.a 6 u/ > p and
Nes.a 6 u/ > p, respectively.

If the DM has more interest in the objective function, i.e., one pursues a maxi-
mum objective function with a high certainty, then the maximum objective function
with a high certainty can be interpreted as a p-necessity fractal in the following
equivalent form:

Nes.f .x; Qr/ > u/ > p ; (3.41)

where the p is a preferred value reflecting the DM’s desire or preference on the
certainty degree of the objective function.

In this case, PMP5 can be solved by transforming Equation 3.41 into the follow-
ing equivalent model:

max u

s.t. Nes.f .x; Qr/ > u/ > p ;

x 2 C.x; s/ :

(3.42)

The solution to Equation 3.42 is an optimal solution to PMP5 in the sense of p-
necessity fractal that the objective function is not less than u� at a certainty degree
with p.

2. Asymmetric approach to PMP6.

Similarly, in the case that the DM leans towards a higher degree of satisfaction of
the constraints, it can be interpreted that the problem aims to pursue a maximum
objective at a higher certainty degree of satisfying the constraints. This certainty
degree is not the one in the sense of p-necessity fractal. With this interpretation,
PMP6 can be solved by transforming it into an equivalent crisp model as follows:

max f .x:r/

s.t. Nes.C.x; Qs// > p ;
(3.43)

where p is a preferred value reflecting the DM’s preference on the certainty degree
of the system of constraints.

The solution to Equation 3.43 is an optimal solution to PMP6 in the sense that
the system of constraints are satisfied with a certainty degree not less than p.

Similarly, the objective function can be treated with p-possibility fractal, and the
system of constraints can also be treated in terms of the possibility degree, when
dealing with the PMP5 and PMP6, respectively.

Apart from the fractal approach to the FMP5, the modality approach (Inuiguchi
and Ramik 2000) can also treat the objective function such that the DM puts more
emphasis on a maximum certainty degree of which the objective function is not less
than a preferred level.



3.6 Brief Summary of Solution Methods for FOP 49

3.6.6 Symmetric Approaches to the PMP7

The fractal approach can be applied to solve asymmetric problems, i.e., the PMP5
and the PMP6, but it can also work with the symmetric problem PMP7 using an
appropriate interpretation. In some cases, the DM not only pursues the objective,
but is also concerned with the satisfaction with the system of constraints. It can
be interpreted that the problem aims to pursue a maximum objective with a high
possibility degree at a higher certainty degree of satisfying the constraints. The pos-
sibility degree and the certainty degree can be understood in the way of p-possibility
(necessity) fractal. Owing to various combinations of the possibility measures and
the necessity measures involved in the interpretation, various symmetric models and
approaches can be developed to solve PMP7. For simplicity, the p-possibility frac-
tal and the necessity degree are used to treat the objective function and the system
of constraints, respectively, while PMP7 can be solved by transforming it into the
following model:

max u

s.t. pos.f .x; Qr/ > u/ > p1 ;

Nes.C.x; Qs// > p2 :

(3.44)

p1 and p2 are the preferred levels of the DM.
If neither the possibility degree nor the necessity degree are the ones in the sense

of p1-fractal, and the objective function is treated as in the modality approach, PMP7
can be understood in terms of

max p

s.t. pos.f .x; Qr/ > u/ > p ;

Nes.C.x; Qs// > p :

(3.45)

u is the preferred level of the objective function.

3.6.7 Interactive Satisfying Solution Approach

The interactive satisfying solution approach is an important type of approach to
the fuzzy optimization problems, especially to fuzzy multi-objective programming
problems through an interactive fuzzy optimization procedure. The satisfying so-
lution, compromise solution and Pareto optimal solution are understood as the op-
timal solutions to these problems. With this approach, the solution is determined
step-by-step in an interactive process. Many procedures of this type of approach
can be found in Sakawa and Yano (1989), Slowinski and Teghem (1990), and Rom-
melfanger (1990).
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3.6.8 Generalized Approach by Angelov

The generalized approach, originally proposed by Angelov (1994), is viewed as
a new approach to fuzzy optimization problems on the basis of the generalization
of Bellman and Zadeh’s concept (Bellman et al. 1970). It directly solves the fuzzy
optimization problems through a parametric generalization of intersection of fuzzy
sets and a generalized fuzzification procedure called BADD (Filev and Yager 1991)
without the step of transforming the model into a crisp one. It can be outlined as
follows:

Step 1 Specifying ˛ and ˇ, where ˛ 2 Œ0;C1/ reflects the credibility of every
fuzzy solution, and ˇ 2 Œ0;C1/ is the degree of strength of the flexible con-
junction.

Step 2 Construction of fuzzy decision D as

�D.x/ D
�C0.x/�C .x/

ˇ C .1 � ˇ/.�C0 .x/C �C .x/ � �C0.x/�C .x//
: (3.46)

Step 3 Determination of a crisp solution x0 as

x0 D

N
X

j D1

�˛
Dj

.xj /
PN

iD1 �˛
Di

.xi /
xj ; N D Card.x/ : (3.47)

With these procedures, a family of parametric crisp solutions of the FOP can be
obtained, via the variations of ˛ and ˇ; whereas in Bellman and Zadeh’s method, the
decision with maximal degree of membership is taken. In this sense, Bellman and
Zadeh’s approach can be considered as a special case of this approach. The fuzzy
solutions and the crisp solutions can be understood as the optimal solution to the
FOP.

3.6.9 Fuzzy Genetic Algorithm

Buckley and Hayashi (1994) proposes a fuzzy genetic algorithm to solve the fol-
lowing type of fuzzy maximum problems approximately:

max F. QX/ ; (3.48)

where QX is any type of fuzzy subset in Œ0; M �, M > 0, and F is a crisply defined
map.

The fundamental of the fuzzy genetic algorithm is that, first of all, define a mea-
surement function m.F. Qy// D � ; and then discredit QX , i.e.,

QX D .x0; x1; x2 � � � ; xN /; xi D � QX .zi /

zi D i �M=N; i D 0; 1; 2; � � �N :
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Under this circumstance, the original fuzzy optimization problem in Equation
3.48 may be stated as how to determine xi ; i D 0; 1; 2; � � �N such that m.f . Qx// D

� ! max, to which a genetic algorithm can be applied, and an approximate optimal
solution can be achieved.

3.6.10 Genetic-based Fuzzy Optimal Solution Method

Based on the method proposed by Zimmermann (1976), a genetic-based fuzzy
optimal solution (Wang 1997; Wang and Fang 1997; Tang and Wang 1997a,b;
Tang et al. 1998) is interpreted as the neighboring domain of an optimal solution,
in which every solution is acceptable, i.e., it is an optimal solution in a fuzzy sense.
Using this method a family of solutions with acceptable degree of membership can
be found through a genetic search, and the solutions preferred by the DM under
different criteria can be achieved by means of the human-computer interactions.
This method has been applied to fuzzy linear, quadratic and nonlinear programming
problems of the types FMP1 and FMP4. Recently some other intelligent-based fuzzy
optimization approaches (Jivenez and Verdegay 1999) have become popular.

3.6.11 Penalty Function-based Approach

This approach was first proposed by Lodwick and Jamison (1998) to solve fuzzy
constrained optimization problems. The penalty functions are imposed to the ob-
jective as a penalty when the fuzzy constraints are “violated.” It is useful in com-
putation and reflects the practical scene. The authors in Tang and Wang (1997a,b)
consider the penalty in the fuzzy nonlinear programming problems with fuzzy re-
sources, and suggested some properties of a fuzzy optimal solution set of this model.
A genetic-based approach for finding the maximum decision is developed.

Apart from the above approaches to the fuzzy optimization problems, paramet-
ric techniques (Carlsson and Korhonen 1986), dual approach (Verdegay 1984a,b),
fuzzy dual decompose approach (Sakawa and Yano 1994) and differential equation
approach (Ali 1998) are also proposed by many researchers. In addition, conver-
gence analysis, stability analysis and sensitivity analysis of the algorithm for the
FOP are also applied for fuzzy optimization.
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Chapter 4

Genetic Algorithm-based Fuzzy Nonlinear
Programming

A type of model of fuzzy quadratic programming problems (FQP) is proposed. It
describes the fuzzy objective and resource constraints with different types of mem-
bership functions according to different types of fuzzy objective and fuzzy resource
constraints in actual production problems. An inexact approach is developed to solve
this type of model of quadratic programming problems with fuzzy objective and re-
source constraints. Instead of finding an exact optimal solution, we use a genetic
algorithm (GA) with mutation along the weighted gradient direction to find a fam-
ily of solutions with acceptable membership degrees. Then by means of the human-
computer interaction, the solutions are preferred by the decision maker (DM). As
an extension, a non-symmetric model for a type of fuzzy nonlinear programming
problem with penalty coefficients (FNLP-PC) is proposed. Based on a fuzzy opti-
mal solution set and optimal decision set, a satisfying solution method and a crisp
optimal solution method with GA for FNLP-PC are developed. Finally, the anal-
ysis of simulation results of an example in actual production problems is also
given.

4.1 GA-based Interactive Approach for QP Problems

with Fuzzy Objective and Resources

4.1.1 Introduction

This section studies quadratic programming problems with a type of fuzzy objec-
tive and resource constraints and its solution method: an interactive approach. It
describes the fuzzy objective and resource constraints with different types of mem-
bership functions according to different types of fuzzy objective and fuzzy resource
constraints in actual production problems. This section develops an inexact ap-
proach to solve this type of model of quadratic programming problems with fuzzy
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objective and resource constraints. We use a genetic algorithm (GA) with muta-
tion along the weighted gradient direction to find a family of solutions with accept-
able membership degrees, and then by means of the human-computer interaction,
the solutions preferred by the decision maker (DM) under different criteria can be
achieved.

4.1.2 Quadratic Programming Problems with Fuzzy Objective/

Resource Constraints

In actual production problems, the available quantity of a resource during a given
period is often uncertain and possesses different types of fuzziness. It must also be
considered that the objective defined by the decision maker (DM) is an ill-defined
goal, where the objective function has fuzzy parameters for various reasons, such
as the extent of comprehension about the problem. The DM may also prefer to give
some leeway rather than to actually maximize (minimize) the objective. This sec-
tion discusses quadratic programming problems with the following types of fuzzy
objective and fuzzy resource constraints.

1. The objective value which the DM desires is not an actual maximum, but a fuzzy
value.
The DM hopes to reach an aspiration level such as z0, not less than the lowest
level z0 � p0, and the DM’s satisfaction degree increases as the objective value
increases.

2. The available quantity of some type of resource i.i D 1; 2; � � � ; m1/ has some
increments which were accepted by DM by taking overtime work, using the
inventory quantity, etc. Assume that the planned available quantity of this type of
resource i is bi .i D 1; 2; � � � ; m1/, where the largest acceptable increment is pi .
The fuzzy available quantity is denoted by Qbi , and is attached to a monotonic
non-increasing membership function. This type of resource is only allowed to
be used if it is smaller than the available quantity.

3. The available quantity of some other type of resource i.i D m1 C 1; m1 C

2; � � � ; m/ is imprecise. Assume that the available quantity Qbi .i D m1 C1; m1 C

2; � � � ; m/ of this type of resource i is an estimated value bi and the estimated
error is p�

i and pC
i , respectively, and Qbi has a pair-wise linear membership

function. For this type of resource, the DM hopes to utilize them as fully as
possible.

Further, assume that the objective function f .x/ and the resource constraints
function gi .x/ are quadratic and linear, respectively, and both are continuous and
derivable in .Rn/C.

The problem is how to make a reasonable plan such that the objective is optimal
or to make the DM most satisfied with his preferred criteria in an environment of the
type of fuzzy objective/resource constraints described above. This type of problems
belongs to the class of fuzzy optimization problems.
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The quadratic programming problems with fuzzy objective/resource constraints
(FQP) has the following general form:

8

ˆ̂
<

ˆ̂
:

Qmax f .x/ D xT Qx C cT x

s.t. g1.x/ D AT
i x � Qbi ; i D 1; 2; � � �; m1

g1.x/ D AT
i x D Qbi ; i D m1 C 1; m1 C 2; � � �; m

x � 0

(4.1)

where x is the n-dimensional decision variable vector, x D .x1; x2; � � �; xn/T A is the
resource consumption coefficient matrix A D .A1; A2; � � �; Am/T , Q is the symmet-
ric objective matrix, c is the objective vector, and Qb is the fuzzy available resource
vector, Qb D . Qb1; Qb2; � � �; Qbm/T .

We introduce the following types of membership functions to describe the fuzzy
number Qbi , fuzzy objective and fuzzy constraints.

For resource i.i D 1; 2; � � �; m1/ let � Qbi
.x/ be the membership function, which

indicates the attainability of fuzzy available resource Qbi and define

� Qbi
.x/ D

8

ˆ̂
<

ˆ̂
:

1 ; x � bi

1 �
.x � bi /

pi

; bi � x � bi C pi

0 ; x > bi C pi

(4.2)

where � Qbi
.x/ is a monotonic non-increasing linear function, which denotes the at-

tainable degree of fuzzy available resource Qbi .
For resource i.i D m1 C 1; m1 C 2; � � �; m/, let � Qbi

.x/ describe the estimation

for fuzzy available resource Qbi and define

� Qbi
.x/ D

8

ˆ̂
ˆ̂
ˆ̂
<

ˆ̂
ˆ̂
ˆ̂
:

1 ; x � bi � p�
i

1 �
bi � x

p�
i

; bi � p�
i � x � bi

1 �
x � bi

pC
i

; bi � x � bi C pC
i

0 ; x > bi C pC
i

(4.3)

where � Qbi
.x/ is a pair-wise linear function, denoting the accurate level of estimation

for fuzzy available resource Qbi . Similarly, gi .x/ � Qbi is a fuzzy subset of Rn, and
so let �i .x/ be the membership function of the i th fuzzy constraint. This represents
the situation of subjection to the i th fuzzy constraint, according to the extension
principle.

For i D 1; 2; � � �; m1

�i .x/ D _
y�gi .x/

� Qbi
.y/ D � Qbi

.gi.x// D

8

ˆ̂
<

ˆ̂
:

1 ; gi.x/ � bi

1 �
gi.x/ � bi

pi

; 0 < gi.x/ � bi � pi

0 ; else

(4.4)
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�i .x/D _
y� gi .x/

� Qbi
.y/D� Qbi

.gi .x//D

8

ˆ̂
ˆ̂
ˆ̂
<

ˆ̂
ˆ̂
ˆ̂
:

1 ; gi .x/ � bi � p�
i

1 �
bi � gi .x/

p�
i

; bi � p�
i � gi .x/ � bi

1 �
gi .x/ � bi

pC
i

; bi � gi .x/ � bi CpC
i

0 ; gi .x/ > bi C pC
i :

(4.5)
Obviously, �i .x/ has the same formula as � Qbi

.y/ for i D 1; 2; � � �; m1 and i D

m1 C1; m1 C2; � � �; m respectively. However, there are some conceptual differences.
Moreover, it may not be the same for other types of fuzzy numbers Qbi . The term
�i .x/ denotes the degree of DM’s satisfaction with the i th fuzzy constraint at the
point x.

Let �0.x/ describe the DM’s fuzzy objective Qmax f .x/. It is defined as follows:

�0.x/ D

8

ˆ̂
<

ˆ̂
:

0 ; f .x/ � z0 � p0

1 �
x0 � f .x/

p0
; z0 � p0 � f .x/ � z0

1 ; f .x/ � z0

(4.6)

�0.x/ is a monotonic non-decreasing continuous linear function. It denotes the
degree of the DM’s satisfaction with the fuzzy objective function at the point x.

Certainly, the type of membership function which describes the DM’s fuzzy ob-
jective and fuzzy resource constraints may be determined by the DM to be of an-
other type, such as quadratic or exponential, and so on, as long as it satisfies the
assumption.

FQP may be described as how to make a reasonable plan such that the DM is most
satisfied with the fuzzy objective and fuzzy constraints, namely there is a highest
intersection degree between fuzzy objective and fuzzy constraints. Or it may be
described as how to find a plan such that there is a maximum objective or other types
of targets under the condition that the DM is satisfied with both the fuzzy objective
and fuzzy constraints. The former uses the highest satisfaction degree as criteria
and the latter may use different types of targets as criteria under the consideration of
a certain satisfaction degree. The former may be described as FQP-1, and the latter
may be written as FQP-2:

FQP-1: 8

ˆ̂
<

ˆ̂
:

max ˛

s.t. �0.x/ � ˛

�i .x/ � ˛; i D 1; 2; � � �; m

x � 0; ˛ � 0

(4.7)

FQP-2: 8

ˆ̂
<

ˆ̂
:

max Target
s.t. �0.x/ � ˛0

�i .x/ � ˛0; i D 1; 2; � � �; m

x � 0

(4.8)
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where Target may be the objective function, the decision variable or the resource
constraints, etc., and ˛0.0 � ˛0 � 1/ is an acceptable satisfaction degree preferred
by the DM. Then the solution to FQP may be transformed into the solution for
FQP-1 or FQP-2 according to different types of criteria.

4.1.3 Fuzzy Optimal Solution and Best Balance Degree

Generally, a unique optimal solution ˛� can be found from FQP-1, the correspond-
ing solution x� is the solution with the highest membership degree to the FQP.
It means that the best balance of objective and constraints might be achieved at the
point x� . However; the solution x� probably is not desired by the DM. Furthermore,
the exact optimal solution is meaningless to the DM under a fuzzy environment; the
solution needed by the DM is multiple different solutions subject to both the objec-
tive and resource constraints under different criteria preferred by the DM.

Based on the above idea, we introduce the concept of a fuzzy optimal solution
hitch, which is a neighbor domain including the optimal solution.

Definition 4.1. Fuzzy optimal solution of FQP is a fuzzy set QS defined by

QS D
˚

.X; � QS.x//jx 2 .Rn/C
�

(4.9)

with
� QS.x/ D min f�0.x/; �1.x/; � � �; i D 1; 2; � � �; mg (4.10)

Let

S˛ D
˚

x 2 .Rn/Cj� QS.x/ � ˛
�

(4.11)

˛ 2 Œ0; 1� : (4.12)

Then, S˛ is an ˛-level cut set of QS , and is a general set.

Property 4.1. If Q is seminegative definite, then 8˛ 2 Œ0; 1�, S˛ is a convex set and
QS is a convex fuzzy set.

Property 4.2. If ˛k � ˛kC1, then S˛k
� S˛kC1 .

Property 4.3. The sufficient condition of S1.S˛; ˛ D 1/ being non-empty is that
there exists x0 such that

8

ˆ

ˆ

<

ˆ

ˆ

:

f .x0/ � z0

pi .x0/ � bi ; i D 1; 2; � � �; m1

pi .x0/ D bi ; i D m1 C 1; m1 C 2; � � �; m

x0 � 0

(4.13)

Definition 4.2. ˛� is the best balance degree if there exists an ˛� such that 80 �

˛ � ˛�, S˛ is non-empty and 8˛ > ˛�, S˛ is empty.
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Definition 4.3. S˛� is empty, if for 80 � ˛ � 1, S˛ is empty. Define ˛-QP as
8

<

:

max F.x/ D xT Qx C cT x

s.t. �i .x/ � ˛; i D 1; 2; � � �; m

x � 0
(4.14)

Let F0; F1=2; F1 denote the optimal objective function values of ˛-QP as ˛ D

0; 1=2; 1, respectively.

Property 4.4. If z0 � p0 D F0, then ˛� D 0.

Property 4.5. If z0 � 1=2p0 > F1=2, then ˛� < 0:5.

Property 4.6. If z0 � 1=2p0 D F1=2, then ˛� D 0:5.

Property 4.7. If z0 � 1=2p0 < F1=2, then ˛� > 0:5.

Property 4.8. The sufficient condition of S˛ being empty is that z0 � p0 > F0.

Property 4.9. If z0 � F1, then ˛� D 1:0.

Property 4.10. If m1 D m and Q is a negative definite matrix, then S˛� is a single
point set.

Property 4.11. If Q is a negative definite matrix, and S˛� is non-empty, then, for
0 � ˛ � ˛�, the optimal solution to ˛-QP is equivalent to that of model FQP-2
when Target equals the objective function.

From the above properties, the “area” S˛ becomes smaller and smaller as ˛ in-
creases, until there exists a ı� such that 8ı > 0, ˛ D ˛� Cı, where S˛� is an empty
set. ˛� is the best balance degree, namely, the unique optimal solution to FQP-1;
however, the corresponding x� might not be the solution desired by the DM under
some criteria preferred by the DM. The inexact approach proposed here is to find
a neighbor domain of optimal solution such that every solution x in the domain is
the “optimal” solution desired by the DM under the fuzzy environment.

4.1.4 A Genetic Algorithm with Mutation Along the Weighted

Gradient Direction

According to the basic idea of fuzzy optimal solution, the aim of this approach is
not to get an exact optimal solution, but to find a neighbor domain that includes the
optimal solution such that the satisfaction degree of every solution in the neighbor
domain is acceptable; namely, it is an optimal solution under the fuzzy environ-
ment. Therefore, the solution to FQP may be transformed into the inexact solution
to FQP-1.

FQP-1 (Equation 4.7) may be rewritten as follows according to the definition of
the membership function:
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�

max � QS .x/ D maxfminf�0.x/; �1.x/; �2.x/; � � �; �m.x/gg

x 2 .Rn/C :
(4.15)

The model P is an unconstrained optimization problem, but its objective func-
tion is not continuous and derivable, and thus cannot be solved by traditional op-
timization methods. In this section, we develop a genetic algorithm with mutation
along the weighted gradient direction to solve it. The basic idea is described as fol-
lows. First, randomly produce an initial population with the size of NP (population
size) individuals, where each individual is selected to reproduce children along the
increment direction of membership degree of both fuzzy objective and constraints
according to the selection probability depending on the fitness function value. For
an individual with membership degree less than ˛0 (acceptable membership degree),
give it a smaller membership degree by means of penalty, so that it may have less
of a chance than the others to be selected to reproduce children in the later genera-
tion. As the generation increases, the individuals with membership degree less than
˛0 die out gradually. After a number of generations, the individual membership de-
grees are all greater than ˛0, namely S˛k

� S˛0 and most individuals will be close
to the optimal solution.

For individual x, let �min.x/ D minf�0.x/, �1.x/, �2.x/, � � � , �m.x/. If
�min.x/ � �0.x/ < 1, then move along the �0.x/ gradient direction, and the value
of may be improved. The smaller �0.x/ is, the greater the improvement of �0.x/

that may be achieved.
Similarly, if �min.x/ � �i .x/ < 1, then move along the �i .x/ gradient direction,

and the value of �i .x/ may be improved. The smaller �i .x/ is, the greater the
improvement of �i .x/ that may be made.

Based on the above idea, we can construct

D.x/ D w0r�0.x/ C

m
X

iD1

wir�i .x/ : (4.16)

According to Equations 4.4, 4.5 and 4.6, for 0 < �i .x/ � 1, i D 0; 1; 2; � � �; m

D.x/ D w0
rf .x/

p0
�

m1
X

iD1

wi

rgi .x/

pi

�

m
X

iDm1C1

w1 sgn.gi .x/ � bi /
rgi .x/

qi

(4.17)

where qi D
n

p�
i

gi .x/�bi �0

p
C
i

gi .x/�bi >0
, and sgn.x/ is a sign function.

For �0.x/ D 0 let r�0.x/ D rf .x/, and for �i .x/ D 0, let r�i .x/ D rgi .x/.
D.x/ is called the weighted gradient direction of � QS .x/wi , which is the gradient

direction weight defined as the following:

wi D

8

<

:

0 �i D 1
1

�i � �min C e
�min � �i < 1

(4.18)

where e is a sufficiently small positive number.
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The child xkC1
j is generated from xk

i by mutation along the weighted gradient
direction. D.x/ can be described as follows:

xkC1
j D xk

i C ˇkD
�

xk
i

�

: (4.19)

In order to avoid local convergence, we select ˇk as a step-length of Erlanger
distribution random number with decline means, generated by a random number
generator. Certainly, we may also select ˇk as a step-length of other kinds of random
numbers, such as a normal distribution.

Then, calculate the membership degree � QS .xj / as follows:
Let �min D minf�0.xj /; �1.xj /; �2.xj /; � � �; �m.xj /

� QS .xj / D

�

�min if �min � ˛0

" �min else
(4.20)

where ˛0 is an acceptable satisfaction degree preferred by DM, and " 2 .0; 1/.
From the formulas of weighted gradient direction and mutation (Equations 4.16–

4.19), it can be seen that the constraints which cannot be met have the minimum
membership degree 0. They will then get the largest weight 1=e, and the mutation
will lead the individual to the feasible area. When � QS is greater than 0, the objec-
tive or constraints with minimum membership degree will get the largest weight.
The weighted gradient direction will improve the minimum and � QS .x/ will be im-
proved. From Equation 4.20, we may find that xj … S˛0 may received a smaller
membership degree that is non-zero so that it has little chance of being selected as
parents to reproduce children. Therefore the weighted gradient direction will lead
all individuals to be close to the exact optimal solution. The individuals will form
a neighbor domain including the exact optimal solution.

4.1.5 Human–Computer Interactive Procedure

In the following paragraph, we design a human–computer interactive approach to
help the DM select the solution desired from the fuzzy optimal solution under dif-
ferent criteria. It can be described as follows.

Firstly, the approach asks the DM for the acceptable membership degree of the
fuzzy optimal solution, ˛0. Secondly, by means of interaction with the computer,
the prepared membership degree described fuzzy objective and resource constraints
are displayed for the DM to select the type of membership degree. Then, it elicits
the DM to find his preference structure and point out which criteria are most im-
portant to him. The criteria may be the objective, decision variables or some kinds
of resources. The solutions are in the ˛-level cut set of fuzzy optimal solutions by
GA with mutation along the weighted gradient direction and the highest and lowest
bounds of these criteria are updated in each generation. When the iteration termi-
nates these solutions with their criteria, values will be shown for the DM to select
by human–computer interface.
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Combining the genetic algorithm of mutation along the weighted gradient direc-
tion with the human–computer interaction to select a preferred solution is a new
approach called an inexact approach for FQP is proposed. The step by step proce-
dure of the inexact approach can be described as follows:

Step 1 Initialize.

Step 1.1 Input acceptable satisfaction degree ˛0 and the largest generation number
NG, population size NP.

Step 1.2 Input DM’s most critical criteria index set CS D f0; 1; 2; � � �; n; n C

1; � � �; n C mg where 0 stands for objective function, j D 1; 2; � � �n for deci-
sion variables and j D n C 1; n C 2; � � �; n C m for the constraints, respectively.
Give the initial values and the upper and lower values of criteria r , r 2 CS.

Step 1.3 Input the type of membership function which describes fuzzy objective and
fuzzy constraints.

Step 2 Produce the initial population randomly and calculate their membership de-
grees. xi .j / D "UPi , " 2 [.0; 1/, i D 1; 2; � � �; n, j D 1; 2; � � �; NP, where UPi

is the upper bound of the i th element of variable x. Membership function � QS .xj /

is calculated as Equation 4.20.

Step 3 Set iteration index k D 1.

Step 4 For individual j.j D 1; 2; � � �; NP/, calculate their fitness function F.j / and
selection probability P.j // as:

F.j / D � QS .xj / C e ; P.j / D
F.j /

PNP
iD1 F.j /

: (4.21)

Step 5 Produce new individuals xj D .j D 1; 2; � � �; NP/. xi is selected to produce
xj as follows:

xk
j D xk�1

i C ˇkD
�

xk�1
i

�

where ˇk is a step-length of Erlang distribution random number with declining
means, generated by random number generator, and D.x/ is defined as in Equa-
tion 4.16.

Step 6 For individual j D .j D 1; 2; � � �; NP/, calculate the membership function
� QS .xj / as Equation 4.20, update optimal membership degree �max and the upper
and lower bounds of criteria r .

Step 7 k C 1 ! k, if k � NG, go to step 4; otherwise, go to step 8.

Step 8 Output the optimal membership degree �max and the upper and lower value
of criteria preferred by DM, stop.
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4.1.6 A Numerical Illustration and Simulation Results

To clarify the algorithm, this section supplies an example and shows two iterative
processes of a genetic algorithm with mutation along the weighted gradient direc-
tion. The results of the example by way of the interactive approach are also discussed
in this section.

Example 4.1. A manufacturing factory is going to produce two kinds of products
A and B in a period (such as one month). The production of A and B requires three
kinds of resources R1, R2 and R3. The requirements of each kind of resource to
produce each product A are 2, 4 and 3 units, respectively. To produce each prod-
uct B, 3, 2 and 2 units are required respectively. The planned available resource of
R1 and R2 are 50 and 44 units, respectively, but there are an additional 30 and 20
units safety store of material, which are administrated by the general manager. The
estimated value of the available quantity of resource R3 is 36 units, with an esti-
mated error of 5 units. Assuming that the planned production quantity of A and B
is x1 and x2, respectively. The experience of the past data shows that the unit cost
and sale price of product A and B are UC1 D 15 � 0:5x1, UC2 D 17 � 0:6x2 and
US1 D 32 � 0:8x1, US2 D 35 � 1:0x2, respectively. The DM hopes that the total
profits reach an aspiration level z0 and not less than a lower level z0 � p0. This is
a typical FQP problem. It can be described as:
8

ˆ̂
ˆ̂
ˆ̂
<

ˆ̂
ˆ̂
ˆ̂
:

Qmax f .x/Dx1.US1 � UC1/ C x2.US2�UC2/D�0:3x2
1 �0:4X2

2 C 17x1C18x2

s.t. 2x1 C 3x2 � Q50
4x1 C 2x2 � Q44
3x1 C 2x2 D Q36
x1; x2 � 0

p1 D 30; p2 D 20; p�
3 D pC

3 D 5:0 : (4.22)

For simplicity, we select parameters: NP D 3, ˛0 D 0:25, e D 0:05, z0 D 250,
P0 D 20, and ˇk�1 D 0:5, assuming that the objective function, production quantity
of product A and consumption of resource R1 are of the utmost importance to the
DM. For some iteration k � 1, the population is

xk�1
1 D .5:5; 11:5/ ; xk�1

2 D .4:85; 12:6/ ; xk�1
3 D .6:55; 10:00/ :

Example 4.2.

Step 1 According to Equations 4.4 through 4.6 and 4.20, calculate � QS .x/ and the
current upper and lower bounds of the criteria.

� QS

�

xk�1
1

�

D minf0:4263; 1:0; 0:95; 0:30g D 0:30 > ˛0

� QS

�

xk�1
2

�

D minf0:4345; 1:0; 0:997; 0:25g D 0:25 � ˛0

� QS

�

xk�1
3

�

D minf0:4240; 1:0; 0:890; 0:27g D 0:27 > ˛0

�max D maxf0:3; 0:25; 0:27g D 0:30
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Objmax D 238:69; Objmin D 238:48; Amin D 4:85

.R1/max D 47:5; .R1/min D 43:1 :

Step 2 Calculate fitness function F.j / and selection probability P.j / as in Equa-
tion 4.21.
F.1/ D 0:35, F.2/ D 0:30, F.3/ D 0:32, P.1/ D 0:361, P.2/ D 0:31,
P.3/ D 0:329. Set individual number j D 1.

Step 3 Produce new individual xk
j , j D 1; 2; 3.

Step 3.1 Randomly generate " D 0:251 2 .0; 1/. According to the proportional
selection strategy, " < p.2/, so that individual xk�1

2 is selected as parent to
reproduce xk

j .

Step 3.2 For individual xk�1
2 , calculate wi and D.xk�1

2 /, as in Equation 4.18, 4.16
and 4.17, respectively.

w0 D4:26 ; w1 D0:00 ; w2 D1:225 ; w3 D20 ; D
�

xk�1
2

�

D.�0:821; �0:571/ :

Step 3.3 xk
j is generated from xk�1

2 as in Equation 4.19.

xk
j D .4:727; 12:5144/ ; j D 1 :

Similarly, we can obtain xk
2 D .6:423; 9:920/, xk

3 D .5:32; 11:42/, the corre-
sponding � QS .xk

j /, � QS .xk
1 / D 0:31365, � QS .xk

2 / D 0:3006, � QS .xk
3 / D 0:31. The

kth generation generated from the (k � 1)th generation is xk
1 ; xk

2 ; xk
3 , and for

every individual xk
j ; � QS .xk

j / � ˛0.

Step 4 Calculate �max and the upper and lower bounds of criteria in the kth genera-
tion.

�k
max D maxf0:31356; 0:3006; 0:31g D 0:31356

Objkmax D 236:27 ; Objkmin D 235:34; Ak
max D 6:432; Ak

min D 4:727

.R1/k
max D 46:997 ; .R1/k

min D 42:61 :

Step 5 Update �max and the upper and lower bounds of the criteria.

�max D 0:31356 > 0:30

Objmax D 238:69 ; Objmin D 235:34; Amax D 6:55; Amin D 4:727

.R1/max D 47:5 ; .R1/min D 42:61 :

These are the basic processes of iteration of the algorithm. The following is the
simulation results. The results of the above FQP are shown in Tables 4.1 and 4.2 by
means of an interactive approach based on a genetic algorithm, coded in Microsoft
Fortran.

The optimal solution of the above crisp quadratic programming problem is x� D

.4:83333; 10:750/, fopt D 222:4334.
From Table 4.1, we may find that the DM may have more candidates than the

exact optimal solution to choose from to make a decision in the fuzzy environment.
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Table 4.1 The results under different criteria, z0 D 150, z0 � p0 D 120, ˛0 D 0:25

Criteria x1 x2 f .x/ � QS .x/ Recourse Meaning

˛� 5.48027 11.38033 237.19580 0.35970 Opt. Mem. Deg.
0(1) 5.37358 11.30064 235.01790 0.25090 Min. Obj.
0(2) 5.54528 11.55561 239.63290 0.25059 Max. Obj.
1(1) 4.58771 12.71712 235.89510 0.25059 Min. prod. A
1(2) 7.02248 9.29991 237.39070 0.26655 Max. prod. A
2(1) 7.02248 9.29991 237.39070 0.26655 Min. prod. B
2(2) 4.58771 12.71712 235.89510 0.26655 Max. prod. B
3(1) 7.02248 9.29991 237.39070 0.26655 41.94469 Min. Reso. R1

3(2) 4.58771 12.71712 235.89510 0.26655 47.32679 Max. Reso. R1

4(1) 4.58771 12.71712 235.89510 0.29476 43.78510 Min. Reso. R2

4(2) 7.02248 9.29991 237.39070 0.26655 46.68974 Max. Reso. R2

5(1) 5.37358 11.30064 235.01790 0.25090 38.72201 Min. Reso. R3

5(2) 5.16244 12.13077 239.25780 0.25023 39.74885 Max. Reso. R3

Table 4.2 The results at each iteration as z0 D 150, z0 � p0 D 120, ˛0 D 0:25

Iteration
No.

Indivi-
dual
No.

� QS .x/ Iteration
No.

Indivi-
dual
No.

� QS .x/ Iteration
No.

Indivi-
dual
No.

� QS .x/

1 17 0.107582 13 11 0.331429 25 79 0.356789
2 2 0.113397 14 72 0.334537 26 68 0.358515
3 2 0.113397 15 51 0.347050 27 68 0.358515
4 52 0.295307 16 51 0.347050 28 68 0.358515
5 52 0.295307 17 51 0.347050 29 5 0.356930
6 52 0.295307 18 51 0.347050 30 14 0.358998
7 52 0.295307 19 79 0.332684 31 14 0.358998
8 18 0.333055 20 72 0.342522 32 14 0.358998
9 18 0.333055 21 44 0.352423 33 67 0.359408

10 18 0.333055 22 79 0.356789 34 67 0.359408
11 11 0.331429 23 79 0.356789 35 75 0.359704
12 11 0.331429 24 79 0.356789 36 75 0.359704

4.2 Nonlinear Programming Problems with Fuzzy Objective

and Resources

4.2.1 Introduction

As the extension to nonlinear programming problems, this section focuses on a sym-
metric model for a kind of fuzzy nonlinear programming problem (FO/RNP) by way
of a special GA with mutation along the weighted gradient direction. It uses an r-
power type of membership function to formulate a kind of fuzzy objective and two
kinds of fuzzy resource constraints, which are commonly used in actual production
problems. The solution to FO/RNP may be transformed into the solution to three
kinds of models according to different kinds of criteria preferred by the decision
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maker (DM). This chapter develops an inexact approach to solve this type of model
of nonlinear programming problems. Instead of finding an exact optimal solution,
by using a GA with mutation along the weighted gradient direction, this approach
aims at finding a neighboring domain of optimal solutions such that every solution
in the neighboring domain can be acceptable; namely, it is an “optimal solution”
under a fuzzy environment. Then, by means of the human–computer interaction,
the solutions preferred by the decision maker (DM) under different criteria can be
achieved. The overall procedure for FO/RNP is also developed here; it may supply
a preliminary framework for the practical application of the FO/RNP model.

4.2.2 Formulation of NLP Problems with Fuzzy

Objective/Resource Constraints

Generally speaking, nonlinear programming problems with resource constraints
have the following general form:

8

<

:

max f .x/ D f .x1; x2; � � �; xn/

s.t. gi .x/ � bi ; i D 1; 2 � � �; m

x � 0
(4.23)

where, bi is a crisp available resource.
In actual production planning problems, however, the available quantity of a re-

source in a certain period is uncertain. This possesses different types of fuzziness,
but it must also be known that the objective defined by the decision maker (DM)
is an ill-defined goal and that there may be some fuzzy parameters in the objective
function due to different reasons, such as the extent of comprehension of the prob-
lem, or the needlessness of actual maximization (minimization), and the necessity
for giving some leeway. Here we discuss nonlinear programming problems with the
following types of fuzzy objective and fuzzy resource constraints.

1. The objective value which the DM desired is not an actual maximum, but a fuzzy
value, and the DM hopes to reach an aspirational level such as z0, and not less
than a lowest level z0 � p0. Moreover, the DM’s satisfaction degree increases as
the objective value increases.

2. The available quantity of a type of resource i .i D 1; 2; � � �; m1/ has some incre-
ments which were accepted by the DM by way of taking overtime work, putting
to use the inventory quantity, etc.. Assuming that the planned available quan-
tity of this type of resource i is bi .i D 1; 2; � � �; m1/, the largest acceptable
increment by the DM is pi , and the fuzzy available quantity is denoted by Qbi .
Moreover, it was attached to a monotonic nonincreasing membership function.
For the DM, this type of resource is utilized no more than what is available.

3. The available quantity of another type of resource i .i D m1 C1; m1 C2; � � �; m/

is imprecise. Assume that the available quantity Qbi .i D m1 C 1; m1 C 2; � � �; m/

of this type of resource i is an estimate with mean bi and error p�
i and pC

i ,
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respectively, and has L-R-type membership function. For the DM, this type of
resource is utilized as fully as possible.

Furthermore, assume that the objective functionf .x/ and the resource constraints
function gi .x/ are nonlinear, continuous and derivable in .Rn/C. The problem is
how to make a reasonable plan such that the objective can be optimal or the DM
will be “most” satisfied with his preferred criteria in the environment of the above
fuzzy objective and resource constraints. This type of problem belongs to class of
fuzzy optimization problems.

The nonlinear programming problem with the above types of fuzzy objec-
tive/resource constraints (FO/RNP) has the following general form:

8

ˆ̂
<

ˆ̂
:

Qmax f .x/

s.t. gi .x/ � Qbi ; i D 1; 2; � � � ; m1

gi .x/ D Qbi ; i D m1 C 1; m1 C 2; � � � ; m

x � 0

(4.24)

where x is the n-dimensional decision variable vector, x D .x1; x2; � � � ; xn/T . Qb is
the fuzzy available resource vector, Qb D . Qb1; Qb2; � � � Qbm/.

We introduce the following type of membership function to describe the fuzzy
number Qbi , fuzzy objective and fuzzy constraints (Zimmermann 1976). For resource
i.i D 1; 2; � � �; m1/, let � Qbi

.x/ indicate the attainability of the fuzzy available re-

source Qbi and define � Qbi
.x/ as follows:

� Qbi
.x/ D

8

ˆ̂
<

ˆ̂
:

1 x � bi

1 �

�

.x � bi /

pi

�r

bi � x � bi C pi

0 x > bi C pi

(4.25)

where r > 0. � Qbi
.x/ is a monotonic non-increasing function, which denotes the

attainable degree of fuzzy available resource Qbi .
For resource i.i D 1; 2; � � �; m1/, let � Qbi

.x/ describe the estimation for fuzzy

available resource Qbi and define � Qbi
.x/ as

� Qbi
.x/ D

8

ˆ

ˆ

ˆ

ˆ

ˆ

ˆ

ˆ

<

ˆ

ˆ

ˆ

ˆ

ˆ

ˆ

ˆ

:

0 x � bi � p�
i

1 �

�

.bi � x/

p�
i

�r

bi � p�
i � x � bi

1 �

 

.bi � x/

pC
i

!r

bi � x � bi C pC
i

0 x > bi C pC
i

(4.26)

� Qbi
.x/ is an L � R-type function, which denotes the accurate level of estimation

for fuzzy available resource Qbi .
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Similarly, let �i .x/, which is defined below, be the membership function of the
i th fuzzy constraint and reflect the situation of the DM’s satisfaction with the i th
fuzzy constraint.

For i D 1; 2; � � �; m1, �i .x/ D maxy�gi .x/ � Qbi
.y/ D � Qbi

.gi .x//. For i D m1 C

1; � � �; m, �i .x/ D � Qbi
.gi .x//.

�i .x/ denotes the degree of satisfaction with the i th fuzzy constraint by the
point x.

Let �0.x/, which is defined below, describe the DM’s fuzzy objective Qmax f .x/.

�0.x/ D

8

ˆ̂
<

ˆ̂
:

0 f .x/ � z0 � p0

1 �

�

z0 � f .x/

p0

�r

z0 � p0 < x � z0

1 f .x/ � z0 :

(4.27)

�0.x/ is a monotonic non-decreasing continuous function and denotes the degree
of satisfaction with the fuzzy objective function at the point x.

Certainly, the types of membership functions which describe the DM’s fuzzy
objective and fuzzy resource constraints may be determined by the DM to be expo-
nential, logarithmic, etc.

FO/RNP may be described as how to make a reasonable plan such that the DM
is most satisfied with the fuzzy objective and fuzzy constraints; namely, that there
is the best balance degree between fuzzy objective and fuzzy constraints, and that
there is a maximum objective or other types of targets under this “most satisfied”
condition. The former regard the highest satisfaction degree as criteria and the latter
may consider different types of targets as criteria under the consideration of a def-
inite satisfaction degree. Then FO/RNP may be formulated as the following three
kinds of models.

1. Maximize the minimum satisfaction degree (model FO/RNP-1):
8

ˆ

ˆ

<

ˆ

ˆ

:

max ˛

s.t. �0.x/ � ˛

�i .x/ � ˛ i D 1; 2; 3; � � �; m

x � 0 :

(4.28)

2. Maximize the sum of weighted satisfaction degree (model FO/RNP-2):
8

ˆ

ˆ

ˆ

ˆ

<

ˆ

ˆ

ˆ

ˆ

:

max
m
P

iD0
ˇi �i .x/

s.t. �0.x/ � ˛0

�i .x/ � ˛0 i D 1; 2; 3; � � �; m

x � 0

(4.29)

where ˛0 is an acceptable satisfaction degree preset by the DM, and ˇi .i D

1; 2; 3; � � �; m/ is the weight for the objective and resources constraints. It reflects
the relative importance of the objective and resources in the eye of the DM and
is subject to

Pm
iD0 ˇi D 1.
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3. Maximize the decision target (model FO/RNP-3)
8

ˆ̂
<

ˆ̂
:

max Target

s.t. �0.x/ � ˛0

�i .x/ � ˛0 i D 1; 2; 3; � � �; m

x � 0

(4.30)

where Target may be the objective function, the decision variable or the resource
constraints, etc., and ˛0 is an acceptable satisfaction degree preferred by the DM.

Then the solution to FO/RNP may be transformed into the solution to FO/RNP-1,
FO/RNP-2 or FO/RNP-3, according to different types of criteria.

Definition 4.4. Fuzzy optimal solution of FO/RNP is a fuzzy set QS defined by

QS D
n�

x; � QS .x/
�

jx 2 .Rn/
C

; � QS .x/ D minf�0.x/; �i .x/; i D 1; 2; � � �; mg
o

:

(4.31)

Let S˛ D fx 2 .Rn/C; j� QS .x/ � ˛g, ˛ 2 Œ0; 1�. Then, S˛ is a general set which
is an ˛-level cut set of QS .

Definition 4.5. ˛� is the best balance degree, such that 80 � ˛ � ˛�, S˛ is non-
empty.

In general, a unique optimal solution ˛� can be found from FO/RNP-1. The
corresponding solution x�, which is not usually unique, is the solution with the
highest membership degree to the FO/RNP; its meaning is that the best balance of
objective and constraints might be achieved at the point x�. However the solution x�

is probably not the most desired by the DM under some types of criteria. In addition,
the exact optimal solution is meaningless to the DM under the fuzzy environment;
the solution desired by the DM is multiple different solutions which satisfy both
the objective and resource constraints under different criteria preferred by the DM.
The inexact approach is based on the concept of finding a neighboring domain of
optimal solutions such that every solution x in the domain can be the “optimal”
solution desired by the DM in a fuzzy environment.

Based on the above analysis, in the following sections, we will propose the in-
exact approach based on GA to solve the FO/RNP-1 model, and then develop an
overall procedure for the solution to FO/RNP by means of the human–computer in-
teraction, which may supply a preliminary framework for the practical application
of the FO/RNP model.

4.2.3 Inexact Approach Based on GA to Solve FO/RNP-1

Obviously, FO/RNP-1(6) is equivalent to the following optimization problem P
�

max � QS .x/ D max minf�0.x/; �1.x/; �2.x/; � � �; �m.x/g

x 2 .Rn/C (4.32)
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P is an unconstrained optimization problem, but its objective function is not con-
tinuous and derivable; it cannot be solved by the traditional optimization method.
A special GA with mutation along the weighted gradient direction is developed in
this section. It uses the mutation as the main operator, while the arithmetic combi-
natorial cross-over operator is only used in the later generation. The basic idea is the
following. First, randomly produce an initial population with the size of pop size in-
dividuals, where each individual is selected to reproduce children along the direction
with an increment of membership degree of both fuzzy objective and constraints.

For individuals with membership degree less than ˛0 (acceptable membership
degree preferred by the DM), give it a smaller membership degree so that it may
have a less chance than others of being selected to reproduce children in the later
generation. As the generation increases, the individuals with membership degree
less than ˛0 die out gradually and others exist. After a number of generations, the
individual membership degree is all greater than ˛0, namely S˛k

� S˛0 and most
individuals will be close to the optimal solution.

For individual x, let �min.x/ D minf�0.x/; �1.x/; � � � ; �m.x/g. If �min.x/ �

�0.x/ < 1, then move along the gradient direction of �0.x/, the value of �0.x/

may be improved, the smaller �0.x/ is, the greater the improvement of �0.x/ may
be achieved.

Similarly, if �min.x/ � �i .x/ < 1, then move along the gradient direction of
�i .x/, the value of �i .x/ may be improved, the smaller �i .x/ is, the greater the
improvement of �i .x/ may be achieved. Based on the above idea, construct

D.x/ D w0r�0.x/ C

m
X

iD1

wi r�i .x/ ; (4.33)

where, for 0 < �0.x/ � 1, 0 < �i .x/ � 1,
8

ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
<

ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
:

r�0.x/ D r.z0 � f .x//r�1 rf .x/

pr
0

r�i .x/ D �r.gi .x/ � bi /
r�1 rgi .x/

pr
i

i D 1; 2; � � �; m1

r�i .x/ D �r.gi .x/ � bi /
r�1 sgn .gi .x/ � bi /

rgi .x/

qr
i

i D m1 C 1; � � �; m

(4.34)

for �0.x/ D 0, �0.x/ D rf .x/; for �i .x/ D 0, r�i .x/ D rgi .x/.

qi D

�

p�
i gi .x/ � bi

pC
i gi .x/ � bi :

(4.35)

D.x/ is called the weighted gradient direction of � QS .x/. sgn.x/ is the sign func-
tion, and wi is the gradient direction weight defined as follows:

wi D

8

<

:

0 �i D 1
1

�i � �min C e
�min � �i < 1 :

(4.36)

e is a sufficiently small positive number. 1=e is the largest weight.
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The child xkC1
j generated from xk

i by mutation along the weighted gradient di-
rection D.x/ can be described as follows:

xkC1
j D xk

i C ˇkD
�

xk
i

�

: (4.37)

ˇk is a random step-length of Erlanger distribution generated by a random number
generator with decline means. The membership degree � QS .xj /: is calculated as
follows:

� QS .xj / D

�

�min.xj / if �min � ˛0

" �min.xj / else
(4.38)

where ˛0 is the acceptable satisfaction degree preferred by the DM, and " 2 [.0; 1/.
From the formulae of weight and mutation (Equations 4.11–4.15), we can see

that the constraints which cannot be met have the minimum membership degree
of 0, and will get the largest weight 1=e, the mutation will lead the individual to
the feasible area. When � QS .x/ is greater than 0, the objective or constraint with
minimum membership degree will get the largest weight. The weighted gradient
direction will improve the minimum, which results in the improvement of � QS .x/.
From Equation 4.16, we may find that xj … S˛0 gives a less membership degree
but remains non-zero so that it still has a small chance of being selected as parents
to reproduce children. Therefore, the weighted gradient direction will lead all indi-
viduals close to the exact optimal solution, and the individuals form a neighboring
domain including the exact optimal solution.

In the special GA we proposed, the mutation along the weighted gradient direc-
tion is the main operator, and the arithmetic combinatorial cross-over operator is
only used in the later generation. The real decision vector x is taken as the scheme
of gene representation; the most commonly used proportional selection strategy is
also used in our algorithm.

4.2.4 Overall Procedure for FO/RNP by Means

of Human–Computer Interaction

In this section, we design a human–computer interactive procedure to help the DM
select the desired solution from the fuzzy optimal solution, i.e., the neighboring do-
main of the optimal solution, under different criteria. It can be described as follows.

Firstly, the approach asks the DM for the acceptable membership degree of the
fuzzy optimal solution, ˛0. Secondly, by means of interaction with the computer,
the prepared membership degree, which describes the fuzzy objective and resource
constraints, is displayed for the DM to select the type of membership degree. This
elicits the DM to find his preference structure and point out which criteria are
most important to him. The criteria may include the best balance degree of objec-
tive and resource constraints (FO/RNP-1), the sum of weighted satisfaction degree
(FO/RNP-2) and the objective, decision variables or some other kinds of resources
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(FO/RNP-3). The solutions in the ˛-level cut set of the fuzzy optimal solution by GA
with mutation along the weighted gradient direction and with the highest and lowest
values of these criteria are updated in each generation. When the iteration termi-
nates, these solutions, with their criteria values, will be shown for the DM to select
by the human–computer interface. The step by step procedure can be described as
follows:

Procedure 4.1. Overall Procedure for FO/RNP

Step 1 Initialize.

Step 1.1 Input acceptable satisfaction degree ˛0 and the largest generation num-
ber NG, population size pop size.

Step 1.2 Input the criteria index set the DM is most concerned with, CS D

f0; 1; 2; � � �; n; n C 1; � � �; n C m; n C m C 1g, where 0 stands for objective func-
tion, j D 1; 2 � � �; n for decision variables, j D n C 1; n C 2 � � �; n C m for the
constraints, and j D n C m C 1 for the sum of weighted satisfaction degree,
respectively. Give the initial values and the upper and lower values of criteria
cs; cs 2 CS.

Step 1.3 Input the type of membership function which describe the fuzzy objective
and fuzzy constraints.

Step 1.4 Input the weight of objective and resource constraints ˇi .

Step 2 Randomly produce the initial population and calculate their membership
degrees by xi .j / D "UPi ; " 2 [.0; 1/, i D 1; 2; � � � ; n; j D 1; 2; � � � , pop size

where, UPi is the upper bound of the i th element of variable x. Membership
function � QS .xj / is calculated as in Equation 4.38.

Step 3 Set iteration index k D 1.

Step 4 For individual j (j D 1; 2; � � � , pop size), calculate the fitness function F.j /

and selection probability P.j / as:

F.j / D � QS .xj / C e ; P.j / D
F.j /

Ppop size

iD1 F.j /
:

Step 5 Produce new individuals xj D .j D 1; 2; � � �; popsize/.
The term xi is selected to produce xj as xk

j D xk�1
i C ˇkD.xk�1

i / where ˇk is
a random step-length of Erlanger distribution with decline means generated by
a random number generator, and D.x/ defined as in Equations 4.33 and 4.34.

Step 6 For individual j D .j D 1; 2; � � �; pop size/, calculate the membership func-
tion � QS .xj / as in Equation 4.38, update optimal membership degree �max and
the upper and lower value of criteria r .

Step 7 k C 1 ! k, if k � NG, go to step 4; otherwise, go to step 8.

Step 8 Output the optimal membership degree �max and the upper and lower value
of criteria preferred by the DM, stop.
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4.2.5 Numerical Results and Analysis

To clarify the algorithm, this section gives an example as follows. The results by
the inexact approach of combining a GA with human–computer interaction are also
given in this section.

Example 4.3. A manufacturing factory is going to produce two kinds of products
A and B in a period (such as one month). The production of A and B requires three
kinds of resources R1, R2 and R3. The requirements for each kind of resource to
produce each product A are 2, 4 and 3 units, respectively. To produce each prod-
uct B, 3, 2 and 2 units are required, respectively. The planned available resource
of R1 and R2 are 50 and 44 units, respectively, but there are an additional 30 and
20 units safety store of material, which are administrated by the general manager.
The estimated value of the available amount of resource R3 is 36 units, with an esti-
mated error of 5 units. Assume that the planned production quantity of A and B is x1

and x2, respectively. Furthermore, assume that the unit cost and sale price of prod-
uct A and B are UC1 D c1, UC2 D c2 and US1 D k1=.x

1=a1
1 /, US2 D k2=.x

1=a2
2 /,

respectively. The DM hopes that the total profits reach an aspiration level z0 and no
less than a lower level z0�p0. This is a typical FO/RNP problem. It can be described
as: 8

ˆ̂
ˆ̂
<

ˆ̂
ˆ̂
:

max Qf D k1x
1�1=a1
1 � c1x1 C k2x

1�1=a2
2 � c2x2

s.t. 2x1 C 3x2 � Q50 4x1 C 2x2 � Q44
3x1 C 2x2 D Q36 x1; x2 � 0
p1 D 30; p2 D 20; p�

3 D pC
3 D 5:0; r D 1

k1 D 50; c1 D 8:0; k2 D 45; c2 D 10; a1 D a2 D 2 :

For the above FO/RNP, criteria 0, 1, 2, 3, 4, 5 are chosen by the DM, which
means that the DM cares about net profit (objective), production quantities of prod-
uct A and B, and the consumption quantities of resource R1, R2, and R3. Setting
population size equal to 80 results in the different criteria after 52 generations,
shown in Table 4.3. Additionally, the maximum satisfaction degree of generation
is shown in Table 4.3 by means of the inexact approach combining GA with the
human–computer interaction.

From Table 4.3, the DM may choose an appropriate solution, for example he
may choose the solution corresponding to the maximum objective, which is just
the best balance between objective and all kinds of resources. From Table 4.4 we
may find that the individual of each iteration can quickly reach QS , the fuzzy optimal
solution, and only after 18 generations are they closer to the exact optimal solution
(9:76222; 5:06271) with the best balance degree ˛� D 0:29167.
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Table 4.3 The results under different criteria as z0 D 150, z0 � p0 D 120, ˛0 D 0:25

Criteria x1 x2 f .x/ � QS .x/ Recourse Meaning

˛� 9.76222 5.06271 128.75000 0.29167 Opt. Mem. Deg.
0(1) 7.88529 6.00671 127.54300 0.25143 Min. Obj.
0(2) 9.76222 5.06271 128.75000 0.29167 Max. Obj.
1(1) 7.69458 4.80628 127.73060 0.25769 Min. prod. A
1(2) 10.64834 3.80453 127.70040 0.25668 Max. prod. A
2(1) 8.89719 3.76743 127.63340 0.25445 Min. prod. B
2(2) 8.63742 6.40122 127.68870 0.25629 Max. prod. B
3(1) 8.89719 3.76743 127.63340 0.25445 29.09666 Min. Reso. R1

3(2) 8.89301 6.31004 127.90030 0.26334 36.71612 Max. Reso. R1

4(1) 7.69458 4.80628 127.73060 0.25769 40.39088 Min. Reso. R2

4(2) 10.64834 3.80453 127.70040 0.25668 50.20244 Max. Reso. R2

5(1) 7.69458 4.80628 127.73060 0.25769 32.69630 Min. Reso. R3

5(2) 9.78006 5.20287 128.74040 0.25082 39.74592 Max. Reso. R3

Table 4.4 The maximum satisfaction degree of each iteration as z0 D 150, z0 � p0 D 120,
˛0 D 0:25

Iteration
No.

Indi-
vidual
No.

� QS .x/ Iteration
No.

Indi-
vidual
No.

� QS .x/ Iteration
No.

Indi-
vidual
No.

� QS .x/

1 66 0.26351 19 51 0.29167 37 67 0.29167
2 66 0.26351 20 51 0.29167 38 80 0.29167
3 66 0.26351 21 51 0.29167 39 80 0.29167
4 28 0.26393 22 51 0.29167 40 80 0.29167
5 28 0.26393 23 68 0.29167 41 78 0.29167
6 76 0.28529 24 68 0.29167 42 78 0.29167
7 76 0.28529 25 68 0.29167 43 80 0.29167
8 17 0.28894 26 75 0.29167 44 80 0.29167
9 17 0.28894 27 76 0.29167 45 80 0.29167

10 17 0.28894 28 71 0.29167 46 80 0.29167
11 47 0.28955 29 71 0.29167 47 80 0.29167
12 30 0.29081 30 76 0.29167 48 80 0.29167
13 30 0.29081 31 72 0.29167 49 80 0.29167
14 48 0.29150 32 67 0.29167 50 80 0.29167
15 48 0.29150 33 68 0.29167 51 80 0.29167
16 7 0.29164 34 74 0.29167 52 80 0.29167
17 76 0.29164 35 78 0.29167
18 62 0.29167 36 79 0.29167
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4.3 A Non-symmetric Model for Fuzzy NLP Problems

with Penalty Coefficients

4.3.1 Introduction

A non-symmetric model for a type of fuzzy nonlinear programming problem with
penalty coefficients (FNLP-PC) is proposed. It uses a kind of nonlinear membership
function to describe the fuzzy available resources and fuzzy constraints. Based on
a fuzzy optimal solution set and optimal decision set, a satisfying solution method
and a crisp optimal solution method with GA for FNLP-PC are developed. Finally,
the analysis of simulation results of an example in actual production problems is
also given.

4.3.2 Formulation of Fuzzy Nonlinear Programming Problems

with Penalty Coefficients

Crisp nonlinear programming problems with resource constraints have the following
general form:

8

<

:

max f .x/ D f .x1; x2; � � �; xn/

s.t. gi .x/ � bi ; i D 1; 2; � � �; m

x � 0
(4.39)

where, bi is a crisp available resource.
In actual production problems, however, the available quantity of resources (man-

ufacturing ability) during a period is often uncertain and possesses different types
of fuzziness. We discuss the following types of fuzzy resources.

1. The available quantity of some type of resource i .i D 1; 2; � � �; m1/ has some
increments which were accepted by the DM by taking overtime work, using
the inventory quantity, etc. Assume that the planned available quantity of this
type of resource i is bi .i D 1; 2; � � �; m1/, and the largest acceptable increment
is pi . The fuzzy available quantity is denoted as Qbi ; it is attached to a monotonic
nonincreasing membership function. For this type of resource, it is allowed to
utilize no more than the available quantity.

2. The available quantity of some other type of resource i .i D m1 C 1; m1 C

2; � � �; m/ is imprecise. Assume that the available quantity Qbi .i D m1 C 1; m1 C

2; � � �; m/ of this type of resource i is an estimated value bi and the estimated
error is p�

i and pC
i , respectively, and also Qbi has a pair-wise linear membership

function. For this type of resource, the DM hopes to utilize them as fully as
possible.

Let penalty coefficient i denote the penalty cost brought by per unit increment of
resource i . The value of i reflects the importance of resource i . Furthermore, we
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assume that the benefits function f .x/ and the constraints function gi .x/ are all con-
tinuous and derivable in .Rn/C. Then, NLP with the above types of fuzzy resources
under the consideration of penalty coefficients may be formulated as a FNLP-PC
model: 8

ˆ̂
<

ˆ̂
:

max F.x/ D f .x/ �
m1P

iD1
i maxf0; gi .x/ � big

s.t. gi .x/ � Qbi i D 1; 2; � � �; m

x � 0

(4.40)

where x is the n-dimensional decision variable vector x D .x1; x2; � � �; xn/T , g.x/ is
the constraint function vector, g.x/ D .g1.x/; g2.x/; � � �; gm.x//T and Qb is the
fuzzy available resource vector, Qb D . Qb1; Qb2; � � �; Qbm/T . If f .x/ denotes production
cost function, then we may get the following minimization problems:

8

ˆ̂
<

ˆ̂
:

max F.x/ D f .x/ C
m1P

iD1
i maxf0; gi .x/ � bi g

s.t. gi .x/ � Qbi i D 1; 2; � � �; m

x � 0 :

(4.41)

It may be transformed into the solution to maximization problems. In practical situa-
tions, assume that the largest acceptable penalty costs for the tolerance of resource i

is cost (preferred by the DM). Then there exists the following relationship between
the penalty coefficient i and the largest acceptable tolerances pi :

p�
i i D COST : (4.42)

We introduce an r-power-type of membership function to describe the fuzzy number
Qbi and fuzzy constraints.

For resource i .i D 1; 2; � � �; m1/, let � Qbi
.x/ be the membership function, defined

by

� Qbi
.x/ D

8

ˆ̂
<

ˆ̂
:

1; x � bi

1 �

�
.x � bi /

pi

�r

; bi � x � bi C pi

0; x > bi C pi :

(4.43)

It denotes the attainable degree of fuzzy available resource Qbi , and r > 0.
For resource i .i D m1 C 1; m1 C 2; � � �; m/, let

� Qbi
.x/ D

8

ˆ̂
ˆ̂
ˆ̂

<̂

ˆ̂
ˆ̂
ˆ̂

:̂

1; x � bi � p�
i

1 �

�
bi � x

p�
i

�r

; bi � p�
i � x � bi

1 �

"

x � bi

pC
i

#r

; bi � x � bi C pC
i

0; x > bi C pC
i :

(4.44)

It denotes the accurate level of estimation for fuzzy available resource Qbi .
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Similarly, gi .x/ � Qbi is a fuzzy subset of Rn. Let �i .x/ be the membership
function of the i th fuzzy constraint. This represents the situation of subjection to
the i th fuzzy constraint. According to the extension principle,

�i .x/ D _
y�gi .x/

� Qbi
.y/ : (4.45)

�i .x/ denotes the degree of subjection to the i th constraint at the point x.
For Qbi with the type from Equation 4.5, �i .x/ D � Qbi

.gi .x//.

For Qbi with the type from Equation 4.6, �i .x/ D

�

1; gi .x/ � bi

� Qbi
.gi .x//; else .

For Qbi with general membership function � Qbi
.y/, �i .x/ have the following prop-

erties:

Let bi D maxfr 2 Rj� Qbi
.r/ D high � � Qbi

.y/ 8y 2 Qbig, for the normal case,
where high D 1.

Property 4.12. �i .x/ D � Qbi
.bi /; if gi .x/ � bi .

Property 4.13. If � Qbi
.y/ is a monotonic non-increasing continuous function for y >

bi , then, for gi .x/ > bi , �i .x/ D � Qbi
.gi .x//.

Property 4.14. If � Qbi
.y/ is a non-monotonic continuous function for y > bi , then,

for gi .x/ > bi , �i .x/ is a monotonic non-increasing continuous function.

Property 4.15. If the DM’s degree of satisfaction with the i th constraint is �i , then
the penalty cost, caused by the tolerance of resource i with the type from Equa-
tion 4.5, is cos ti D COST.1 � �i /

1=r .

Proof. For resource i using the type as defined in Equation 4.5, according to the
definition of �i .x/ in Equation 4.7, �i .x/ D � Qbi

.gi .x// D �i .

Case 1 If �i D 1, then gi .x/ � bi , which means that there is no tolerance; namely,
there is no penalty cost.

Case 2 If �i D 0, then gi .x/ � bi C pi ; however, in light of the assumption that
the largest acceptable tolerance is pi , the penalty cost is cos ti D �

i pi D COST.

Case 3 If 0 < �i < 1, then gi .x/ � bi D p�
i .1 � �i /

1=r , and

cos ti D .gi .x/ � bi /
�i D �

i p�
i .1 � �i /

1=r D COST.1 � �i /
1=r :

In summary, for 0 � �i � 1, cos ti D COST.1 � �i /
1=r .

From Property 4.4, it can been seen that �i D 1 �
� cos ti

COST

�r
; namely, �i also

reflects the situation of the DM’s satisfaction with the penalty cost.
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4.3.3 Fuzzy Feasible Domain and Fuzzy Optimal Solution Set

In this section we introduce the concept of fuzzy feasible domain and fuzzy optimal
solution set.

Let QQ D f.x; � QQ.x//jx 2 .Rn/Cg, where � QQ.x/ D minf�1.x/; �2.x/; � � �,
�m.x/g.

QQ is a fuzzy set, called a fuzzy feasible domain. � QQ.x/ denotes the feasible
degree of point x belonging to the fuzzy feasible domain. Let

Q˛ D
n

x 2 .Rn/Cj� QQ.x/ � ˛
o

; ˛ 2 Œ0; 1� : (4.46)

Q˛ is an ˛-level cut set, which is a general set. Then, FNLP-PC(2) may be equiva-
lent to the following extreme problem:

max
x2Q

F.x/ : (4.47)

Definition 4.6. A solution N.˛/ is called an ˛-optimal solution to FNLP-PC, if
N.˛/ is the optimal solution to ˛-NLP as follows:

�

F˛ D max F.x/

s.t. x 2 Q˛ :
(4.48)

Then, N.˛/ may be rewritten as N.˛/ D fx˛jx˛ 2 Q˛; F .x˛/ D F˛ D

max F.x/; x 2 Q˛g.

According to Property 4.4, ˛-NLP (Equation 4.48) may be transformed into the
following parametric NLP, which may be solved by traditional nonlinear program-
ming or parametric optimization methods.

8

ˆ

ˆ

<

ˆ

ˆ

:

max F.x/ D f .x/ � COST�
m1
P

iD1
Œ1 � �i .x/�1=r

s.t. �i .x/ � ˛; i D 1; 2; � � �; m

x � 0; 0 � ˛ � 1 :

(4.49)

Certainly, in the case that the largest acceptable penalty cost for the tolerances of
resource i may be different, Equation 4.49 is replaced by

8

ˆ

ˆ

<

ˆ

ˆ

:

max F.x/ D f .x/ �
m1
P

iD1
COST �

i Œ1 � �i .x/�1=r

s.t. �i .x/ � ˛; i D 1; 2; � � �; m

x � 0; 0 � ˛ � 1 :

(4.50)

Definition 4.7. Fuzzy optimal solution set, denoted by QO, is a fuzzy set such that

(

QO D _
˛>0

N.˛/

� QO .x/ D maxf˛jx 2 _
˛>0

N.˛/g :
(4.51)
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Property 4.16. If gi .x/.i D 1; 2; � � �; m/ is a convex function in .Rn/C, then
Q˛.0 � ˛ � 1/ is a convex set, and QQ is a convex fuzzy set.

Property 4.17. If gi .x/.i D 1; 2; � � �; m/ are concave and convex functions in
.Rn/C, respectively, then N.˛/ is a convex set as r D 1.

Proof. 8x1; x2 2 N.˛/, F.x1/ D F.x2/ D F˛ , 0 � ˛ � 1; 8� 2 Œ0; 1�, x D

�x1 C .1 � �/x2 2 Q˛, F.x/ � F.˛/.

Due to the assumption that f .x/ and gi .x/ are concave and convex, respectively,
it is easy to prove that F.x/ is also a concave function as r D 1. Hence, F.x/ �

�F.x1/ C .1 � �/F.x2/ D �F˛ C .1 � �/F˛ D F˛ .
Therefore, x D �x1 C .1 � �/x2 2 N.˛/, namely N.˛/ is convex set.

Property 4.18. If f .x/, are strictly concave and convex in .Rn/C, respectively, then
N.˛/ is a single point set as r D 1. Moreover, it is one of the extreme points of Q˛.

Property 4.19. If f .x/, gi .x/ .i D 1; 2; � � �; m/ are strictly concave and convex in
.Rn/C, respectively, then QO is a convex fuzzy set as r D 1. Moreover, N.˛/ is the
˛-level cut set of QO . Thus, the solution to FNLP-PC(2) may be transformed into
extreme problem (Equation 4.47). In theory, QO is the optimal solution to FNLP-PC,
and has the following property.

Let f˛ D max f .x/js.t. x 2 Q˛; 0 � ˛ � 1.

Property 4.20. If COST � f0 � f1, then FNLP-PC has the same optimal solutions
with the crisp NLP model; namely, for 0 � ˛ � 1, the FNLP-PC model (Equa-
tion 4.40) has the same optimal solution N.1/.

Property 4.21. If COST < f0 � f1, then the optimal solution to FNLP-PC satisfies
the following: (1) It would be beneficial to the objective to increase the tolerances
of resources. (2) The more complete the utilization of the key resource (the resource
with the largest penalty coefficient i ), the better the solution.

4.3.4 Satisfying Solution and Crisp Optimal Solution

In theory, QO is the optimal solution to FNLP-PC, which can be obtained by para-
metric optimization methods. In practice, however it cannot be accepted by the DM.
In this section, we suggest a satisfying solution method and a crisp optimal solution
method based on GA for FNLP-PC.

4.3.4.1 Satisfying Solution to FNLP-PC

Due to the fuzziness of systems, the unique optimal solution sometimes might not
be desired by the DM. In that case, a satisfying solution is more acceptable and
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potential under the fuzzy environment. The following method is considered to be
useful.

In this approach, make a suitable discrimination on [0; 1] in light of actual prob-
lems. Let ˛i D i=K , i D 1; 2; � � �; K (K is the total discrete point number). The
solution to FNLP-PC may be considered as the solution to a series of ˛-NLP (10)
problems, which may be solved by traditional optimization methods. Let their opti-
mal solution be (˛, N (˛), F˛). Then, the DM may select a satisfying solution by
means of the human–computer interaction from the relationship diagram of ˛ � F˛ .
Also, he may obtain the satisfying solution at any level by means of convex combi-
nation.

4.3.4.2 The Crisp Optimal Solution Based on GA

Define the membership function of objective function value Z� as follows:

�Z�.x/ D

8

ˆ̂

<̂

ˆ̂

:̂

0; F .x/ � F1
�

F.x/ � F1

F0 � F1

�r

; F1 � F.x/ � F0

1; F .x/ � F0

(4.52)

where F1, F0 is the optimal objective function value of ˛-NLP(10) as ˛ D 1 and 0,
respectively.

Definition 4.8. The optimal decision set QD is a fuzzy set, where the membership
function � QD.x/ is defined as

� QD.x/ D min
˚

�Z� .x/; � QQ.x/
�

: (4.53)

Then, the maximizing decision

x� D arg
˚

max � QD.x/
�

(4.54)

is the crisp optimal solution to FNLP-PC.

Property 4.22. If f .x/ is strictly concave and gi .x/, i D 1; 2; � � �; m are convex,
then x� is the unique optimal solution to Equation 4.54.

In the following, we discuss the algorithm to solve Equation 4.54. Equation 4.54
is equivalent to

�

max minf�Z�.x/; �i .x/; i D 1; 2; � � �; mg

x 2 .Rn/C :
(4.55)

Equation 4.55 is an unconstrained optimization problem, but its objective function
is not continuous and derivable, so therefore it cannot be solved by traditional op-
timization methods. In this section we suggest a recommended GA with mutation
along the weighted gradient direction to solve it. The basic idea is described as
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follows: first, select any small degree ˛0 (generally, ˛0 D 0:05 or 0.1), randomly
produce an initial population with the size of NP individuals, each individual is se-
lected to reproduce children along the increment direction of membership degree
of optimal objective and fuzzy constraints, according to selection probability, de-
pending on its fitness function value. For an individual with membership degree
less than ˛k�1 (the smallest membership degree of the individual in (k � 1)th gen-
eration), give it a smaller membership degree by means of penalty so that it may
have a smaller chance than others to be selected as parents to reproduce children
in the later generation. As the generation increases, the individuals with a smaller
membership degree die out gradually. After a number of generations, the individ-
ual’s membership degree reaches the optimum or near optimum. For individual x,
let �min.x/ D minf�Z� .x/; �1.x/; � � � ; �m.x/g.

If �min.x/ � �Z� .x/ < 1, then move along the gradient direction of �Z� .x/,
where the value of �Z�.x/ may be improved. The smaller �Z� .x/ is, the greater the
improvement of �Z� .x/. Similarly, if �min.x/ � �Z� .x/ < 1, then move along the
gradient direction of �i .x/, and the value of �i .x/ may be improved. The smaller
�i .x/ is, the greater the improvement of �i .x/.

Based on the above idea, construct

d.x/ D w0r�Z� .x/ C

mX

iD1

w1�i .x/ : (4.56)

For 0 < �Z� .x/ � 1, 0 < �i .x/ � 1, i D 1; 2; � � �; m,
8

ˆ̂
ˆ̂
ˆ̂
ˆ̂
<

ˆ̂
ˆ̂
ˆ̂
ˆ̂
:

r�Z� .x/ D r.F0 � F.x//r�1 rF.x/

.F0 � F1/r

r�i .x/ D �r.gi .x/ � bi /
r�1 rgi .x/

pr
i

; i D 1; 2; � � �; m1

r�i .x/ D �r.gi .x/ � bi /
r�1 rgi .x/

.pC
i /r

; i D m1 C 1; � � �; m :

(4.57)

For �Z� .x/ D 0, let r�Z� .x/ D rF.x/, for �i .x/ D 0, r�i .x/ D rgi .x/.
d.x/ is called the weighted gradient direction, where wi is the gradient direction
weight defined as follows:

wi D

8

<

:

0 �i D 1
1

�i � �min C e
; �min � �i < 1

(4.58)

where e is a sufficiently small positive number. Then, xkC1
i is generated from xk

i by
mutation along the weighted gradient direction d.x/ and can be described as

xkC1
j D xk

i C ˇkd
�

xk
i

�

(4.59)

where ˇk is a step-length of Erlanger distribution random number with declining
means, generated by a random number generator. Calculate � QD.xj / as follows:
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let �min D minf�Z� .xj /; �1.xj /; � � �; �m.xj /g and

� QD.xj / D

(
�min if �min � ˛k�1

"��min else ;

where, " 2 [.0; 1/; ˛k�1 satisfies:

˛k�1 D min
n

� QD

�

xk�1
j

�

jxk�1
j satisfy � QD

�

xk�1
j

�

� ˛k�2

o

:

It can be seen that for an individual xj with the membership degree of � QD.xj / <

˛k�1, given a smaller membership degree, but not zero, it will have a small chance
of being selected to reproduce children.

4.3.5 General Scheme to Implement the FNLP-PC Model

Based on the analysis of satisfying solution and crisp optimal solution to FNLP-PC,
we may get the following general scheme to implement the FNLP-PC model.

Step 1 Formulate the flexibilization or fuzziness of resources by means of member-
ship function, such as Equations 4.43 and 4.44, which is determined depending
on the actual problems.

Step 2 Determine some initial parameters, such as bi ; pi ; ˛0; COST; r , etc. The pa-
rameters COST and r are always determined by means of interaction with the
DM.

Step 3 Ask the DM to prefer satisfying solution (mark D 0) or crisp optimal solution
(mark D 1). If mark D 0, go to step 4; else go to step 5.

Step 4 Applying the traditional optimization method to ˛-NLP (10) problem. Gen-
erally, select ˛k D ˛k�1 C0:05, ˛0 D 0:5, k D 1; 2; � � �; 19. The DM may get the
preferred satisfying solution by means of the human–computer interaction from
the relationship of ˛ � F˛ or by convex combination.

Step 5 Find the crisp optimal strategy. Applying traditional optimization method to

f˛ D maxff .x/js.t. x 2 Q˛g; ˛ D 0; 1

we may get f0 and f1; set the membership function of the objective function as
shown in Equation 4.52. Then the optimal strategy is different as in the following
cases.

Case 1 If COST < f0 � f1, the optimal strategy will satisfy Property 4.10.

Case 2 If COST < f0 � f1, then the DM hopes to reach the best balance between
the resources and profits, by applying the recommended GA with mutation along
the weighted gradient direction (Tang and Wang 1997a,b). We may get the best
balance degree and the optimal total profits.

Case 3 If COST � f0 � f1, the optimal strategy is the optimal solution to the
corresponding crisp NLP model.
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4.3.6 Numerical Illustration and Analysis

To clarify the model and methods for FNLP-PC, in this section we give the illustra-
tion by means of an example.

Example 4.4. A manufacturing factory is going to produce two kinds of products
A and B during a period (such as one month).The production of A and B requires
three kinds of resources R1, R2 and R3. The requirements of each kind of resource
to produce each product A are 2, 4 and 3 units, respectively. To produce each prod-
uct B, 3, 2 and 2 units are required, respectively. The planned available resources
of R1, R2 and R3 are 50, 44 and 36 units, respectively. However, there are an ad-
ditional 30, 20 and 5.0 units safe store of material which are administrated by the
general manager. Assume that the planned production quantity of A and B is x1

and x2, respectively. The experience of the past data shows that the unit cost and
sale price of product A and B are UC1 D 15 � 0:1x1, UC2 D 17 � 0:1x2 and
US1 D 32 � 0:4x1 US2 D 35 � 0:5x2, respectively. The DM hopes that the total
profits reach a maximum level.

For simplicity, we select 1 D 0:5, 2 D 0:75 and 3 D 3:0.
8

ˆ̂
ˆ̂
<

ˆ̂
ˆ̂
:

max f .x/Dx1.US1�UC1/ C x2.US2�UC2/D�0:3x2
1 � 0:4x2

2 C 17x1 C 18x2

s.t. 2x1 C 3x2 � Q50
4x1 C 2x2 � Q44
3x1 C 2x2 � Q36
x1; x2 � 0

p1 D 30 ; p2 D 20 ; p3 D 5:0 ; 1 D 0:5 ; 2 D 0:75 ; 3 D 3:0 : (4.60)

For resources R1, R2 and R3, we select the membership function with Equa-
tion 4.5 as r D 1 to describe the flexibility of the resources.

The comparison results of the above example under the environment of no fuzzy
and fuzzy with penalty coefficients are shown in Table 4.5 and Figure 4.1 by means
of the satisfying solution method and crisp optimal solution method based on GA.

From Table 4.5 and Figure 4.1, one can obtain the optimal production strategy.
Under the consideration of penalty cost, the optimal strategy is different for the
following cases.

Case 1 If the penalty coefficients i satisfy COST D �
i pi < f0 � f1 D 22:8754,

then the optimal strategy satisfies Property 4.10.

Case 2 If the penalty coefficient i satisfies COST D �
i pi < 22:8754, the DM

hopes to reach the best balance between the consumptions of resources and
the total profits, then the optimal solution corresponding to COST D 15:0 is
.x1; x2/ D .5:38146; 10:94204/ with the best balance degree of 0.59423 and the
total profit of 225.7768.

Case 3 If the penalty coefficient i satisfies COST D �
i pi � 22:8754, then the

optimal solution is .x1; x2/ D .4:8333; 10:25/ with the total profits of 222.43286.
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Table 4.5 The comparison results under the environment of no fuzzy and fuzzy with penalty co-
efficients

Content Crisp NLP Model FNLP-PC Model

Type of optimal Crisp x� Uncertain, fuzzy optimal
solution set maximizing
decision x�

Optimal objective 222.43286 225.7768
x�

1 4.83333 5.38146
x�

2 10.75 10.94204
Consumptions of R1 41.9166 43.58904
Consumptions of R2 40.8332 43.40992
Consumptions of R3 35.9999 38.0285
� QD.x�/ 0.59423

α

228.113

0 0 245.308

COST=0.0

COST=15.0

Crisp NLP Model

1.00.90.80.70.60.50.40.30.20.10

F f= =

1 1 222.432F f= =

Figure 4.1 The comparison of ˛-optimal solution under fuzzy environment with penalty coeffi-
cients

4.4 Concluding Remarks

A type of model of quadratic programming problems with fuzzy objective and re-
source constraints was proposed based on the description of fuzzy objective and re-
source constraints with different types of membership functions in accordance with
the different types of fuzzy objective and fuzzy resource constraints in actual pro-
duction problems. An interactive approach is developed to solve this type of model
of quadratic programming problems with fuzzy objective and resource constraints.
It cannot only find a family of solutions with acceptable membership degrees, but
also the solutions preferred by DM under different criteria can be achieved by means
of the human–computer interaction.

In Section 4.2, a type of model of nonlinear programming problems with fuzzy
objective and resource constraints (FO/RNP) was proposed and an inexact approach
based on a special genetic algorithm for one kind of model FO/RNP, as well as the
overall procedure for FO/RNP by means of the human–computer interaction were
developed. The simulation of some examples show that: (1) this approach cannot
only find an exact near optimal solution with best balance degree, but also a fam-
ily of solutions with acceptable membership degree, especially, by means of the
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human–computer interaction. The preferred solutions that can give more candi-
dates than only the exact optimal solution as a choice under different criteria can
be achieved. (2) This approach is appropriate for any type of membership function
such as linear and nonlinear, exponential, etc. The overall procedure supplies a pre-
liminary framework for the practical application of the model FO/RNP in the area
of production planning, etc.

Finally, a non-symmetric model for a type of fuzzy nonlinear programming prob-
lem with penalty coefficients (FNLP-PC) is proposed. It uses a kind of nonlin-
ear membership function to describe the fuzzy available resources and fuzzy con-
straints. Based on a fuzzy optimal solution set and optimal decision set, a satisfy-
ing solution method and a crisp optimal solution method with GA for a FNLP-PC
were developed. This also provides a satisfying solution and a crisp optimal solu-
tion based on GA for a FNLP-PC model. It is “flexible” and can give the DM some
decision support.
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Chapter 5

Neural Network and Self-organizing Maps

Self-organizing map (SOM) is a famous type of artificial neural network, which
was first developed by Kohonen (1997). The SOM algorithm is vary practical and
has many useful applications, such as semantic map, diagnosis of speech voicing,
solving combinatorial optimization problem, and so on. However, its theoretical and
mathematical structure is not clear. In this chapter, we discuss a special property, i.e.,
monotonicity, of model functions in fundamental SOM with one-dimensional array
of nodes and real-valued nodes. Firstly, so-called quasiconvexity and quasiconcavity
for model functions have been suggested. Then it has been shown that the renewed
model function of a quasiconvex (quasiconcave) model function is also quasiconvex
(quasiconcave), and quasiconvex states or quasiconcave states of a model function
appear in the previous stage of the monotonic states.

This chapter is organized as follows. Section 5.1 gives a simple review of neural
network and self-organizing map and introduces our motivation for the research.
Section 5.2 presents the basic concept and algorithm of the SOM. Section 5.3 gives
the main theoretical results and detail proof. In Section 5.4 numerical examples are
given to illustrate the properties of the SOM. Concluding remarks are given in the
final section.

5.1 Introduction

A neural network is an information processing paradigm that is inspired by the
way biological nervous systems, such as the brain, process information. The key
element of this paradigm is the novel structure of the information processing sys-
tem. It is composed of a large number of highly interconnected processing elements
(neurons) working in unison to solve specific problems. A neural network is con-
figured for a specific application, such as pattern recognition or data classification,
through a learning process. Learning in biological systems involves adjustments
to the synaptic connections that exist between the neurons. Neural networks, with
their remarkable ability to derive meaning from complicated or imprecise data, can

Y. Yin et al., Data Mining. © Springer 2011 87
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be used to extract patterns and detect trends that are too complex to be noticed by ei-
ther humans or other computer techniques. A trained neural network can be thought
of as an “expert” in the category of information it has been given to analyze. This
expert can then be used to provide projections given new situations of interest, and
answer “what if” questions. Several advantages include:

1. Adaptive learning: An ability to learn how to do tasks based on the data given
for training or initial experience.

2. Self-organization: A neural network can create its own organization or repre-
sentation of the information it receives during learning time.

3. Real-time operation: Neural network computations may be carried out in paral-
lel, and special hardware devices are being designed and manufactured which
take advantage of this capability.

4. Fault tolerance via redundant information coding: Partial destruction of a net-
work leads to the corresponding degradation of performance. However, some
network capabilities may be retained even with major network damage.

Neural networks learn by example. They cannot be programmed to perform
a specific task. The examples must be selected carefully otherwise useful time is
wasted or even worse the network might be functioning incorrectly. The disadvan-
tage is that because the network finds out how to solve the problem by itself, its
operation can be unpredictable.

Self-organizing map (SOM) is a famous type of neural network. With self-
organizing map, clustering is performed by having several unit computers for the
current unit. The unit whose weight vector is closest to the current unit becomes
the winning or active unit. So, to move even close to the input unit, the weights
of the winning unit are adjusted, as well as those of its nearest neighbors. SOM
assume that there is some topology or ordering among the input units and that the
units will eventually take on this structure in space. The organization of units is said
to form a feature map, where SOM are believed to resemble processing that can
occur in the brain and are useful for visualizing high-dimensional data in two- or
three-dimensional space. Several views of SOM can be introduced to understand
the nature of SOM (Kohonen 1997) as described below.

1. The SOM can be understood as an artificial neural network model of the brain,
especially of the experimentally found ordered “maps” in the cortex. There ex-
ists a large amount of neurophysiological evidence to support the idea that the
SOM captures some of the fundamental processing principles of the brain. How-
ever, the SOM principle has turned out to produce the brain-like maps most
efficiently.

2. The SOM can be viewed as a model of unsupervised (machine) learning, and
as an adaptive knowledge representation scheme. The relationship between the
SOM (especially the word category map) and the semantic networks is con-
sidered. The traditional knowledge representation formalisms such as semantic
networks, frame systems, predicate logic, to provide some examples, are static
and the reference relations of the elements are determined by a human. More-
over, those formalisms are based on the tacit assumption that the relationship
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between natural language and world is one-to-one: the world consists of objects
and the relationships between the objects, and these objects and relationships
have a straightforward correspondence to the elements of language. Related to
knowledge representation and learning, the cognitive and philosophical aspects
are highly relevant.

3. The SOM is nowadays often used as a statistical tool for multivariate analysis.
The SOM is both a projection method, which maps high-dimensional data space
into low-dimensional space, and a clustering method so that similar data samples
tend to be mapped to nearby neurons. From the methodological and computa-
tional point of view the mathematical and statistical properties of the algorithm
can be considered (for instance, the time and space complexity, the convergence
properties), as well as the nature of the input data (signals, continuous statisti-
cal indicators, symbol strings) and their preprocessing. There exist a number of
variants of the SOM in which, e.g., the adaptation rules are different, various
distance measures can be used, and the structure of the map interconnections is
variable.

4. The SOM is widely used as a data mining and visualization method for complex
data sets. Application areas include, for instance, image processing and speech
recognition, process control, economical analysis, and diagnostics in industry
and in medicine. An example of the engineering applications of the SOM is
given in Chapter 14.

However, as Cottrell and Fort (1997) pointed out, the SOM algorithm is very
astonishing. On the one hand, it is very simple to write down and to simulate; its
practical properties are clear and easy to observe. But, on the other hand, its theoret-
ical properties still remain without proof in the general case, despite the great effort
of several authors. This chapter describes a contribution of the theoretical properties
of SOM. In particular, we discuss the monotonicity of model functions in SOM with
one-dimensional array of nodes and real-valued nodes. We suggest quasiconvexity
and quasiconcavity for model functions. Based on that, we show that the renewed
model function of a quasiconvex (quasiconcave) model function is also quasiconvex
(quasiconcave), and quasiconvex states or quasiconcave states of a model function
appear in the previous stage of the monotonic states. Further research efforts will be
devoted to extend the model to higher-dimensional cases, which have more practical
applications.

5.2 The Basic Concept of Self-organizing Map

SOM can be visualized as a sheet-like neural network array, the cells (or nodes)
of which become specifically tuned to various input signal patterns or classes of
patterns in an orderly fashion. The learning process is competitive and unsupervised,
meaning that no teacher is needed to define the correct output (or actually the cell
into which the input is mapped) for an input. In the basic version, only one map
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Figure 5.1 The self-
organizing maps (SOM)

Map layer 

Input set  

M neurons 

X neurons

node (winner) at a time is activated corresponding to each input. The locations of
the responses in the array tend to become ordered in the learning process as if some
meaningful nonlinear coordinate system for the different input features were being
created over the network.

Assume that some sample datasets have to be mapped onto the array depicted
in Figure 5.1. The set of input samples described by a real vector X is the input

set: x0; x1; x2; : : : 2 X � R. Each node has its value, respectively. A mapping
m W I ! R transforming each node i to its value m.i/ is called a model function or
a reference function. R is the set of all real numbers. Let M be the set of all model
functions. m0 W I ! R is the initial model function (model vector).

The stochastic SOM algorithm performs a regression process. Thereby, the initial
values of the components of the model vector, m0, may even be selected at random.
In practical applications, however, the model vectors are more profitably initialized
in some orderly fashion, e.g., along a two-dimensional subspace spanned by the two
principal eigenvectors of the input data vectors. Any input sample is thought to be
mapped into the location, the m.i/ of which matches best with X in some metric.
The self-organizing algorithm creates the ordered mapping as a repetition of the
following basic tasks:

1. An input vector X is compared with all the model vectors m.i/. The best-
matching unit (node) on the map, i.e., the node where the model vector is most
similar to the input vector in some metric (e.g., Euclidean) is identified. This
best matching unit is often called the winner.

2. The model vectors of the winner and a number of its neighboring nodes in the
array are changed towards the input vector according to the learning principle
specified below.

The basic idea in the SOM learning process is that, for each sample input vector X ,
the winner and the nodes in its neighborhood are changed closer to X in the input
data space. During the learning process, individual changes may be contradictory,
but the net outcome in the process is that ordered values for the m.i/ emerge over
the array. If the number of available input samples is restricted, the samples must be
presented reiteratively to the SOM algorithm.
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Adaptation of the model vectors in the learning process may take place accord-
ing to the following equations: we assume two learning processes defined below.
These learning processes are essential in theoretical study and application of self-
organizing map models.

1. Learning Process LA

Winner and its neighborhood:

I.mk; xk/D
˚

i� 2 I j jmk.i�/ � xk j D inf
i2I
jmk.i/ � xkj

�

.mk 2M; xk 2 X/ ;

N1.i/ D fj 2 I j jj � i j � 1g .i 2 I / :

Learning-rate factor: 0 � ˛ � 1.
Learning:

mkC1.i/D

8

ˆ

ˆ

<

ˆ

ˆ

:

.1 � ˛/mk.i/C ˛xk if i 2
S

i�2I .mk ;xk/

.i�/;

mk.i/ if i …
S

i�2I.mk ;xk/

.i�/ ; kD0; 1; 2; : : :

2. Learning Process Lm

Winner and its neighborhood:

J.mk ; xk/Dmin
˚

i� 2 I j jmk.i
�/ � xk jD inf

i2I
jmk.i/ � xk j

�

.mk 2M;xk 2 X/ ;

N1.i/ D fj 2 I j jj � i j � 1g .i 2 I / :

Learning-rate factor: 0 � ˛ � 1.
Learning:

mkC1.i/ D

�

.1 � ˛/mk.i/C ˛xk if i 2 N1.J.mk ; xk// ;

mk.i/ if i … N1.J.mk ; xk// ; k D 0; 1; 2; : : : :

where k is the discrete index of the variables, the factor 0 � ˛ � 1 is a scalar that
defines the relative size of the learning step, and N1.i/ specifies the neighborhood

around the winner in the map array. Note the learning processLm is the same asLA

except there is only one node J.mk ; xk/, which was selected from I.mk; xk/ by
a given rule.

For simplicity, we use a one dimensional example to illustrate the learning
process. Denote m0 D Œm0.1/;m0.2/; : : :; m0.n/� where n nodes exist and each
node has its value. That is, nodes 1; 2; : : :; n have values m0.1/;m0.2/; : : : ; m0.n/,
respectively. At the beginning of the learning process, if an input x0 2 X is
given, then we choose node i�, which has the most similar value to x0 within
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m0.1/;m0.2/; : : : ; m0.n/. Node i� and the nodes that are in the neighborhood of
i� learn x0 and their values change to new values m1.i/ D .1 � ˛/m0.i/ C ˛x0.
However the nodes not in the neighborhood of i� have not been learned and their
values were not changed. Repeating these, updating for the inputs x1; x2; x3; : : :,
the value of each node is renewed sequentially. Simultaneously, model functions
m1; m2; m3; : : : are also generated sequentially. We denote mk D Œmk.1/;mk.2/,
: : :, mk.n/�. It can be observed that the radius of the neighborhood is fairly large at
the beginning of the learning process, but it is made to shrink during learning. This
ensures that the global order is obtained already at the beginning, whereas towards
the end, as the radius gets smaller, the local corrections of the model vectors in the
map will be more specific. The factor ˛ also decreases during learning. Following
properties of the learning process are well known. In learning processLA, for model
functionsm1; m2; m3; : : :, the following hold:

1. If mk is increasing on I , then mkC1 is increasing on I .
2. If mk is decreasing on I , then mkC1 is decreasing on I .
3. If mk is strictly increasing on I , then mkC1 is strictly increasing on I .
4. If mk is strictly decreasing on I , then mkC1 is strictly decreasing on I .

Such property is called monotonicity, which represents the absorbing states of
SOM models in the sense that once model function leads to an increasing state: it
never leads to other states for the learning by any input data. By repeating the learn-
ing process, some model functions have properties such as monotonicity and certain
regularity may appear in the relation between the array of nodes, and the values of
nodes. Such a phenomenon of appearing in the above process is called organization.
This organization often appears in various sets of nodes, various spaces of the values
of nodes, and various learning processes. Moreover, many applications of SOM in
many practical problems have been accomplished by using these properties. Chap-
ter 13 gives a real application example of automatic exterior inspection in electronic
device industry.

5.3 The Trial Discussion on Convergence of SOM

The mathematical analysis of the SOM algorithm has turned out to be very difficult.
The proof of the convergence of the SOM learning process in the one-dimensional
case was first given by Cottrell and Fort (1987). Convergence properties are more
generally studied, e.g., in the following references (Erwin et al. 1991, 1992a,b;
Horowitz and Alvarez 1996; Flanagan 1997). We introduce the certain regularity
like as quasiconvexity and quasiconcavity of model function in SOM (Hoshino et al.

2004, 2006). Generally, we use convexity, concavity, quasiconvexity, and quasicon-
cavity for functions on convex sets. However, model functions in SOM are not de-
fined on a linear space, and therefore, are not defined on a convex set in the usual
sense. Now, we define quasiconvexity and quasiconcavity for a function on a par-
tially ordered set instead of a convex set. A definition and properties of quasiconvex
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functions and quasiconcave functions on convex sets are described in Hoshino et al.

(2004, 2006) in detail.

Definition 5.1. Let .Y;�/ be a partially ordered set and let f be a real-valued
function on Y . Then f is said to be quasiconvex if for any y1; y2; y3 2 Y with
y1 � y2 � y3,

f .y2/ � maxff .y1/; f .y3/g :

Also f is said to be quasiconcave if for any y1; y2; y3 2 Y with y1 � y2 � y3,
f .y2/ � minff .y1/; f .y3/g.

Figure 5.2 shows the examples of quasiconvex and quasiconcave functions. Ad-
ditionally, f is said to be strongly quasiconvex if for any y1; y2; y3 2 Y with
y1 < y2 < y3,

f .y2/ < maxff .y1/; f .y3/g :

f is said to be strongly quasiconcave if for any y1; y2; y3 2 Y with y1 < y2 < y3,

f .y2/ > minff .y1/; f .y3/g :

For instance, the function in Figure 5.2 (a) is quasiconvex, not strongly quasicon-
vex. The function in Figure 5.2 (b) is strongly quasiconcave.

Figure 5.2 (a) A quasiconvex function and (b) a quasiconcave function

We give a necessary and sufficient condition for the quasiconvexity as follows.

Property 5.1. Let Y be a partially ordered set. Let f be a real-valued function on Y .
For each a 2 R, we put La.f / D fy 2 Y jf .y/ � ag, which is a level sets of f .
Then the following are equivalent.
f is a quasiconvex function;
for all a 2 R, if y1; y3 2 La.f / and y1 � y2 � y3, then y2 2 La.f /.

Proof. (i) ) (ii) if suppose y1; y3 2 La.f / and y1 � y2 � y3. Then, we have
f .y1/ � a and f .y3/ � a.

By the quasiconvexity of f , f .y2/ � maxff .y1/; f .y3/g � a.
This implies y2 2 La.f /.
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(ii) ) (i) Let y1 � y2 � y3. Putting a D maxff .y1/; f .y3/g, we have
f .y1/ � a and f .y3/ � a.

This implies y1; y3 2 La.f /. By condition (ii), we have y2 2 La.f /.
Therefore, f .y2/ � a D maxff .y1/; f .y3/g.
Thus f is a quasiconvex function. ut

According to Property 5.1 above, the following property is easily understood.

Property 5.2. Let Y be a partially ordered set. Let f be a real-valued function on Y .
Then the following hold:

1. f is a quasiconvex function if and only if �f is a quasiconcave function.
2. f is monotonic if and only if f is quasiconvex and quasiconcave.

Using these properties we can prove a SOM with learning process LA has the fol-
lowing properties.

Theorem 5.1. Take the learning process LA. For model functions m1; m2; m3; : : :,

the following statements hold:

1. If mk is quasiconvex on I , then mkC1 is quasiconvex on I .

2. If mk is quasiconcave on I , then mkC1 is quasiconcave on I .

Proof. (i) Suppose that mk is quasiconvex on I . Take any i1; i2; i3 2 I with i1 <
i2 < i3. Let xk be the current input. We put

Q D maxfmkC1.i1/;mkC1.i3/g �mkC1.i2/ :

In order to prove that mkC1 is quasiconvex, we show Q � 0 in the following eight
cases (A–H).

Case A i1; i2; i3 2
S

i�2I.mk ;xk/ N1.i
�/. We have

QDmaxf.1 � ˛/mk.i1/C ˛xk ; .1�˛/mk.i3/C ˛xkg�..1�˛/mk.i2/C ˛xk/

Dmaxf.1�˛/.mk.i1/ �mk.i2/; .1� ˛/.mk.i3/ �mk.i2//g

D.1 � ˛/ .maxfmk.i1/;mk.i3/g �mk.i2// � 0 :

Case B i1; i2 2
S

i�2I.mk ;xk/ N1.i
�/ and i3 …

S

i�2I.mk ;xk/ N1.i
�/. We have

QDmaxf.1 � ˛/mk.i1/C ˛xk ; mk.i3/g � ..1 � ˛/mk.i2/C ˛xk/

Dmaxf.1� ˛/.mk.i1/�mk.i2//; .1� ˛/.mk.i3/�mk.i2//C ˛.mk.i3/�xk/g:

B1: If mk.i1/ � mk.i2/, then the left term of max in Q is nonnegative. Hence we
have Q � 0.

B2: If mk.i1/ < mk.i2/, then mk.i3/ � mk.i2/. We show mk.i2 � 1/ � mk.i2/.
Supposemk.i2�1/ > mk.i2/. Then we havemk.i2�1/ > maxfmk.i1/;mk.i2/g.
This inequality contradicts that mk is quasiconvex. Similarly, we have

mk.i2/ � mk.i2 C 1/ � mk.i3/
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by the quasiconvexity ofmk . Now, we showmk.i3/ � xk . Supposemk.i3/ < xk .
Since

mk.i2 � 1/ � mk.i2/ � mk.i2 C 1/ � mk.i3/ < xk

and i2 2
S

i�2I.mk ;xk/ N1.i
�/, we have i3 2 I.mk; xk/. This contradicts the

condition of Case B. Therefore, mk.i3/ � mk.i2/ and mk.i3/ � xk imply that
the right term of max of Q is nonnegative. Thus, we haveQ � 0.

Case C i1; i3 2
S

i�2I.mk ;xk/ N1.i
�/ and i2 …

S

i�2I.mk ;xk/ N1.i
�/. We have

Q D maxf.1 � ˛/mk.i1/C ˛xk ; .1 � ˛/mk.i3/C ˛xkg �mk.i2/

D maxf.1 � ˛/.mk.i1/ �mk.i2//C ˛.xk � ak.i2// ;

.1 � ˛/.mk.i3/ �mk.i2//C ˛.xk � ak.i2//g :

C1: If mk.i1/ � mk.i2/ and mk.i3/ � mk.i2/, then it follows from the quasi-
convexity of mk that mk.i1 � 1/ � mk.i1/ and mk.i3 C 1/ � mk.i3/. More-
over, by the quasiconvexity of mk , we have mk.i2/ � mk.i1 C 1/ � mk.i1/

or mk.i2/ � mk.i3 � 1/ � mk.i3/. Now, we show xk � mk.i2/. Suppose
xk < mk.i2/. Since

xk < mk.i2/ � mk.i1 C 1/ � mk.i1/ � mk.i1 � 1/ or

xk < mk.i2/ � mk.i3 � 1/ � mk.i3/ � mk.i3 C 1/ ;

i1; i3 2
S

i�2I.mk ;xk/ N1.i
�/ implies i2 2 I.mk; xk/. This contradicts the condi-

tion of Case C. Therefore,Q � 0 holds in case (C1).

C2: If mk.i1/ < mk.i2/ � mk.i3/, then it follows from the quasiconvexity of mk

that mk.i2/ � mk.i3 � 1/ � mk.i3/ � mk.i3 C 1/. Now, suppose xk < mk.i2/.
Then i3 2

S

i�2I.mk ;xk/ N1.i
�/ implies i2 2 I.mk; xk/. This contradicts the

condition of Case C. Therefore, xk � mk.i2/. Hence the right term of max of Q
is nonnegative and Q � 0 holds in Case C1.

C3: If mk.i3/ < mk.i2/ � mk.i1/, then, from the proof of Case C2 and symmetry
of i1 and i3, it follows that the left term of max of Q is nonnegative and Q � 0
holds in Case C3.

Case D i1 2
S

i�2I.mk ;xk/ N1.i
�/ and i2; i3 …

S

i�2I.mk ;xk/ N1.i
�/. We have

Q D maxf.1� ˛/mk.i1/C ˛xk ; mk.i3/g �mk.i2/

D maxf.1� ˛/.mk.i1/�mk.i2//C ˛.xk �mk.i2//;mk.i3/ �mk.i2/g :

D1: If mk.i3/ � mk.i2/, then the right term of max in Q is nonnegative. Hence, we
haveQ � 0.

D2: If mk.i3/ < mk.i2/, then mk.i2/ � mk.i1/. Moreover, by the quasiconvexity
of mk, we have mk.i1 � 1/ � mk.i1/ � mk.i1 C 1/ � mk.i2/. Now, suppose
xk < mk.i2/. Then, i1 2

S

i�2I.mk ;xk/ N1.i
�/ implies i2 2 I.mk; xk/. This

contradicts the condition of Case D. Therefore, xk � mk.i2/. Hence, the left
term of max of Q is nonnegative and Q � 0 holds in Case D2.
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Case E i2; i3 2
S

[ i
� 2 I.mk; xk/.i

�/ and i1 …
S

[ i
� 2 I.mk; xk/.i

�/. By the
symmetry of i1 and i3, it follows from the proof of Case B that Q � 0.

Case F i2 2
S

i�2I.mk ;xk/ N1.i
�/ and i1; i3 …

S

i�2I.mk ;xk/ N1.i
�/. We have

Q D maxfmk.i1/;mk.i3/g � ..1 � ˛/mk.i2/C ˛xk/

D max f.1 � ˛/.mk.i1/ �mk.i2//C ˛.ak.i1/� xk/;

.1 � ˛/.mk.i3/ �mk.i2//C ˛.ak.i3/� xk/g :

F1: If mk.i1/ � mk.i2/ and mk.i3/ � mk.i2/, then, from the quasiconvexity of
mk , it follows that mk.i2 � 1/ � mk.i1/ and mk.i2 C 1/ � mk.i3/. Now, sup-
pose mk.i1/ < xk and mk.i3/ < xk . Then i2 2

S

i�2I.mk ;xk/ N1.i
�/ implies

i1; i3 2 I.mk; xk/. This contradicts the condition of Case F. Therefore, we have
mk.i1/ � xk or mk.i3/ � xk . Hence, Q � 0 holds in Case F1.

F2: If mk.i1/ � mk.i2/ > mk.i3/, then, by using the quasiconvexity of mk , we
havemk.i1/ � mk.i2 � 1/ � mk.i2/ � mk.i2C 1/. Now, supposemk.i1/ < xk .
Then, by i2 2

S

i�2I.mk ;xk/ N1.i
�/, we have i1 2 I.mk; xk/, which contradicts

the condition of Case F. Therefore, mk.i1/ � xk . It follows that the left term of
max of Q is nonnegative and Q � 0 holds in Case F2.

F3: If mk.i3/ � mk.i2/ > mk.i1/, then, by the proof of Case F2 and symmetry of
i1 and i3, the left term of max of Q is nonnegative and Q � 0 holds in Case F3.

Case G i3 2
S

i�2I.mk ;xk/ N1.i
�/ and i1; i2 …

S

i�2I.mk ;xk/ N1.i
�/. By the sym-

metry of i1 and i3, it follows from the proof of Case D that Q � 0.
Thus, mkC1 is quasiconvex. Similarly, (ii) is also proved. ut

Note according to Theorem 5.1, quasiconvex states or quasiconcave states of
a model function appear in the previous stage of the monotonic states.

Theorem 5.2. Take the learning process Lm. For model functions m1; m2; m3; : : :,

the following statements hold:

1. If mk is strictly increasing on I , then mkC1 is strictly increasing on I .

2. If mk is strictly decreasing on I , then mkC1 is strictly decreasing on I .

5.4 Numerical Example

We give a simple numerical example of the case of the one-dimensional array of
nodes and R-valued nodes.

Example 5.1. Consider the following six nodes model with I D f1; 2; 3; 4; 5; 6g.
The initial model function is m0 D Œ2; 4; 2; 2; 5; 0�. Now, assume that we observe
sequentially x0 D 5, x1 D 4, x2 D 2, x3 D 1, x4 D 2, x5 D 4, x6 D 0, x7 D 2,
x8 D 1, x9 D 1, x10 D 1, x11 D 4, x12 D 3, x13 D 3, x14 D 1, x15 D 1, : : :
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as inputs. Consider learning process LA. Repeating updates, we sequentially obtain
the following model functions:

m0 D Œ2, 4, 2, 2, 5, 0�
m1 D Œ2, 4, 2, 3.5, 5, 2.5�
m2 D Œ3, 4, 3, 3.5, 5, 2.5�
m3 D Œ3, 4, 3, 3.5, 3.5, 2.25�
m4 D Œ3, 4, 3, 3.5, 2.25, 1.625�
m5 D Œ3, 4, 3, 2.75, 2.125, 1.8125�
m6 D Œ3.5, 4, 3.5, 2.75, 2.125, 1.8125�
m7 D Œ3.5, 4, 3.5, 2.75, 1.0625, 0.90625�
m8 D Œ3.5, 4, 2.75, 2.375, 1.53125, 0.90625�
m9 D Œ3.5, 4, 2.75, 2.375, 1.26563, 0.953125�
m10 D Œ3.5, 4, 2.75, 2.375, 1.13281, 0.976563�
m11 D Œ3.5, 4, 2.75, 2.375, 1.06641, 0.988281�
m12 D Œ3.75, 4, 3.375, 2.375, 1.06641, 0.988281�
m13 D Œ3.75, 3.5, 3.1875, 2.6875, 1.06641, 0.988281�
m14 D Œ3.75, 3.25, 3.09375, 2.84375, 1.06641, 0.988281�
m15 D Œ3.75, 3.25, 3.09375, 2.84375, 1.0332, 0.994141�
� � � :

We notice that the model function mk is quasiconcave on I for k � 5 and de-
creasing on I for k � 13.

We give the numerical example for the more nodes case.

Example 5.2. There are 100 nodes in the system, that is, I D f1; 2; 3; : : : ; 100g.
Suppose that initial values of nodes are given by the following initial model func-
tion.

m0D Œ5; 1; 6; 6; 3; 1; 0; 3; 0; 7; 9; 2; 2; 10; 5; 7; 9; 5; 6; 1; 7; 6; 8; 5; 9; 3; 9; 1; 9; 2; 4; 9;

9; 10; 3; 9; 1; 9; 8; 10; 0; 7; 2; 1; 3; 0; 9; 6; 4; 10; 4; 1; 8; 0; 0; 9; 6; 8; 0; 10; 3; 6;

4; 8; 0; 10; 3; 9; 9; 0; 4; 10; 6; 9; 1; 7; 8; 5; 9; 5; 1; 9; 6; 3; 7; 5; 2; 2; 3; 5; 0; 7; 0;

2; 2; 4; 3; 1; 10; 3�:

100 000 inputs are generated by random variable with uniform distribution over
interval Œ0; 10�. The sequence of inputs is the following.

x D 6:17655; 5:74143; 3:09101; 8:82768; 0:419905; 5:44219; 2:87489; 9:34485;

2:83286; 8:54906; 4:73626; 0:181078; 2:97653; 4:9316; 5:73355; 2:63117;

4:64547; 5:61251; 5:69556; 0:192715; 5:92268; 5:77079; 5:84419; 0:160254;

: : : :

Assume the learning process LA with learning-rate factor ˛ D 1
2 .
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Then, after 2000 renewals, the model function is the following. We observe that
the values of nodes become a little smooth.

m2000 D

Œ4:39191; 4:43309; 4:44767; 5:69379; 6:90303; 7:12243; 7:63443; 7:74315;

7:78238; 7:84754; 8:70004; 9:15484; 9:1742; 9:58232; 9:73811; 9:74484;

9:1116; 8:77991; 8:68443; 8:29606; 8:25261; 7:8229; 6:75517; 6:72703;

6:77499; 6:829; 6:96068; 7:20724; 7:31213; 7:44808; 7:47451; 7:55659;

6:75899; 6:37561; 6:33933; 6:21124; 5:4436; 5:41351; 5:0501; 4:72463;

4:71753; 4:63983; 4:01396; 3:93112; 3:91836; 3:86842; 3:85154; 4:72429;

4:94823; 4:91625; 3:77401; 3:06773; 2:96493; 2:84378; 2:41838; 1:47959;

1:5463; 1:5893; 1:59581; 1:95646; 2:05274; 2:18739; 2:34186; 2:3952;

2:53792; 2:65806; 3:38887; 5:52287; 5:52756; 6:2061; 6:25335; 6:17359;

6:0252; 5:86021; 5:23624; 5:13327; 4:05768; 3:50199; 3:48541; 3:4497;

3:59418; 3:68822; 3:69598; 3:72741; 2:15921; 1:57556; 1:22533; 1:07455;

0:716105; 0:539657; 0:317723; 0:482298; 0:712784; 0:74381; 0:994052;

1:05325; 1:28815; 1:63699; 1:83334; 1:98754�:

After 20 000 renewals, the model function is the following. It is more smooth and
more monotonic, however, not exactly monotonic.

m20 000 D

Œ8:11775; 8:16118; 8:18684; 8:22328; 8:43226; 8:49329; 8:69656;

9:01596; 9:26446; 9:50196; 9:59347; 9:74019; 9:81579; 9:89013;

9:45529; 9:3072; 9:28937; 9:095; 8:66878; 8:58777; 8:47044; 7:90849;

7:73593; 7:7157; 7:62052; 7:34094; 7:27112; 7:18642; 7:1584; 6:97865;

6:77412; 6:67021; 6:57016; 6:54738; 6:23037; 6:15797; 6:10431; 5:96406;

5:78678; 5:76907; 5:59959; 5:44722; 5:39526; 5:28729; 5:1264; 5:0137;

4:83816; 4:76619; 4:71392; 4:60424; 4:58023; 4:37331; 4:29064; 4:21043;

4:1229; 4:00474; 3:91723; 3:89741; 3:77574; 3:75713; 3:39992; 3:25678;

3:28632; 3:3876; 3:44338; 3:46383; 3:50154; 3:61255; 3:29348; 3:1122;

3:0908; 3:03899; 2:9463; 2:85865; 2:79937; 2:64571; 2:5486; 2:44539;

2:40141; 2:29236; 2:1278; 1:97047; 1:82176; 1:78269; 1:73525; 1:62233;

1:55548; 1:39198; 1:23384; 1:10855; 1:08451; 1:03314; 0:853397;

0:816412; 0:723927; 0:60732; 0:472897; 0:271546; 0:182418; 0:149336�:
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After 40 000 renewals, the model function is the following. It is completely
monotonic.

m40 000 D

Œ9:97285; 9:86483; 9:79325; 9:77096; 9:65799; 9:51986; 9:43672; 9:42295;

9:33566; 9:1873; 9:14053; 9:02399; 8:99165; 8:93791; 8:77375; 8:6733;

8:56; 8:54632; 8:48743; 8:21424; 8:19628; 8:01563; 7:89914; 7:88513;

7:77079; 7:71722; 7:68404; 7:51271; 7:27206; 7:14383; 6:99086; 6:91394;

6:8272; 6:6745; 6:56568; 6:42838; 6:23068; 6:15585; 6:132; 6:082;

5:96179; 5:90954; 5:84668; 5:76472; 5:76023; 5:58424; 5:42572; 5:41527;

5:37392; 5:25088; 4:96241; 4:82772; 4:77318; 4:64659; 4:46483; 4:3582;

4:21838; 3:94902; 3:90375; 3:83041; 3:77986; 3:74044; 3:64656; 3:4752;

3:37017; 3:32334; 3:21827; 2:99897; 2:97323; 2:73626; 2:6555; 2:64423;

2:46857; 2:38732; 2:27121; 2:25192; 2:18371; 2:08563; 2:06315; 1:93825;

1:8184; 1:76525; 1:64021; 1:60615; 1:58154; 1:32032; 1:30627; 1:29105;

1:09399; 0:959558; 0:842863; 0:694888; 0:681571; 0:642036; 0:444499;

0:412211; 0:3483; 0:275458; 0:0813817; 0:0201232�:
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Figure 5.3 Updated model functions (k D 0; 2000; 20 000; 40 000)
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It can be observed from Figure 5.3 that if k is greater than approximately 20 000
(20 295), then the model functionmk is quasiconcave on I ; moreover, if k is greater
than approximately 38 000 (38 276), then the model functionmk is decreasing on I .

5.5 Conclusion

In this chapter, we have discussed the monotonicity of model functions in fundamen-
tal self-organization maps with a one-dimensional array of nodes and real-valued
nodes. We suggested quasiconvexity and quasiconcavity for model functions. More-
over, we have shown that the renewed model function of a quasiconvex (quasicon-
cave) model function is also quasiconvex (quasiconcave), and quasiconvex states or
quasiconcave states of a model function appear in the previous stage of the mono-
tonic states. Further research efforts will be devoted to extend the model to higher-
dimensional cases, which have more practical applications. Finally, we hope these
results will be useful for many problems.
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Chapter 6

Privacy-preserving Data Mining

Privacy-preserving data mining (PPDM) is one of the newest trends in privacy and
security research. It is driven by one of the major policy issues of the information
era: the right to privacy.

Data mining is the process of automatically discovering high-level data and
trends in large amounts of data that would otherwise remain hidden. The data-
mining process assumes that all the data is easily accessible at a central location
or through centralized access mechanisms such as federated databases and virtual
warehouses. However, sometimes the data are distributed among various parties.
Privacy in terms of legal and commercial concerns may prevent the parties from
directly sharing some sensitive data. Sensitive data usually includes information
regarding individuals’ physical or mental health, financial privacy, etc. Privacy ad-
vocates and data mining are frequently at odds with each other, and bringing the
data together in one place for analysis is not possible due to the privacy laws or
policies. How parties collaboratively conduct data mining without breaching data
privacy presents a major challenge. The problem is not data mining itself, but the
way data mining is done. In this chapter, some techniques for PPDM are intro-
duced.

This chapter is organized as follows. Section 6.1 introduces the issues about pri-
vacy and data mining. Section 6.2 discusses the relationship between security, pri-
vacy and data mining. Section 6.3 introduces the foundation for PPDM. Section 6.4
discusses the collusion behaviors in PPDM. Concluding remarks are given in the
Section 6.5.

6.1 Introduction

Today, with the development of e-commerce and e-government and more and more
personal data exchanged online, data privacy has become one of the most important
issues in the information era. Protection of privacy from unauthorized access is one
of the primary concerns in data use, from national security to business transactions.

Y. Yin et al., Data Mining. © Springer 2011 101
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Data mining and knowledge discovery in databases are important areas that inves-
tigate the automatic extraction of previously unknown patterns from large amounts
of data. The power of data-mining tools to extract hidden information from large
collections of data leads to an increase in data collection efforts by companies and
government agencies. Naturally, this raises privacy concerns about collected data.
Due to the increasing ability to trace, collect and analyze large amounts of personal
or sensitive data, privacy has become an important issue in various domains. This is
a challenge to the security and privacy community. In response to that, data-mining
researchers started to address privacy concerns by developing special data-mining
techniques under the framework of “privacy-preserving data mining.” The aim of
privacy-preserving data mining (PPDM) is to develop data-mining techniques that
could be applied on databases without violating the privacy of individuals. In recent
years, PPDM has become an important research issue.

Example 6.1. Consider the following problems: When researchers try to predicate
diseases in a certain area, do they release or infer individual medical records? When
the Department of Homeland Security tries to track down terrorists, they may need
to access the travel or financial information of an individual. It is very difficult to
define the line of privacy. There are two different kinds of privacy violations in
data mining, one is the data access phase; another is in the release of data-mining
results. What is the sensitive data and what should not be accessed? Privacy does
not necessarily mean individuals, but can mean a group of individuals. What is the
sensitive information in the data-mining results? Some sensitive relations cannot be
revealed. What can be inferred from different sets of data-mining results? Privacy
issues are indeed very complicated (Liu 2008).

On one side, the huge amount of data collection is available almost everywhere,
and on the other side the data-mining tools are very powerful. People would worry
about the risk of privacy violations.

Example 6.2. Imagine the following scenario. A law enforcement agency wants to
cluster individuals based on their financial transactions, and study the differences
between the clusters and known money laundering operations. Knowing the dif-
ferences and similarities between normal individuals and known money launderers
would enable a better direction of investigations. Currently, an individual’s financial
transactions may be divided between banks, credit card companies, tax collection
agencies, etc. Each of these has effective controls governing the release of the in-
formation. These controls are not perfect, but violating them reveals only a subset
of an individual’s financial records. The law enforcement agency could promise to
provide effective controls, but now overcoming those gives access to an individual’s
entire financial history. This raises justifiable concerns among privacy advocates.

Can we solve the above challenging problems? Can privacy and data mining co-
exist? These problems are not the data-mining results, but how they are obtained. If
the results could be obtained without sharing information between the data sources,
and the results were truly a summary and could not be used to deduce private in-
formation, there would be no loss of privacy through data mining. Can we perform
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data mining even without access to the original data? There are some questions we
must ask. What data is used for data mining? And what is in the data-mining result?
The data-mining tool itself does not need to invade people’s privacy. Can we still do
data mining while protecting privacy? PPDM is the right answer to this. The goal of
this chapter is to introduce PPDM (Vaidya 2004).

PPDM typically concerns itself with one of two problems. The first is preparing
the data for release. That is, the privacy data will be released to the data miner, but
the data must first be altered in such a way so as to prevent any privacy breaches. The
second angle of attack for PPDM research is to modify the data-mining algorithm
itself to allow it to be run in a distributed way, such that no private information is
released to the other participating parties (Shaneck 2007).

The research of PPDM is aimed at bridging the gap between collaborative data
mining and data confidentiality (Guo 2007). It involves many areas such as statistics,
computer sciences, and social sciences. It is of fundamental importance to homeland
security, modern science, and to our society in general.

Table 6.1 provides an example of n customers’ original personal information,
which includes various attributes (Guo 2007). Disclosures that can occur as a result
of inferences by snoopers include two classes: identity disclosure and value disclo-
sure. Identity disclosure relates to the disclosure of identities of individuals in the
database while value disclosure relates to the disclosure of the value of a certain con-
fidential attribute of those individuals. There is no doubt that identity attributes, such
as SSN and Name, should be masked to protect privacy before the data is released.
However, some categorical attributes, such as Zip, Race, and Gender, can also be
used to identify individuals by linking them to some public available data set. Those
attributes hence are called quasi-identifiers. There has been much research on how
to prevent identity disclosure, such as the well-known statistical disclosure control
(SDC) method, k-anonymity. To prevent value disclosures, various randomization-
based approaches have been investigated.

The privacy issues in data mining started to be investigated in the late 1990s.
Over the past several years, a growing number of successful techniques were pro-
posed in the literature to obtain valid data-mining results while preserving privacy
at different levels. This chapter reviews the existing PPDM techniques and outlines
the important research issues addressed in this book.

Table 6.1 Personal information of ncustomers

ID SSN Name Zip Race . . . Age Gender Balance
($1000)

Income
($1000)

. . . Interest
paid
($1000)

1 *** *** 28223 Asian . . . 20 M 10 85 . . . 2
2 *** *** 28223 Asian . . . 30 F 15 70 . . . 18
3 *** *** 28262 Black . . . 20 M 50 120 . . . 35
4 *** *** 28261 White . . . 26 M 45 23 . . . 134
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
N *** *** 28223 Asian . . . 20 M 80 110 15
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6.2 Security, Privacy and Data Mining

This section provides the background materials required to give an appropriate per-
spective for the work done in this chapter.

6.2.1 Security

Security is a very common concept. In Wikipedia Encyclopedia, information se-
curity means protecting information and information systems from unauthorized
access, use, disclosure, disruption, modification or destruction. The goal of infor-
mation security is to protect the confidentiality, integrity and availability of infor-
mation.

• Confidentiality

Confidentiality is preventing disclosure of information to unauthorized individu-
als or systems. For example, a credit card transaction on the Internet requires the
credit card number to be transmitted from the buyer to the merchant and from
the merchant to a transaction processing network. The system attempts to en-
force confidentiality by encrypting the card number during transmission, by lim-
iting the places where it might appear (in databases, log files, backups, printed
receipts, and so on), and by restricting access to the places where it is stored. If
an unauthorized party obtains the card number in any way, a breach of confiden-
tiality has occurred.
Confidentiality is necessary (but not sufficient) for maintaining the privacy of the
people whose personal information a system holds.

• Integrity

In information security, integrity means that data cannot be modified without
authorization. This is not the same thing as referential integrity in databases. In-
tegrity is violated when an employee accidentally or with malicious intent deletes
important data files, when a computer virus infects a computer, when an em-
ployee is able to modify his own salary in a payroll database, when an unautho-
rized user vandalizes a website, when someone is able to cast a very large number
of votes in an online poll, and so on.
There are also many ways in which integrity could be violated without malicious
intent. In the simplest case, a user on a system could mistype someone’s address.
On a larger scale, if an automated process is not written and tested correctly, bulk
updates to a database could alter data in an incorrect way, leaving the integrity of
the data compromised. Information security professionals are tasked with finding
ways to implement controls that prevent errors of integrity.

• Availability

For any information system to serve its purpose, the information must be avail-
able when it is needed. This means that the computing systems used to store and
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process the information, the security controls used to protect it, and the communi-
cation channels used to access it must be functioning correctly. High availability
systems aim to remain available at all times, preventing service disruptions due
to power outages, hardware failures, and system upgrades. Ensuring availability
also involves preventing denial-of-service attacks.

Today, governments, military, corporations, financial institutions, hospitals, and
private businesses amass a great deal of confidential information about their employ-
ees, customers, products, research, and financial status. Most of this information is
now collected, processed and stored electronically on computers and transmitted
across networks to other computers. Should confidential information about a busi-
ness’ customers or finances or new product line fall into the hands of a competitor,
such a breach of security could lead to lost business, law suits or even bankruptcy
of the business. Protecting confidential information is a business requirement, and
in many cases also an ethical and legal requirement.

For the individual, information security has a significant effect on privacy, which
is viewed very differently in different cultures. The field of information security has
grown and evolved significantly in recent years. As a career choice there are many
ways of gaining entry into the field. It offers many areas for specialization including:
securing network(s) and allied infrastructure, securing applications and databases,
security testing, information systems auditing, business continuity planning and dig-
ital forensics science, to name a few.

6.2.2 Privacy

Security and privacy are related but different. Usually, achieving privacy depends
on security. Preserving privacy when data are shared for mining is a challenging
problem. The traditional methods in database security, such as access control and
authentication have been adopted to successfully manage access to data but present
some limitations in the context of data mining. While access control and authen-
tication protections can safeguard against direct disclosures, they do not address
disclosures based on inference detection, which is beyond the reach of the existing
methods. Therefore, we need to study new methods to solve the issues of privacy in
data mining (Oliveira 2005).

In the paper by Zhan (2008), the author categorizes the protection into two layers.
One is protection against the collaborative parties, the other is protection against
network attackers. Without loss of generality, let us call attacks from collaborative
parties inside attacks. These parties are called inside attackers; let us call attacks
outside the collaborative parties outside attacks, and the attackers who conduct the
attacks are called outside attackers.

To protect against outside attackers, we need to rely on secure channels. Pre-
vention of inside attacks is different from prevention of outside attacks in that the
inside attackers usually have more knowledge about private data than outside at-
tackers. Furthermore, the goal of collaborative data mining is to obtain a valid
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data-mining result. However, the result itself may disclose the private data to in-
side attackers. Therefore, we cannot hope to achieve the same level of protection
in privacy-preserving collaborative data mining as we do in general secure commu-
nications which protect against outside attacks. However, we would like to prevent
the private data from being disclosed during the mining stage. In order to state more
precisely how we understand privacy in the data-mining context, Zhan proposes the
following definition (2008):

Definition 6.1. A privacy-oriented scheme S preserves data privacy if for any pri-
vate data T , the following is held:

j Pr.T jPPDMS/� Pr.T /j � " :

• PPDMS. Privacy-preserving data-mining scheme.

• ". A probability parameter.

• Pr.T jPPDMS/. The probability that the privacy data T is disclosed after PPDMS

has been applied.

• Pr.T /: The probability that the private data T is disclosed without any PPDMS

being applied.

• Pr.T jPPDMS/� Pr.T /. The probability that private data T is disclosed with and
without PPDMS being applied.

We call 1 � " the privacy level that the privacy-oriented scheme S can achieve. The
goal is to make " as small as possible.

Besides the above definition, several definitions of privacy have been given, and
they vary according to context, culture, and environment. Understanding privacy in
data mining requires understanding how privacy can be violated and the possible
means for preventing privacy violation.

In general, privacy preservation occurs in two major dimensions: users’ personal
information and information concerning their collective activity. We refer to the
former as individual privacy preservation and the latter as collective privacy preser-
vation (Oliveira 2005).

• Individual privacy preservation. The primary goal of data privacy is the protec-
tion of personally identifiable information. In general, information is considered
personally identifiable if it can be linked, directly or indirectly, to an individual
person. Thus, when personal data are subjected to mining, the attribute values
associated with individuals are private and must be protected from disclosure.
Miners are then able to learn from global models rather than from the character-
istics of a particular individual.

• Collective privacy preservation. Protecting personal data may not be enough.
Sometimes, we may need to protect against learning sensitive knowledge rep-
resenting the activities of a group. We refer to the protection of sensitive knowl-
edge as collective privacy preservation. The goal here is quite similar to that for
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statistical databases, in which security control mechanisms provide aggregate in-
formation about groups and, at the same time, should prevent disclosure of con-
fidential information about individuals. However, unlike as is the case for statis-
tical databases, another objective of collective privacy preservation is to preserve
strategic patterns that are paramount for strategic decisions, rather than minimiz-
ing the distortion of all statistics. In other words, the goal here is not only to
protect personally identifiable information but also some patterns and trends that
are not supposed to be discovered.

In the case of collective privacy preservation, organizations have to cope with some
interesting conflicts. For instance, when personal information undergoes analysis,
processes that produce new facts about users’ shopping patterns, hobbies, or prefer-
ences, these facts could be used in recommender systems to predict or affect their
future shopping patterns. In general, this scenario is beneficial to both users and
organizations. However, when organizations share data in a collaborative project,
the goal is not only to protect personally identifiable information but also to pro-
tect some strategic patterns. In the business world, such patterns are described as
the knowledge that can provide the knowledge discovered from confidential infor-
mation (e.g., medical, financial, and crime information). The absence of privacy
safeguards can equally compromise individuals’ privacy. While violation of indi-
vidual privacy is clear, violation of collective privacy can lead to violation of an
individual’s privacy.

6.2.3 Data Mining

The main purpose of the data mining is to take the large amounts of information,
which would be impossible to analyze on an individual record by record basis, and
extract some interesting trends or statistics. A simple approach to data mining over
multiple sources that will not share data is to run existing data-mining tools at each
site independently and combine the results. However, this will often fail to give
globally valid results. Issues that cause a disparity between local and global results
include the following (Vaidya 2004):

• Values for a single entity may be split across sources. Data mining at individual
sites will be unable to detect cross-site correlations.

• The name item may be duplicated at different sites, and will be over-weighted in
the results.

• Data at a single site is likely to be from a homogeneous population. Important ge-
ographic or demographic distinctions between that population and others cannot
be seen on a single site.

With distributed data, the way the data is distributed also plays an important role
in defining the problem. Data could be partitioned into many parts either vertically
or horizontally. The different partitioning poses different problems and can lead to
different algorithms for PPDM.
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6.2.3.1 Vertical Partitioning

Vertical partitioning of data implies that though different sites gather information
about the same set of entities, they collect different feature sets. For example, finan-
cial transaction information is collected by banks, while the IRS (Internal Revenue
Service) collects tax information for everyone. An illustrative example of vertical
partitioning and the kind of useful knowledge we can hope to extract is given in
Figure 6.1 (Vaidya 2004). The figure describes two databases, one contains medical
records of people while another contains cell phone information for the same set of
people. Mining the joint global database might reveal information like “cell phones
with lithium batteries lead to brain tumors in diabetics.”

The model assumed is as follows: there are k parties, P0, . . . , Pk�1. There are
a total of n transactions for which information is collected. Party Pi collects in-
formation about mi attributes, such that m D

Pk�1
iD0 mi is the total number of at-

tributes.

Figure 6.1 Vertically partitioned database

6.2.3.2 Horizontal Partitioning

In horizontal partitioning, different sites collect the same set of information, but
about different entities. An example would be grocery shopping data collected by
different supermarkets. Figure 6.2 illustrates horizontal partitioning and shows the
credit card databases of two different credit unions (Vaidya 2004). Taken together,
one may find that fraudulent customers often have similar transaction histories, etc.

The model assumed is as follows: there are k parties, P0, . . . , Pk�1. There are
a total of N transactions for which information is collected. Party Pi collects in-
formation about ni transactions, such that N D

Pk�1
iD0 ni is the total number of

transactions.
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Figure 6.2 Horizontal parti-
tioned database

6.3 Foundation of PPDM

PPDM has been studied extensively during the past several years. Various PPDM
techniques have been developed to address different privacy issues. Several tech-
niques ranging from perturbation to secure multiparty computation (SMC) have
been explored. In this section, we will introduce the foundation and the main tech-
niques of PPDM.

6.3.1 The Characters of PPDM

Before we describe the general parameters for characterizing scenarios in PPDM,
let us consider two real-life motivation examples that pose different constraints
(Oliveira 2005):

Example 6.3. A hospital shares some data for research purposes. The hospital’s se-
curity administrator may suppress some identifier (e.g., name, address, phone num-
ber, etc.) from patient records to meet privacy requirements. However, the released
data may not be fully protected. A patient record may contain other information
that can be linked with other datasets to re-identify individuals or entities (Sama-
rati 2001). How can we identify groups of patients with a similar disease without
revealing the values of the attributes associated with them?

Example 6.4. Two or more companies have a very large dataset of records on their
customers’ buying activities. These companies decide to cooperatively conduct as-
sociation rule mining on their datasets for their mutual benefit since this collabo-
ration brings them an advantage over other competitors. However, some of these
companies may not want to share some strategic patterns hidden within their own
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data (also called sensitive association rules) with the other parties. They would like
to transform their data in such a way that these sensitive association rules cannot
be discovered but others can be. Is it possible for these companies to benefit from
such collaboration by sharing their data while preserving some sensitive association
rules?

Note that the above examples describe different privacy preservation problems.
Each example poses a set of challenges. For instance, Example 6.3 is a typical ex-
ample of an individual’s privacy preservation, while Example 6.4 refers to collective
privacy preservation.

In Clifton et al. (2002), some parameters are suggested as follows:

1. Outcome. Refers to the desired data-mining results. For instance, someone may
look for association rules identifying relationships among attributes, or relation-
ships among customers’ buying behaviors as in Example 6.4, or may even want
to cluster data as in Example 6.3.

2. Data distribution. How are the data available for mining: are they centralized or
distributed across many sites? In the case of data distributed throughout many
sites, are the entities described with scheme in all sites (horizontal partitions), or
do different sites contain different attributes for one entity (vertical partitions)?

3. Privacy preservation. What are the privacy preservation requirements? If the
concern is solely that values associated with an individual entity not be released
(e.g., personal information), techniques must focus on protecting such informa-
tion. In other cases, the notion of what constitutes “sensitive knowledge” may
not be known in advance. This would lead to human evaluation of the interme-
diate results before making the data available for mining.

6.3.2 Classification of PPDM Techniques

We classify representative PPDM techniques into several categories. Various ap-
proaches are based on different assumptions or domain knowledge. They are cate-
gorized in Liu (2007), and shown in Figure 6.3 (Liu 2008).

Previous work in data hiding is based on two approaches: data perturbation and
secure multiparty computation (SMC). In data perturbation approaches, the aim is to
preserve privacy by perturbing the data values. The main premise of this approach is
that the perturbed data by adding noise does not reveal private information, and thus
is “safe” to use for data mining. Based on the different noise addition techniques,
this technique can be categorized as additive perturbation method, multiplicative
perturbation, data microaggregation, data anonymization, data swapping and other
randomization techniques.

The other approach uses cryptographic tools to build data-mining models. This
approach treats PPDM as a special case of SMC and not only aims for preserving
individual privacy but also tries to preserve leakage of any information other than
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Figure 6.3 A brief overview of PPDM techniques

the final result. Unfortunately, in this approach, the communication and computation
cost grows significantly as the number of parties increases.

Rule hiding is to transform the database so that only the sensitive rules are dis-
guised, but other useful information can still be revealed.

6.3.2.1 Data Perturbation Technique

The basic ideal of data perturbation is to alter the data so that real individual data
values cannot be recovered, while preserving the utility of the data for statistical
summaries.

A primary perturbation technique used is data swapping: exchanging data values
between records in ways that preserve certain statistics, but destroy real value. An
alternative is randomization: adding noise to data to prevent discovery of the real
values. Since the data no longer reflects real-world values, it cannot be used to vi-
olate individual privacy. The challenge is obtaining valid data-mining results from
the perturbed data.

In 2000, Agrawal and Srikant firstly presented a solution to this problem (2000).
Given the distribution of noise added to the data and the randomized data set, they
were able to reconstruct the distribution of the data set.

6.3.2.2 Secure Multiparty Computation-based Solutions

In the context of PPDM over distributed data, cryptography-based techniques have
been developed to solve problems of the following nature: two or more parties want
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to conduct a computation based on their private inputs. The issue here is how to
conduct such a computation so that no party knows anything except its own input
and the results. This problem is referred to as the SMC problem.

Consider a set of parties who do not trust each other, or the channels by which
they communicate. Still, the parties wish to correctly compute some common func-
tion of their local inputs, while keeping their local data as private as possible. This,
in a nutshell, is the problem of SMC. It is clear that the problem we wish to solve,
PPDM, is a special case of the SMC problem (Vaidya 2004).

Generally speaking, SMC is the branch of cryptography that deals with the real-
ization of distributed tasks in a secure manner; in this case, the definition of security
can have different flavors, such as preserving the privacy of the data or protecting
the computation against malicious attacks. Typically, SMC consists of computing
some functionf .x;y/, where x is in the hands of one participant and input y is in
the hands of the other. For the computation to be secure, no more information is
revealed to a participant than can be inferred from that participant’s input and the
output of the function itself (Lindell and Pinkas 2009).

Lindell and Pinkas first introduce a SMC technique for classification using the
ID3 algorithm over horizontally partitioned data (Lindell and Pinkas 2000). From
there, many researchers propose a cryptographic protocol for making the ID3 al-
gorithm privacy preserving over vertically partitioned data and a secure way for
clustering using the EM algorithm over horizontally partitioned data and so on.

There are four models of computation in SMC:

1. Trust third party model
The goal standard for security is the assumption that we have a trusted third
party to whom we can give all data. The third party performs the computation
and delivers only the results – except for the third party, it is clear that no one
learns anything that is not inferable from its own input and the results. The goal
of secure protocols is to reach this same level of privacy preservation without
the problem of finding a third party that everyone trusts.

2. Semihonest model
In the semihonest model, every party follows the rules of the protocol using
its correct input, but after the protocol is free to use whatever it sees during
execution of the protocol to compromise security.

3. Malicious model
In the malicious model, no restrictions are placed on any of the participants.
Thus any party is completely free to indulge in whatever actions it pleases. In
general, it is quite difficult to develop efficient protocols that are still valid under
the malicious model. However, the semihonest model does not provide sufficient
protection for many applications.

4. Other models: incentive compatibility
While the semihonest and malicious models have been well researched in the
cryptographic community, other models outside the purview of cryptography
are possible. One example is the interesting economic notion of incentive com-
patibility. A protocol is incentive compatible if it can be shown that a cheating
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party is either caught or else suffers an economic loss. Under the rational model
of economics, this would serve to ensure that parties do not have any advantage
by cheating. Of course, in an irrational model, this would not work.

There are two distinct problems that arise in the setting of PPDM. The first is
to decide which functions can be safely computed, where safety means that the
privacy of individuals is preserved. For example, is it safe to compute a decision
tree on confidential medical data in a hospital, and publicize the resulting tree? For
the most part, we will assume that the result of the data-mining algorithm is either
safe or deemed essential. Thus, the question becomes how to compute the results
while minimizing the damage to privacy. For example, it is always possible to pool
all of the data in one place and run the data-mining algorithm on the pooled data.
However, this is exactly what we do not want to do (hospitals are not allowed to
hand their raw data out, security agencies cannot afford the risk, and governments
risk citizen outcry if they do). Thus, the question we address is how to compute
the results without pooling the data, and in a way that reveals nothing but the final
results of the data-mining computation (Lindell and Pinkas 2009).

This question of PPDM is actually a special case of a long-studied problem in
cryptography called SMC. This problem deals with a setting where a set of parties
with private inputs wish to jointly compute some function of their inputs. Loosely
speaking, this joint computation should have the property that the parties learn the
correct output and nothing else, even if some of the parties maliciously collude to
obtain more information. Clearly, a protocol that provides this guarantee can be used
to solve PPDM problems of the type discussed above.

• Security in multiparty computation. As we have mentioned above, the model that
we consider is one where an adversarial entity controls some subset of the par-
ties and wishes to attack the protocol execution. The parties under the control of
the adversary are called corrupted, and follow the adversary’s instructions. Se-
cure protocols should withstand any adversarial attack (where the exact power
of the adversary will be discussed later). In order to formally claim and prove
that a protocol is secure, a precise definition of security for multiparty computa-
tion is required. A number of different definitions have been proposed and these
definitions aim to ensure a number of important security properties that are gen-
eral enough to capture most (if not all) multiparty computation tasks. We now
describe the most central of these properties.

• Privacy. No party should learn anything more than its prescribed output. In par-
ticular, the only information that should be learned about other parties’ inputs is
what can be derived from the output itself. For example, in an auction where the
only bid revealed is that of the highest bidder, it is clearly possible to derive that
all other bids were lower than the winning bid. However, this should be the only
information revealed about the losing bids.

• Correctness. Each party is guaranteed that the output it receives is correct. To
continue with the example of an auction, this implies that the party with the
highest bid is guaranteed to win, and no party including the auctioneer can alter
this.
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• Independence of inputs. Corrupted parties must choose their inputs indepen-
dently of the honest parties’ inputs. This property is crucial in a sealed auction,
where bids are kept secret and parties must fix their bids independently of others.
We note that independence of inputs is not implied by privacy. For example, it
may be possible to generate a higher bid, without knowing the value of the orig-
inal one. Such an attack can actually be carried out on some encryption schemes
(i:e., given an encryption of $100, it is possible to generate a valid encryption of
$101, without knowing the original encrypted value).

• Guaranteed output delivery. Corrupted parties should not be able to prevent hon-
est parties from receiving their output. In other words, the adversary should not
be able to disrupt the computation by carrying out a “denial of service” attack.

• Fairness. Corrupted parties should receive their outputs if and only if the honest
parties also receive their outputs. The scenario where a corrupted party obtains
output and an honest party does not should not be allowed to occur. This property
can be crucial, for example, in the case of contract signing. Specifically, it would
be very problematic if the corrupted party received the signed contract and the
honest party did not.

We stress that the above list does not constitute a definition of security, but rather
a set of requirements that should hold for any secure protocol. Indeed, one possible
approach to defining security is to just generate a list of separate requirements (as
above) and then say that a protocol is secure if all of these requirements are fulfilled.
However, this approach is not satisfactory for the following reasons. First, it may be
possible that an important requirement was missed. This is especially true because
different applications have different requirements, and we would like a definition
that is general enough to capture all applications. Second, the definition should be
simple enough so that it is trivial to see that all possible adversarial attacks are
prevented by the proposed definition.

6.4 The Collusion Behaviors in PPDM

Based on cryptographic techniques and secure multiparty computations (Yao 1982,
1986), privacy-preserving protocols or algorithms have been designed for PPDM.
However, many of these algorithms make strong assumptions about the behavior of
the participating entities, such as, they assume that the parties are semihonest, that
is, they always follow the protocol and never try to collude or sabotage the process.

As mentioned in previous works on privacy-preserving distributed mining (Lin-
dell and Pinkas 2002), the participants are assumed to be semihonest that is rational
for distributed data mining, but these kinds of assumptions fall apart in real life
and the collusion of parties happen easily to gain additional benefits. For example
(Kargupta et al. 2007), the US Department of Homeland Security funded PURSUIT
project involves privacy-preserving distributed data integration and analysis of net-
work traffic data from different organizations. However, network traffic is usually
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privacy sensitive and no organization would be willing to share their network traffic
with a third party. PPDM offers one possible solution, which would allow compar-
ing and matching multiparty network traffic for detecting common attacks, stealth
attacks and computing various statistics for a group of organizations without nec-
essarily sharing the raw data. However, participating organizations in a consortium
like PURSUIT may not all be ideal. Some may decide to behave like a “leach”
exploiting the benefit of the system without contributing much. Some may inten-
tionally try to sabotage the multiparty computation. Some may try to collude with
other parties for exposing the private data of a party.

Applications of game theory in SMC and PPDM are relatively new (Abraham
et al. 2006; Agrawal and Terzi 2006; Jiang and Clifton 2006). Kargupta et al. (2007)
argue that large-scale multiparty PPDM can be thought of as a game where each par-
ticipant tries to maximize its benefit by optimally choosing the strategies during the
entire PPDM process. With a game theoretic framework for analyzing the rational
behavior of each party, authors present detailed equilibrium analysis of the well
known secure sum computation (Clifton et al. 2002) as an example. A new version
of the secure sum is proposed as follows and interested readers can find a detailed
analysis in the work by Kargupta et al. (2007).

Secure sum computation. Suppose there are n individual nodes organized in
a ring topology, each with a value vj, j D 1; 2; � � � ; n. It is known that the sum
v D

Pn
j D1 vj (to be computed) takes an integer value in the range Œ0; N � 1�.

The basic idea of secure sum is as follows. Assuming nodes do not collude,
node 1 generates a random numberR uniformly distributed in the range Œ0; N � 1�,
which is independent of its local value v1. Then node 1 adds R to its local value v1

and transmits .R C v1/ mod N to node 2. In general, for i D 2; � � �; n, node i
performs the following operation: receive a value zi�1 from previous node i � 1,
add it to its own local value vi and compute its modulus N . In other words, zi D

.zi�1 Cvi / mod N D .RC
Pi

j D1 vj / mod N , where zi is the perturbed version of
local value vi to be sent to the next node i C 1. Node n performs the same step and
sends the result zn to node 1. Then node 1, which knows R, can subtract R from zn

to obtain the actual sum. This sum is further broadcasted to all other sites.
Collusion analysis. It can be shown that any zi has a uniform distribution over

the interval Œ0; N � 1� due to the modulus operation. Further, any zi and vi are
statistically independent, and hence, a single malicious node may not be able to
launch a successful privacy-breaching attack. Then how about collusion?

Assume that there are k.k � 2/ nodes acting together secretly to achieve a fraud-
ulent purpose. Let vi be an honest node, who is worried about her privacy. We also
use vi to denote the value in that node. Let vi�1 be the immediate predecessor of
vi and viC1 be the immediate successor of vi . The possible collusions that can arise
are:

• If k D n � 1, then the exact value of vi will be disclosed.
• If k � 2 and the colluding nodes include both vi�1 and viC1, then the exact value

of vi will be disclosed.
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• If n � 1 > k � 2 and the colluding nodes contain neither vi�1 nor viC1, or only
one of them, then vi is disguised by n � k � 1 other nodes’ values.

The first two cases need no explanation. Now let us investigate the third case.
Without loss of generality, we can arrange the nodes in an order such that v1; v2

� � � vn�k�1 are the honest sites, vi is the node whose privacy is at stake and
viC1; � � �; viCk form the colluding group. We have

n�k�1
X

j D1

vj

„ ƒ‚ …

denoted by X

C vi
„ƒ‚…

denoted by Y

D v �

iCk
X

j DiC1

vj

„ ƒ‚ …

denoted by W

where W is a constant and is known to all the colluding nodes. Now, it is clear
that the colluding nodes will know vi is not greater than W , which is some extra
information contributing to the utility of the collusions. To take a further look, the
colluding nodes can compute the a posteriori probability of vi and further use that
to launch a maximum a posteriori probability (MAP) estimate-based attack. It can
be shown that this a posteriori probability is:

fposteriori.vi /D
1

.mC1/.n�k�1/
�

rX

j D0

.�1/j c
.n�k�1/
j � c

.r�j /.mC1/Ct

.n�k�1/C.r�j /.mC1/Ct�1

where

vi � W; r D

�

W � vi

m C 1

�

and t D W � vi �

�

W � vi

m C 1

�

.m C 1/ :

When vi > W , fposteriori.vi / D 0. Due to space constraints, we have not included
the proof of this result here.

Game analysis. In a multiparty PPDM environment, each node has certain re-
sponsibilities in terms of performing their part of the computations, communicating
correct values to other nodes and protecting the privacy of the data. Depending on
the characteristics of these nodes and their objectives, they either perform their du-
ties or not, sometimes, they even collude with others to modify the protocol and
reveal others’ private information. Let Mi denote the overall sequence of computa-
tions node i has performed, which may or may not be the same as what it is sup-
posed to do, defined by the PPDM protocol. Similarly, let Ri be the messages node
i has received, and Si the messages it has sent. Let Gi be a subgroup of the nodes
that would collude with node i . The strategy of each node in the multiparty PPDM
game prescribes the actions for such computations, communications, and collusions
with other nodes, i.e., �i D .Mi ; Ri ; Si ; Gi /. Further let ci;m.Mi / be the utility of
performing Mi , and similarly we can define ci;r.Ri /; ci;s.Si /, ci;g.Gi /. Then the
overall utility of node i will be a linear or nonlinear function of utilities obtained by
the choice of strategies in the respective dimensions of computation, communica-
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tion and collusion. Without loss of generality, we consider a utility function, which
is a weighted linear combination of all of the above dimensions:

ui .f�i ; ��i g/ D !i;mci;m.Mi /C !i;sci;s.Si /C !i;rci;r.Ri /C !i;gci;g.Gi /

where !i;m; !i;s; !i;r ; !i;g represent the weights for the corresponding utility fac-
tors. Note that we omitted other node strategies in the above expression just for
simplicity.

In secure sum computation, the derived a posteriori probability can be used to
quantify the utility of collusion, e.g.,

g.vi / D Posteriori � Prior D fposteriori.vi / �
1

m C 1
:

We see here that this utility depends on W �vi and the size of the colluding group k.
Now we can put together the overall utility function for the game of multiparty
secure sum computation:

ui .f�i ; ��i g/ D !i;mci;m.Mi / C !i;sci;s.Si / C !i;rci;r.Ri / C !i;g

X

j 2P �Gi

g.vj /

where P is the set of all nodes and Gi is the set of nodes colluding with node i .
Now considering a special instance of the overall utility where the node performs

all the communication and computation related activities as required by the protocol.
This results in a function: ui .f�i ; ��i g/ D !i;g

P

j 2P �Gi
g.vj /, where the utilities

due to communication and computation are constant and hence can be neglected for
determining the nature of the function.

From the above analysis we can see, the collusion of parties happen easily to
gain additional benefits in multiparty PPDM, because the strategies of following
protocol are not always optimal. Based on the penalty mechanism without having
to detect collusion, a cheap-talk protocol is proposed to offer a more robust process,
and the optimal strategy is to following the protocol for secure computation with
punishment strategy.

In addition to the work in Kargupta et al. (2007), Jiang and Clifton (2006) pro-
vide an alternative solution to the traditional semihonest adversary model by propos-
ing an accountable computing framework in which malicious nodes can be detected
in polynomial time. Ge and Zhu (2009) propose a collusion-resistant protocol of
distributed association rules mining based on the threshold homomorphic encryp-
tion scheme, which can prevent effectively the collusion behaviors and conduct the
computations across the parties without compromising their data privacy.

In a word, the semihonest assumption sometimes deviates from the real-life ap-
plication of privacy-preserving distributed data mining. Therefore, a new trend for
PPDM is to make the collusion resistant protocols or algorithms work well in real
life.
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6.5 Summary

In this chapter, we introduced issues with PPDM and discussed some problems con-
cerning the privacy of data mining. We know that tools from PPDM and secure
multiparty computation make it possible to process the data without disclosure, but
do not address the privacy implication of the results.

In the general information security model, the threats and security fears come
from the inside attackers and the outside attackers. In data mining, the inside at-
tackers are the collaborative parties and the outside attackers are the other network
attackers. Prevention of inside attackers is different from prevention of outside at-
tackers in that the inside attackers usually have more knowledge about private data
than outside attackers.

In PPDM, there are two methods to protect actual data from being disclosed, i.e.,
data perturbation methods (randomization-based techniques), and the secure com-
putation method (encryption technique). Many papers and published algorithms are
based on those two methods. Data perturbation techniques are used to protect indi-
vidual privacy for classification, by adding random values from a normal distribution
of mean 0 to the actual data value. One problem with this approach is the existing
tradeoff between the privacy and the accuracy of the results. While secure compu-
tation has an advantage over perturbation in that it provides accurate results and
not approximation, it requires considerable computation and communication over-
head for each secure computation step. At the same time, the collusion behaviors in
privacy-preserving distributed data mining have been brought to our attention.
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Chapter 7

Supply Chain Design Using Decision Analysis

In this chapter, analytical models are developed to study the benefits from coopera-
tion and leadership in a supply chain. In addition to providing analytical expressions
for cooperation and leadership, we investigate conditions under which cooperation
and leadership policies should be taken by the leader of the supply chain. A total of
eight cooperation/leadership policies of the leader company are analyzed by using
four models. We give optimal decisions for the leader company under different cost
combinations. Some analytical implications obtained from this study show that if
the benefit of leadership is high, then the leadership is always an optimal policy.

7.1 Introduction

A company in the supply chain usually holds a win-win or lose-lose relationship
with its upstream players (suppliers) and downstream players (customers). They are
partners and need to cooperate together to achieve win-win and avoid lose-lose.
Brandenburger and Nalebuff (1996) describe the total value created by players of
a supply chain as a pie. The pie will grow bigger (i.e., win-win relationship) if
the company, suppliers of the company and customers of the company cooperate
together.

Among players in the supply chain, one often emerges as the leader that can con-
trol the performance of the whole supply chain. Majumder and Srinivasan (2006)
summarize companies such as Wal-Mart, Ikea and Nike that hold contract leader-
ship (i.e., the ability to offer wholesale price and two-part tariff contracts). These
companies have a strong influence on the supply chain.

Another good example of strong cooperation/leadership relationships is the struc-
ture of assembler-supplier relationships of the Japanese auto industry. This structure
is called keiretsu, which enables Japanese auto assemblers to remain lean and flexi-
ble while enjoying a level of control over supply chain akin to that of vertical inte-
gration (Ahmadjian and Lincoln 2001; Schonberger 2007). Toyota and its partners
(suppliers such as Denso and customers such as dealers) are a conspicuous example

Y. Yin et al., Data Mining. © Springer 2011 121
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Figure 7.1 A supply chain
with leader

of keiretsu. In a keiretsu, assembler (e.g., Toyota) is often the leader of the sup-
ply chain. Many publications (Smitka 1991; Clark and Fujimoto 1991; Nishiguchi
1994; Ahmadjian and Lincoln 2001; Liker 2004) describe keiretsu as high-trust co-
operation, strong leadership, long-term purchasing relations, intense collaboration,
cross-shareholding, and the frequent exchange of personnel and technology.

The current literature on keiretsu or keiretsu-like supply chains contains many
popular articles that are descriptive or provide qualitative studies. The above exam-
ples point to a need for developing quantitative models to analyze the performance
of a supply chain which involves both cooperation and leadership. The goal of this
chapter is to contribute to this objective.

We consider a supply chain which contains both cooperation and leadership rela-
tions. There are three players in the supply chain: the leader company (e.g., Toyota),
the supplier of the leader (e.g., Denso) and the customer of the leader (e.g., dealers),
see Figure 7.1 for detail.

Two types of benefits are considered in this chapter: the benefit from the cooper-
ation and the benefit from the leadership. We explain these two types of benefits as
follows.

• The benefit from cooperation (Figure 7.2). We assume in this chapter that the
cooperation only occurs between neighboring players. That is, benefit occurs if
the supplier cooperates with the leader (we call it upstream cooperation benefit).
Similarly, there is a benefit between the leader and customer if they cooperate
with each other (we call it downstream cooperation benefit). However, because
there is no direct cooperative relation between the supplier and the customer, no
cooperative benefit will occur between them.

• The benefit from the leadership (Figure 7.3). It is our position that cooperation
is a prerequisite of the leadership. This is reasonable because if the supplier or
customers do not cooperate with the leader (e.g., those short-term purchasing
contracts or one-time players), how can they accept the leadership of the leader
company? Therefore, the benefit from the leadership only occurs when both the
supplier and customer cooperate with the leader. Accordingly, in this chapter, we
assume that only both supplier and customer cooperative relations exist, and the
supply chain can obtain a benefit from the leadership of the leader company.

The leader company is often a big player (e.g., Toyota, Wal-Mart, Ikea, etc.),
which consists of different divisions (e.g., purchasing division, production division,

Figure 7.2 The benefit from cooperation
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Figure 7.3 The benefit from leadership

marketing division, etc.). The upstream cooperation benefit often occurs between
supplier and purchasing division of the leader. Similarly, the downstream coopera-
tion benefit often occurs between customer and marketing division of the leader.

On the other hand, the leadership benefit occurs among all three players. In other
words, the leadership benefit is a supply-chain-wide benefit. It is possible that there
is benefit occurred between supplier and customer under the leadership of the leader
company (see Figure 7.3). A good example of leadership is the process of develop-
ing new product models in Toyota. A special team that includes members from Toy-
ota (leader company), parts manufacturer (supplier) and dealer (customer) is con-
structed. The team leader is often a senior product manager from Toyota. Clark and
Fujimoto (1991) compile required skills and behaviors of a senior product manager.
For example, coordination responsibility in wide areas, including production and
sales as well as engineering; responsibility for specification, cost target and major
part choices; possess market imagination and the ability to forecast future customer
expectations based on ambiguous and equivocal clues in the present market; and
other. The members of the special team collaborate with each other under the co-
ordination of the senior product manager. From this example, to obtain leadership
benefit, three sides (i.e., supplier, leader company and customer) need to collaborate
closely with each other under the leadership of the leader company.

In this chapter, we develop analytical models to study the two types of benefits.
We investigate cooperation/leadership policies of the leader company. The chapter
is organized as follows. We provide a literature review in Section 7.2. Analytical
models are constructed in Section 7.3. We present the result from comparative statics
in Section 7.4. Finally, we conclude the study in Section 7.5.

7.2 Literature Review

There are a large number of research papers related to supply chain. Chen and
Paulraj (2004) analyze over 400 articles and synthesize the large, fragmented body
of work dispersed across many disciplines such as purchasing and supply, logistics
and transportation, marketing, organizational dynamics, information management,
strategic management, and operations management literature.
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Sarmah et al. (2006) review literature dealing with buyer vendor coordination
models that have used quantity discount as coordination mechanism under deter-
ministic environment and classified the various models.

Long-term contracting relationships between various partners generate a rela-
tively cooperative environment. Karaesmen et al. (2002) study two issues: how
should the additional information be used in order to improve performance and what
is the potential benefit that can be expected. They investigated these problems by an-
alyzing the structure of optimal control policies for a discrete-time make-to-stock
queue with advance order information.

Dawande et al. (2006) study conflict and cooperation issues arising in a sup-
ply chain where a manufacturer makes products that are shipped to customers by
a distributor. The manufacturer and the distributor each has an ideal schedule, de-
termined by cost and capacity considerations. However, these two schedules are in
general not well coordinated, which leads to poor overall performance. They then
study two problems from literature and gave algorithms for each problem.

Majumder and Srinivasan (2006) consider a multistage supply chain with price
dependent deterministic demand and increasing marginal costs. They analyze the
effect of contract leadership (i.e. the ability to offer wholesale price and two-part
tariff contracts) on the supply chain performance and use that as a basis to study co-
ordination and cooperation. They also examined the implications of leader location
in the supply chain.

Anderson (2002) discusses the question “sharing the wealth: when should firms
treat customers as partners?”. The author uses the example of a firm’s choice of
product configuration to demonstrate two effects. First, the author shows that a firm
may configure a product in a manner that reduces total surplus but increases firm
profits. Second, one might conjecture that increased competition would eliminate
this effect, but the author shows that in a duopoly firm profits may be increasing in
the cost of product completion. This second result suggests that firms may prefer
to remain inefficient and/or stifle innovations. Both results violate a fundamental
premise of partnering – that firms and consumers should work together to increase
total surplus and reach Pareto-efficient agreements.

McCarter and Northcraft (2007) argue that a primary reason that inter-firm ri-
valry may abound in supply chain alliances is that a supply chain alliance represents
a social dilemma. They consider how viewing supply chains as a social dilemma
implicates trust as a key factor in supply chain success, and how different forms
of interdependence structures within the supply chain might differentially influence
the presence or growth of trust.

7.3 The Model

We use Figures 7.4 and 7.5 to interpret our models. As introduced in Section 7.1,
there are two types of activities (i.e., cooperation and leadership) and three benefits:
the benefit from the upstream cooperation (we use circled 1 to represent it); the
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Figure 7.4 The structure of cooperation

Figure 7.5 The structure of cooperation and leadership

benefit from the downstream cooperation (we use circled 2 to represent it); and the
leadership benefit from the collaboration of three companies (i.e., supplier, leader
and customer) under the coordination of the leader company.

The supply chain considered in this chapter includes three companies but four or
five players. We explain these two cases as follows.

Figure 7.4 shows the supply chain with four players (leader company includes
two players: purchasing division manager and marketing division manager). In this
case, benefits only occur from cooperation because no player holds the leadership
to coordinate the whole supply chain.

On the other hand, Figure 7.5 shows the supply chain with five players (leader
company includes three players: purchasing division manager, marketing division
manager, and senior manager). Here, senior manager could be the vice-president of
the leader company who is responsible for the supply chain. Unlike the two middle
managers (i.e., managers of purchasing and marketing divisions), the vice-president
holds the leadership to coordinate the whole supply chain to obtain the leadership
benefit. Additionally, she or he is able to replace purchasing/marketing manager to
cooperate with supplier/customer in order to obtain upstream/downstream cooper-
ation benefit. Therefore, from the standpoint of the leader company, the upstream
cooperation benefit can be obtained by either purchasing manager or vice-president;
similarly, the downstream cooperation benefit can be obtained by either marketing
manger or vice-president; however, the leadership benefit can only be obtained by
the vice-president. In this way, note that either purchasing manager or vice-president
is employed to obtain upstream cooperation benefit, but not both. This is the same
for downstream cooperation benefit. Finally, in the example of Toyota’s new prod-
uct development team discussed in Section 7.1, the senior product manager can act
as the senior manager in Figure 7.5.



126 7 Supply Chain Design Using Decision Analysis

We assume that the cost of purchasing and marketing managers is the same, C o

(e.g., salary of either manager). This is reasonable because both of them are middle-
managers in the same organizational level of the leader company. As introduced in
Figure 7.3 of Section 7.1, we assume that if both supplier and customer coopera-
tive relations (i.e., circled 1 and circled 2) exist, the leader company can obtain the
leadership benefit from the coordination of the senior manager. Let the leadership
benefit be T , and the cost of the senior manager be C s. We assume T > C s > C o

(i.e., senior manager is more expensive than the manager from purchasing or mar-
keting division). We also assume that the occurrence probabilities of cooperation,
i.e., circled 1 and 2 are p 1 and p 2, respectively. Finally, to simplify the problem,
we assume that for a given supply chain, the benefit from either cooperation, i.e.,
circled 1 or 2, is the same, as E .

We have eight cooperation/leadership policies for the leader company. For con-
ciseness, we incorporate two policies into one model. The eight policies and four
models are as follows.

• Policy 1: Doing nothing. No cooperation and no leadership.
• Policy 2: Using senior manager only to obtain all benefits from cooperation and

leadership.

R1 D maxfp1E C p2E C p1p2T � Cs; 0g : (7.1)

The benefit from policy 1 is 0. The net benefits of policy 2 are the expected benefits
from two cooperations, p1E C p2E , plus the benefit from the leadership, p1p2T (if
both cooperations are present), minus the cost of the senior manager, Cs.

• Policy 3: Using purchasing manager only to obtain the benefit from upstream
cooperation with supplier.

• Policy 4: Using purchasing manager firstly to obtain the benefit from upstream
cooperation with supplier. Then, using senior manager to obtain downstream and
leadership benefits.

R2 D max
˚

p1E � Co; p1E � Co C p1 maxfp2E C p2T � Cs; 0g

C .1 � p1/ maxfp2E � Cs; 0g
�

:
(7.2)

Policy 3 means that the supplier is the company that the leader company wants
to cooperate with (e.g., construct a long-term relation). The net benefit from policy
3 is p1E � Co.

Policy 4 means that first the purchasing manager attempts to cooperate with the
supplier, p1E � Co (same as policy 3). Then, the senior manager is used to obtain
other benefits. There are two possibilities after the upstream cooperation attempted
by the purchasing manager. First, if the upstream cooperation occurs (this happens
with probability p1, then the benefit from downstream cooperation is p2E and the
leadership benefit from the coordination of the senior manager is p2T . The cost of
the senior manager is Cs. Therefore, we get net benefits p1 maxfp2ECp2T �Cs; 0g.
Second, if the upstream cooperation is not present (this happens with probabil-
ity 1 � p1, the benefit from downstream cooperation remains p2E , but there is no
leadership benefit and the cost remains Cs. Therefore, we get net benefits.
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Taken together, the net benefits of policy 4 are p 1E �Co Cp1 maxfp2E Cp2T �

Cs; 0g C .1 � p1/ maxfp2E � Cs; 0g. It is easy to see that the benefit from policy 4
contains the benefit from policy 3. Thus, comparing with policy 4, policy 3 is often
a suboptimal policy.

• Policy 5: Using marketing manager only to obtain the benefit from downstream
cooperation with customer.

• Policy 6: Using marketing manager firstly to obtain the benefit from downstream
cooperation with customer. Then, using senior manager to obtain upstream and
leadership benefits.

R3 D max
˚

p2E � Co; p2E � Co C p2 maxfp1E C p1T � Cs; 0g

C .1 � p2/ maxfp1E � Cs; 0g
�

:
(7.3)

Policies 5 and 6 are similar and symmetric to policies 3 and 4. Thus, we obtain
the net benefits as R3.

• Policy 7: Using both purchasing and marketing managers to obtain benefits from
both upstream and downstream cooperation.

• Policy 8: Using both purchasing and marketing managers to obtain benefits from
both upstream and downstream cooperation firstly. Then, using senior manager
to obtain the leadership benefit.

R4 D max
˚

p1E C p2E � 2Co; p1E C p2E � 2Co C p1p2.T � Cs/
�

: (7.4)

Policy 7 means that both purchasing and marketing managers are available for
cooperation (see Figure 7.4), whereas, policy 8 means that all senior manager, pur-
chasing and marketing managers are available (see Figure 7.5).

The net benefits from policy 7 are p1E C p2E � 2Co. The net benefits from
policy 8 are p1ECp2E�2CoCp1p2.T �Cs/. Since we assume T > Cs, comparing
with policy 8, policy 7 is only a suboptimal policy.

7.4 Comparative Statics

Using a senior manager will result in a cost Cs but will allow the leader company to
obtain a leadership benefit T . The cost and revenue trade-off makes policy selection
sensitive to the cost of the purchasing or marketing division, i.e., Co. In this section,
we seek insight into these trade-offs by analytically checking the optimal policy
under different costs, Co.

Without loss of generality, we assume p1 > p2. We also assume that the benefit
from leadership T is large enough, T � E , to make p2.1 � p1/T > p1E possible.
Thus, we get p2E C p2T > p1E C p2E C p1p2T .

According to the above assumptions, the cost of senior manager Cs should be
a value in one of the following six intervals. We check the optimal decision of the
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leader company with different senior manager costs Cs.

0 � Cs < p2E I

p2E � Cs < p1E I

p1E � Cs < p1E C p2E C p1p2T I

p1E C p2E C p1p2T � Cs < p2E C p2T I

p2E C p2T � Cs < p1E C p1T I

p1E C p1T � Cs < 1 :

Proposition 7.1. Assume 0 � Cs < p2E .

If 2Co < &1, select policy 8, where &1 D Cs.1 � p1p2/;

otherwise, select policy 2.

If the cost of the senior manager Cs is very low, e.g., Cs < p2E , then using a se-
nior manager to get leadership benefits is always optimal. Among all eight policies,
only policies 2 and 8 use a senior manager. Thus, the optimal policies are 2 and 8.

Comparing with policy 2, the benefit of policy 8 is that the senior manager is used
only when both cooperations are present. If any or both cooperations are absent
(with probability 1 � p1p2/, the senior manager will not be used. Thus, policy 8
saves Cs.1 � p1p2/ and needs costs of purchasing and marketing divisions 2Co.
Conclusively, if 2Co < &1, select policy 8; otherwise, policy 2.

Proposition 7.2. Assume p2E � Cs < p1E .

If 2Co < minf&1; &2g, select policy 8, where

&2 D 2p2E � 2p1p2Cs � 2p1p2E C 2p1Cs I

if 2Co > maxf&1; &3g, select policy 2, where

&3 D 2p1p2E � 2p2E C 2Cs.1 � p1/ I

otherwise, select policy 4.

Comparing values of R1, R2, R3 and R4 in Proposition 7.2 with those in Propo-
sition 7.1, the only change is the value of R2. Therefore, the optimal policies are
policy 8, policy 2 from Proposition 7.1, and policy 4 from R2. Note that policy 3 is
only a suboptimal policy as discussed in Section 7.3.

For policy 8, firstly we compare it with policy 4. The benefit of policy 8 is that
it saves the cost of the senior manager when the first cooperation is present (with
probability p1) but the other one is not, i.e., p1.1�p2/Cs. Policy 8 also gets benefits
when the first cooperation (with probability p1) is not present but the other one is,
i.e., .1 � p1/p2E . However, policy 8 costs one Co more than policy 4. Therefore, if
Co < p1.1�p2/Cs C .1�p1/p2E , or 2Co < 2p2E �2p1p2Cs �2p1p2E C2p1Cs,
policy 8 is superior to policy 4. As mentioned in Proposition 7.1, if 2Co < &1,
policy 8 is superior to policy 2. Thus, if 2Co < minf&1; &2g, policy 8 is the optimal
policy.
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For policy 2, first we compare it with policy 4. The benefit of policy 2 is that
it saves the purchasing division cost Co. By using policy 4, we use senior manager
only if the first cooperation is present (with probability p1). Thus, policy 4 saves
.1�p1/Cs, but loses .1�p1/p2E . That is, if Co > .1�p1/.Cs �p2E/, or 2Co > &3,
policy 2 is superior to policy 4. As mentioned in Proposition 7.1, if 2Co > &1,
policy 2 is superior to policy 8. Thus, if 2Co > maxf&1; &3g, policy 2 is the optimal
policy.

Proposition 7.3. Assume p1E � Cs < p1E C p2E C p1p2T .

If 2Co < minf&1; &4; &2g, select policy 8, where

&4 D 2p1E � 2p1p2Cs � 2p1p2E C 2p2Cs I

if 2Co > maxf&1; &5; &3g, select policy 2, where

&5 D 2p1p2E � 2p1E C 2Cs.1 � p2/ I

if &2 < 2Co < &3 and Cs < E, select policy 4;

otherwise, select policy 6.

Similarly, comparing with Proposition 7.2, the only change is the value of R3.
Thus, the optimal policy is either policy 8, policy 2, policy 4, or policy 6. Note that
policy 5 is only a suboptimal policy.

For policies 8 and 2, the discussions are similar with Proposition 7.2. The only
difference is that we also need to compare with the net value from policy 6, R3.
Since policy 6 is similar and symmetric to policy 4. Thus, we omit the detail here.

For policy 4, it is easy to show from Proposition 7.2 that if 2Co > &2, then
policy 4 is superior to policy 8; and if 2Co < &3, then policy 4 is superior to policy 2.
Thus, the only thing left is the comparison between policy 4 and policy 6. Policies
4 and 6 are the same in structure, the only difference is the probability. Comparing
with policy 6, policy 4 has a high probability, p1, to obtain benefits, E; but it also
has a high probability, p1, to waste the cost of the senior manager, Cs. Therefore,
if Cs < E , policy 4 is superior to policy 6. Conclusively, If &2 < 2Co < &3 and
Cs < E , policy 4 is the optimal decision.

Proposition 7.4. Assume p1E C p2E C p1p2T � Cs < p2E C p2T .

If 2Co < minf&2; &4g, select policy 8;

if 2Co > &2 and Cs < E, select policy 4;

otherwise, select policy 6.

Comparing with Proposition 7.3, the only change is the value of R1; its value
is zero. Policy 2 is no longer an optimal policy. Thus, the optimal policy is either
policy 8, policy 4, or policy 6.

For policy 8, it is easy to show from Proposition 7.2 that if 2Co < &2, then
policy 8 is superior to policy 4; and from Proposition 7.3, if 2Co < &4, then policy 8
is superior to policy 6. Therefore, if 2Co < minf&2; &4g, policy 8 is the optimal
decision.

The analysis of policy 4 is the same as in Proposition 7.3.
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Proposition 7.5. Assume p2E C p2T � Cs < p1E C p1T .

If 2Co < minf&6; &4g, select policy 8, where

&6 D 2p2E C 2p1p2.T � Cs/ I

if 2Co > &4 and Cs < &7, select policy 6, where

&7 D .p2E � p1E C p2.p1E C p1T //=p2 I

otherwise, select policy 3.

Comparing with Proposition 7.4, the only change is the value of R2. Now the
cost of the senior manager is high enough that makes policy 4 no longer an optimal
policy. Thus, the optimal policy is either policy 8, policy 3, or policy 6.

For policy 8, the comparison with policy 6 is the same as before. Comparing with
policy 3, the benefits of policy 8 is that it gets the benefits from another cooperation,
p2E . If both cooperations are present, this happens with probability p1p2, then the
senior manager is used to get the leadership benefit T: The cost is the marketing
division with probability p2. Therefore, if Co < p2E C p1p2.T � Cs/, policy 8
is superior to policy 3. Summarily, if 2Co < minf&6; &4g, policy 8 is the optimal
decision.

For policy 6, the comparison with policy 8 is the same as before. Comparing
with policy 6, the benefits of policy 3 are the benefits from the first cooperation,
p1E . On the other hand, the benefits of policy 6 relative to policy 3 are the benefits
of the second cooperation, p2E . If the second cooperation is present, this happens
with probability p2, then a senior manager is used to get the benefit from the first
cooperation and also the benefit from the leadership T , minus the cost of the senior
manager. Therefore, if .p2E Cp2.p1E Cp1T �Cs//�p1E > 0, that is, if Cs < &7,
policy 6 is superior to policy 3. Summarily, if 2Co > &4 and Cs < &7, policy 6 is the
optimal decision.

Proposition 7.6. Assume p1E C p1T � Cs < 1.

If 2Co < &6, select policy 8;

otherwise, select policy 3.

Comparing with Proposition 7.5, the only change is the value of R3. Now the
cost of the senior manager is high enough that makes policy 6 no longer an optimal
policy. Since policy 5 has a low probability, it is an absolute suboptimal policy to
policy 3. Thus, the optimal policy is either policy 8 or policy 3. The comparison
between policies 8 and 3 is same as before.

So far our analysis has focused on the comparison of policies under different
senior manager costs. In the following part of this section, we consider some of the
empirical implications obtained from the prior comparative analysis.

First, there is no single policy which is optimal in all cases. It is intuitive to ask
if there is a policy that is suboptimal in all cases? The finding from the analytical
models is summarized in Corollary 7.1.
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Corollary 7.1. There is no single policy that is optimal in all cases, whereas there

are policies (i.e., policies 1, 5, and 7) that are absolutely suboptimal.

Corollary 7.1 asserts that, except obtaining the cooperative benefit, which holds
a high probability, strategies without using a senior manager will never be optimal.

Second, since there are benefits from cooperation and leadership, an intuitive
corollary is that the policy, i.e., obtaining all three benefits, should be a candidate
for the optimal policy.

Corollary 7.2. Policy 8 is the only all-the-time candidate for Propositions 7.1–7.6.

Corollary 7.2 tells us an important truth: policy 8 is a policy independent of the
costs of managers (Co; Cs/. No matter how high the costs of the three managers,
policy 8 uses both purchasing and marketing managers to obtain benefits from co-
operation with both supplier and customer. Then, using a senior manager to obtain
a leadership benefit is always a choice for the optimal strategic decision. The reason
is the benefits brought by the cooperation and leadership.

Finally, the senior manager plays an important role in obtaining a leadership
benefit. Thus, an intuitive corollary related to the senior manager is given as follows.

Corollary 7.3. If the benefit from the leadership (T / is sufficiently large, then using

a senior manager is always an optimal selection.

Since T is very large, we can get p1E Cp2E Cp1p2T > Cs. From Propositions
7.1–7.3, optimal policies are 2, 4, 6 and 8. All these policies involve using a senior
manager. This corollary shows the power of the leadership in a supply chain.

7.5 Conclusion

We consider cooperation and leadership relations of a supply chain in this chapter.
A good example is the keiretsu of Japanese automobile industries. Supply chains
with three companies (i.e., supplier, customer and leader company) but four or five
players are considered in this chapter. Four analytical models are developed to study
the benefits from cooperation and leadership in a supply chain. We investigate condi-
tions under which cooperation and leadership policies should be taken by the leader
of the supply chain.
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Chapter 8

Product Architecture and Product Development
Process for Global Performance

In this chapter, we characterize the impact of product global performance on the
choice of product architecture during the product development process. We classify
product architectures into three categories: modular, hybrid, and integral. Existing
research shows that the choice of product architecture during the new product devel-
opment is a crucially strategic decision for a manufacturing firm. However, no single
architecture is optimal in all cases; thus, analytic models are required to identify and
discuss specific trade-offs associated with the choice of the optimal architecture un-
der different circumstance. This chapter develops analytic models whose objectives
are obtaining global performance of product through a modular/hybrid/integral ar-
chitecture. Trade-offs between costs and expected benefits from different product
architectures are analyzed and compared. Multifunction products and small size are
used as examples to formalize the models and show the impact of the global per-
formance characteristics. We also investigate how optimal architecture changes in
response to the exogenous costs of system integrators. Some empirical implications
obtained from this study show that if one considers global performance, modular
architecture is an absolutely suboptimal decision and integral architecture is an all-
the-time candidate for optimal architecture.

8.1 Introduction and Literature Review

Today, companies are competing in business environments in which customer de-
mands are becoming increasingly heterogeneous and product life cycles are short-
ening. This asks companies to provide a wide variety of products at a short lead time
with competitive prices (Hoch et al. 1999; Hopp and Xu 2005; Netessine and Taylor
2007). However, only increasing product variety does not guarantee stable long-term
profits; it can in fact worsen a firm’s competitiveness (Ramdas 2003; Gourville and
Soman 2005) due to that product variety management is not an easy job.

As a result, to survive in such a business environment, a manufacturing firm
requires abilities to cope with the problems brought by product variety. A lot of

Y. Yin et al., Data Mining. © Springer 2011 133
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methods have been applied to respond to the challenge of how to efficiently provide
a wide variety of customer-oriented products. These methods include operations
flexibility such as Toyota production system (Ohno 1988; Fujimoto 1999; Liker
2004) and cellular manufacturing (Hyer and Brown 1999), resource flexibility such
as workforce agility (Brusco and Johns 1998; Hopp and Van Oyen 2004) and flexible
equipments (Benjaafar et al. 1998), research and development (R&D) such as new
product development (Nonaka 1990; Clark and Fujimoto 1991; Lin et al. 2008), and
others (Nonaka 1991; Nonaka and Takeuchi 1995).

In the new product development domain, there are many decisions on strategic
and operational levels. Strategic decisions often have long-term horizons and ev-
ident impacts on the firm’s strategic aim. Among various strategic decisions, an
important one is the choice of product architecture. As will be introduced in the
following sections of this chapter, product architecture has a direct influence on the
product performance, which in turn has a direct influence on the revenue of manu-
facturing firms. Therefore, the choice of product architecture during the new product
development is a crucially strategic decision for a manufacturing firm.

Excellent review papers that discuss product architecture can be found in the lit-
erature. Kirshnan and Ulrish (2001) give a comprehensive review of researches in
product development. The review encompasses works in the academic fields of mar-
keting, operations management, organizations, and engineering design. It focuses on
product development projects within a single firm and investigates previous studies
from a decision perspective, which is developed by the authors. Decisions are di-
vided into four categories: concept development, supply chain design, product de-
sign, and production ramp-up and launch. Product architecture is one of five basic
decisions of concept development. Kirshnan and Ulrish also indicate that perhaps
the earliest discussions of the architecture of engineered systems are by Alexander
(1964) and Simon (1969).

Product architecture can be defined as the way in which the functional elements
of a product are allocated to physical components and the way in which these com-
ponents interact (Ulrich and Eppinger 2004). Ulrich (1995) defines product architec-
ture more explicitly as follows: (1) the arrangement of functional elements; (2) the
mapping from functional elements to physical components; (3) the specification of
the interfaces among interacting physical components.

From the marketing perspective, a product can be regarded as a bundle of cus-
tomer attributes that reflect the requirements of customers (Green and Srinivasan
1990; Griffin and Hauser 1996). These attributes are represented by functional ele-
ments during the product design process and implemented by different components.
The relationships between functional elements and physical components are deter-
mined by the selected product architecture.

There are two types of product architectures, i.e., modularity and integrality. The
literature (Ulrich 1995; Fine et al. 2005; Fixson 2005; Ramachandran and Krishnan
2007) has shown that the choice of the architecture for a product is important in
managerial decision making and can be a key driver of the performance of manu-
facturing firms.
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In a modular architecture, the mapping from functional elements to physical
components is one-to-one and the interfaces among interacting physical components
are loosely coupled. Most components of a modular product are interchangeable and
the interfaces are standardized. Good examples of modular products include desk-
top computers, and bicycles. Mikkola (2006) proposes a way to measure the degree
of modularization embedded in product architectures. Great benefits of modular ar-
chitecture include products variety (Sanchez 1999; Ramdas 2003; Jiao et al. 2007),
components commonality (Kim and Chhajed 2000; Baldwin and Clark 2000; Desai
et al. 2001), upgradability (Ramachandran and Krishnan 2007), and others.

In spite of the mentioned advantages, modular architecture can only achieve lo-
cal performance optimization. Global performance can only be optimized through
an integral architecture (Ulrich 1995). Similarly, in his best-selling book, Fujimoto
(2004) provides a large amount of evidence to show that many high-value added
products adopt integral architecture. For example, many economical products (e:g.,
economical motorcycle) adopt a modular architecture, whereas many analogous
high-performance products (e.g., luxurious motorcycle) adopt an integral architec-
ture.

In an integral architecture, the mapping from functional elements to physical
components is not one-to-one and the interfaces among interacting physical compo-
nents are often tightly coupled. For an integral product, a change in some functional
element or component will lead a change to other components in order for the over-
all product to work correctly. Good examples of integral products include luxurious
motorcycles, game softwares, and automobiles. Chinese car-makers have a tendency
now to convert automobiles into modular architecture (see Fujimoto 2004).

As discussed by previous studies (Ulrich 1995; Fine et al. 2005; Fixson 2005;
Ramachandran and Krishnan 2007), a firm possesses substantial latitude in choosing
a product architecture, and the choice is linked to the overall performance of the
firm, which finally determines the revenues of the firm. Therefore, the choice of
product architecture is extremely important.

Since no single architecture is optimal in all cases, analytic models are required
to identify and discuss specific trade-offs associated with the choice of the optimal
architecture under different circumstances. However, as indicated by Ulrich (1995),
a single model of most of the trade-offs is unlikely (refer to many crucial questions
indicated by Ulrich 1995), and he suggests that focused problems can probably
be usefully isolated, analyzed and modeled. Recently, Ramachandran and Krish-
nan (2007) study a focused problem relative to the impact of product architecture
and introduction timing on the launch of rapidly improving products by applying
a modular upgrade policy. In this chapter, we develop a model to discuss a focused
problem relative to the choice of product architecture. The objective of the model
is to obtain global product performance through a modular/hybrid/integral product
architecture. Trade-offs between costs and possible benefits from different product
architectures are analyzed and compared. The researched problem in this chapter
is a special case of the question “which global performance characteristics are of
great value to customers and can therefore be optimized through an integral archi-
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tecture?” (Ulrich 1995). We will give a detailed introduction of the problem in the
next section.

This chapter is organized as follows. The research problem is introduced in Sec-
tion 8.2. Analytical models are constructed in Section 8.3. Section 8.4 presents the
result from comparative statics. Section 8.5 summarizes the models, and finally,
a conclusion is given in Section 8.6.

8.2 The Research Problem

Ulrich (1995) defines product performance as how well the product implements
its functional elements. Some typical product performance characteristics include
mass, size, speed, life and others. There are two types of product performance char-
acteristics, i.e., local performance characteristics and global performance charac-
teristics. Local performance characteristics relate only with partial components of
a product and can be optimized through a modular architecture. For example, the
speed of a computer is mainly determined by the ability of one component, i.e.,
CPU. A good model that optimizes local performance can be found in Ramachan-
dran and Krishnan (2007). In contrast, global performance characteristics relate with
most components of a product and can only be optimized through an integral archi-
tecture. For example, mass and/or size of a product are determined by almost every
component within the product. Function sharing and geometric nesting are design
strategies that are frequently employed to minimize mass and/or size (Ulrich 1995).
This chapter studies a special case of the geometric nesting strategy.

Recent publications (Ethiraj and Levinthal 2004; Ramachandran and Krishnan
2007; Rivkin and Siggelkow 2007) have only tended to offer modularity as a solu-
tion to local performance. Little attention has been paid to the problem of identifying
what constitutes an appropriate product architecture for global performance. Ethiraj
and Levinthal (2004) analyzed local performance by using three factors: innovation,
strong and weak modular interfaces. Ramachandran and Krishnan (2007) discussed
local performance by focusing launch timing of upgrade modular product models.
Rivkin and Siggelkow (2007) studied local performance by investigating a shift in
the pattern of the modular interface.

The factors considered by this chapter are similar with the work by Ethiraj and
Levinthal (2004), and Rivkin and Siggelkow (2007). But the problem is more com-
plicated. First, this chapter studies global performance, but not local performance.
Second, more factors have been incorporated into this chapter. We not only consider
innovation ability (probabilities of realization of local and global performances),
strong and weak interfaces (with or without geometric nesting), a shift in the pattern
of modular/integral interface (one, two and three function products), but also costs
of designers and exogenous system integrators, and expected benefits from different
product architecture.

One important factor that needs careful consideration is the hierarchy level of
functions (Fixson 2005). Every function of a product can be decomposed into sub-
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functions, which in turn can be decomposed further into lower level subfunctions
(Pahl and Beitz 1996). This hierarchy level determines the studied components. For
example, consider a printer. Its main (highest level) function can be defined as “pro-
duce a hard copy of documents on physical print media such as papers or trans-
parencies.” In this hierarchy level, the printer itself should be the investigated object
and all main components within the printer need to be considered. We also cannot
identify whether the product is a laser type or an ink-jet type in this level. However,
if one defines a detailed (lower level) function as “toner particles are melted by the
heat of the fuser, causing them to bind to the print medium,” then the mainly in-
vestigated components should be the toner, fuser and other related components. We
can also identify that this is a laser printer in this level. Furthermore, if one defines
a more detailed function as “generate heat,” then, the hot roller (a part of a fuser)
should be the investigated component. Therefore, when consider a product architec-
ture, one is required to choose a specific hierarchy level that is meaningful. In this
chapter, we consider the highest hierarchy level which directly relates to customers.
In other words, those functional elements directly represent customer attributes that
reflect the requirements of customers. Customers do not care about those techni-
cal solutions (e.g., how do the toner particles melt in a laser-printer) on the lower
hierarchy levels.

The problem considered in this chapter is a multifunction product design prob-
lem. We define multifunction product here as a device that performs a variety
of functions that would otherwise be carried out by separate single-function de-
vices. Following this definition, a multifunction product at least performs two func-
tions. In fact, a multifunction product is developed as a combination of several
single-function products. Good examples of such multifunction products include
the DVD/VCR/HDD video recorder (see Figure 8.1), PC/CRT/Printer combo (see
Figure 8.2), DVD/VCR/CRT-TV combo (see Figure 8.3), multifunction peripheral
(see Figure 8.4), and others.

Figure 8.1 A DVD/VCR/HDD
video recorder (Source:
Panasonic)

Figure 8.2 A PC/CRT/Printer
combo (Ulrich 1995)
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Figure 8.3 A DVD/VCR/
CRT-TV combo (Source:
Panasonic)

Figure 8.4 A multifunction
peripheral (Source: Canon)

The main advantages of multifunction products include: (1) serves several func-
tions, e.g., a typical multifunction peripheral can usually act as a copier, a printer,
a fax machine, and a scanner; (2) small space requirement,e.g., comparing with three
or four separate single-function devices, a multifunction peripheral has a small size
and needs a lower space; (3) less expensive, e.g., a multifunction peripheral is much
cheaper than buying three or four separate single-function devices. In contrast, dis-
advantages of multifunction products are: (1) if the device breaks, all of its functions
may lose at the same time; (2) a multifunction product usually can only implement
one function at a time, e.g., one cannot copy and print documents simultaneously
on a multifunction peripheral; (3) single-function devices usually have higher per-
formances than a multifunction peripheral.

Multifunction products now are acting as important alternatives in the markets.
For example, multifunction peripherals are particularly popular for SOHO (small
office/home office) users. We study the multifunction product from a relatively high
hierarchy level. Since a multifunction product is developed as a combination of
several single-function products, we assume that each single-function product serves
as a component in the researched multifunction product. The characteristics of the
architecture of a typical multifunction product are as follows.

• Mapping from functional elements to physical components.
Each component only implements a functional element. Thus, the mapping from
functional elements to physical components is one-to-one.
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Figure 8.5 Three components with minimum number of interfaces

• Interfaces among physical components.
Every interface is either decoupled or coupled. Moreover, if the number of the
physical components in a multifunction product is M , then the number of inter-
faces within the product is at least M � 1 (when components are connected as
a string by the interfaces, e.g., see Figure 8.5) and at most M.M � 1/=2 (when
every pair of components holds a interface between them, e.g., see Figure 8.6).

As mentioned above, size is an important performance characteristic for a lot
of multifunction products. For example, small size is always a sales point for mul-
tifunction peripherals. Makers like Canon and Brother often emphasize the small
size of their multifunction peripherals in the sales promotion (e.g., the product in
Figure 8.4 is the world’s smallest multifunction peripheral in Segment 1 class, i.e.,
11–20 ppm, investigated by Canon on December 4th, 2006). As discussed in the be-
ginning of this section, size is typically a global performance characteristic and can
only be optimized through an integral architecture. A frequently employed design
strategy for minimizing the size of a product is geometric nesting.

As introduced by Ulrich (1995), “geometric nesting is a design strategy for ef-
ficient use of space and material and involves the interleaving and arrangement of
components such that they occupy the minimum volume possible, or, in some cases,
such that they occupy a volume with a particular desired shape.” However, geometric
nesting inevitably incurs the coupling of the interfaces between components, which
often increases the costs of the product, particularly in the processes of product de-
sign and production. Therefore, optimizing global performance can get additional
benefits but will also increase product costs.

Geometric nesting of components can also determine the architecture of the prod-
uct. For example, if two physical components are geometrically nested, then the
interface between them is tightly coupled, which is a hallmark of integral archi-
tecture. Therefore, different geometric nesting strategies result in different product

Figure 8.6 Three compo-
nents with maximum number
of interfaces
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architectures. In this chapter, we formalize and analyze each of these proprietary
geometric nesting strategies, and identify optimal choice for product architectures
under different costs conditions. The detailed models are given in the next sec-
tion.

8.3 The Models

In this section, we develop models to depict multifunction products that implement
two, and three functions, respectively. Before describing the models, we firstly give
the assumption of this chapter as follows.

Assumption 8.1. For every interface in a multifunction product, if the two physical
components that are connected by this interface are geometrically nested, then the
interface is coupled; otherwise, the interface is decoupled.

8.3.1 Two-function Products

There are many two-function products. A good example is the DVD/TV combo,
a combination of a DVD player and a television.

A two-function product is developed from two single-function products. Each
single-product serves as a component and implements a function within the two-
function product. The two components can be geometrically nested or not. For ex-
ample, consider two components in Figure 8.7; a two-function product can be de-
veloped from these two components without geometric nesting (see Figure 8.8). In
Figure 8.8, because the mapping relation is one-to-one and because the interface
is decoupled, the product architecture is modular. A good example of this type is
a VHS/CRT-TV combo (see Figure 8.9).

On the other hand, minimizing the size of the two-function product will obtain
additional benefits (i.e., global performance). Thus, component 1 is redesigned into
a specific shape to fit the second component. In this way, the two components oc-
cupy the minimum space (see Figure 8.10). In Figure 8.10, because the interface

Figure 8.7 Two components
of a two-function product

Figure 8.8 A two-function
product without geometric
nesting
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Figure 8.9 A VHS/CRT-TV
combo (Source: Panasonic)

Figure 8.10 A two-function
product with geometric nest-
ing

between the two components is tightly coupled, the product architecture is inte-
gral. A good example of this type is a DVD/LCD-TV combo (see Figure 8.11). The
combo in Figure 8.11 adopts a “slot-in” design strategy, which nests the DVD player
completely into the LCD-TV to achieve minimum size.

The model for developing a new two-function product is simple. Assume that by
using geometric nesting, i.e., integral architecture, the costs of the geometric nest-
ing is C , and the probability of realization of the geometric nesting is p (p can be
obtained by using exponential or Weibull distribution), also suppose that the ben-
efits brought by geometric nesting is E . The costs, C , can be considered as the
costs mainly from the employment of system integrator (SI) (e.g., a senior project
manager, see Ulrich 1995). Unlike conventional product division’s project managers
who only hold knowledge of the product they are dedicated to, the SI holds knowl-
edge of both components within the two-function product; thus, she or he is more
costly than a conventional project manager.

Figure 8.11 A DVD/LCD-TV combo (Source: Sanyo)
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On the other hand, if the new product adopts a modular architecture without
geometric nesting, then both the benefit and cost are 0. Thus, the revenue from this
product is as follows:

R1 D maxfpE � C; 0g : (8.1)

8.3.2 Three-function Products

The three-function product is more complicated than the two-function product.
A three-function product holds at least two (see Figure 8.5) and at most three in-
terfaces (see Figure 8.6). We discuss both of them in the following subsections. For
every interface within a product, there exist and only exist two design strategies: ge-
ometric nesting or not. Thus, if there are n interfaces within a product, the number
of design strategies is 2n.

8.3.2.1 Products with Two Interfaces

There are four (22) design strategies for products with two interfaces: modular (nei-
ther interface is geometrically nested), hybrid (only one interface is geometrically
nested), and integral (both interfaces are geometrically nested). Examples are given
in Figure 8.12.

We denote the interface between components i and j by Iij. We also denote the
design strategy for Iijby Iij(cou), and suppose Iij.cou/ D 1 if Iijis coupled (i.e.,
components i and j are geometrically nested) and Iij.cou/ D 0 if Iijis decoupled.

For the product with two interfaces, there are usually two SIs, one for each inter-
face. They handle the projects of geometric nesting. Suppose that the probabilities of
realizations of the two geometric nestings are p1, and p2, respectively. For tractabil-
ity, we assume that the costs of both SIs are identical, as C , respectively, and also

Figure 8.12 Design strategies for a three-function product with two interfaces
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the expected benefits from both geometric nestings are identical, as E , respectively.
Therefore, we construct the model as follows:

R2 D maxf.p1 C p2/E � 2C; p1E � C; p2E � C; 0g : (8.2)

In the above model, the first term is the net benefits from the integral architec-
ture; the second and third terms are the net benefits from two hybrid architectures,
respectively; and the final term is the net benefits of modular architecture.

8.3.2.2 Products with Three Interfaces

There are eight (23) design strategies for products with three interfaces: one modular
(neither interface is geometrically nested), one integral (all interfaces are geometri-
cally nested), and six hybrids (some, but not all interface are geometrically nested).
The details are as follows:

˝ D f.I 12.cou/; I23.cou/; I13.cou//j.0; 0; 0/; .0; 0; 1/;

.0; 1; 1/; .0; 1; 0/; .1; 0; 0/; .1; 1; 0/; .1; 0; 1/; .1; 1; 1/g :

The eight design strategies can be modeled theoretically like the model in Equa-
tion 8.2 in Section 8.3.2.1. However, rather than constructing theoretical mod-
els, we consider a more practical product development process. Consider devel-
oping a new three-function product. Among the three components, one usually
serves as the core component which holds strong relations with the other two
components (i.e., strongly related interfaces). Conversely, the relation between the
other two components is weak (i.e., weakly related interface). For example, in
a printer/copier/scanner multifunction peripheral, the copier is the core component,
which holds strong relations with both printer and scanner, but the relation between
printer and scanner is relatively weak. Actually, both printer and scanner can be
nested completely or partially into the copier.

When developing such a three-function product, interfaces that hold strong rela-
tions are firstly considered to be geometrically nested. After both strongly related
interfaces are geometrically nested, the weakly related, i.e., the third, interface is
considered to be nested to obtain global performance. For example, in the develop-
ment process of the printer/copier/scanner multifunction peripheral, two strongly re-
lated interfaces (i.e., printer-copier; scanner-copier) are firstly geometrically nested,
then the weakly related interface (i.e., printer-scanner) is geometrically nested to
obtain the benefits of global performance, i.e., minimum size, a sales point for mul-
tifunction peripherals.

As introduced in the beginning of Section 8.2, global performance characteristics
such as minimum size relate with most of components of a product and can only be
optimized through an integral architecture. Moreover, the benefits from the weakly
related interface are usually limited and its realization is more difficult (e.g., nesting
printer and scanner can only reduce less space and is more difficult to realize than
nesting printer and copier, or scanner and copier). Therefore, in this chapter, we
assume the following.
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Assumption 8.2. The global performance (i.e., minimum size) can only be obtained
if at least the two strongly related interfaces are geometrically nested (i.e., tightly
coupled).

We denote the benefits of the global performance by T .
The nestings of the first and second interfaces can be generated by two SIs who

hold correct knowledge (i.e., one holds knowledge of copier and printer for inter-
face 1, and the other holds knowledge of copier and scanner for interface 2). How-
ever, using a dedicated SI to generate the third, i.e., the weak, interface is not eco-
nomical because its benefits are limited and it’s difficult to generate.

Generation of the third interface is a job of the final process of the product devel-
opment. In fact, the final process of the development involves more tuning activities
than a mere generation of the third interface. To optimize the global performance,
most jobs of the final process include tuning, adjusting, coordinating and integrating
the three interfaces and the whole product system. Sometimes, there are conflicts be-
tween already designed interfaces 1 and 2, thus one job of the final process may be to
resolve these conflicts. For example, consider developing a three-function product
(e.g., printer/copier/scanner multifunction peripheral) from two already marketed
two-function products (e.g., printer/copier, and copier/scanner multifunction periph-
erals), although the technologies of the old products (i.e., interface between printer
and copier, and interface between copier and scanner) can be transferred into the
new three-function product, the development process is not merely a generation of
interface between printer and scanner, but involves other more important jobs such
as the required changes of the two old interfaces, the coordination of the three inter-
faces, and the tuning and integration of the whole product system.

All these jobs related to the generation of the third interface and integration of
the whole product system are usually performed by a so-called heavyweight system
integrator (HSI), the leader of the development team (see Wheelwright and Clark
1992; Ulrich 1995). The HSI not only holds knowledge of all three components (i.e.,
she or he is able to generate all three interfaces), but also has abilities to integrate the
whole product system. In other words, the HSI can replace the two SIs to generate
the benefits, E , from interfaces 1 and 2, respectively, and only she or he can generate
the benefits, W , from interface 3. Moreover, only the HSI can reap the benefits, T ,
of global performance by integration of the whole product system.

Suppose that the probability of realizing geometric nesting of interface 3 is p3,
and suppose that the cost of the HSI is Cs. We assume that T > Cs > C (benefits
from the HSI is bigger than her or his costs, and she or he is more expensive than
a SI), E > W (since benefits from interface 3 are limited), and both p1, p2 � p3

(since the realization of interface 3 is more difficult).
For the first and second interfaces, because both of them can be generated by

the HSI or SIs who hold correct knowledge, the product design problem can be
considered as how to decide which integrator should be used to generate which
interface. We develop models for each case in which different integrators generate
interfaces 1 and 2.
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• HSI only

R3 D maxf.p1 C p2/E C p3W C p1p2T � Cs; 0g : (8.3)

In this case, all jobs are implemented by the HSI. The first term of the model
in Equation 8.3 is the expected net benefits from the product, which exhibits an
integral architecture. .p1 C p2/E C p3W are expected benefits from the three
interfaces, p1p2T are expected benefits from the global performance, which can
only be reaped if both strongly related interfaces 1 and 2 are geometrically nested
(see Assumption 8.2). Cs is the costs of the HSI.
On the other hand, the second term, i.e., 0, is the revenue of the product which
exhibits a modular architecture.

• HSI and a SI only

R4 D max
˚

p1E � C; p1E � C C p1 maxfp2E C p3W C p2T � Cs; 0g

C .1 � p1/ maxfp2E C p3W � Cs; 0g
�

: (8.4)

In this case, there are two integrators, a SI and the HSI. The SI in the model in
Equation 8.4 is dedicated to interface 1. Since only one SI is available, the second
interface will be held by the HSI.
The SI generates the first interface and the expected benefits are p1E � C . If
the first interface is geometrically nested (this occurs with probability p1), then
the HSI holds the second and third interfaces and integrates the whole product
system; the net benefits from the HSI are p2E C p3W C p2T � Cs. On the other
hand, if the first interface is decoupled (this occurs with probability 1 � p1),
then the HSI holds the second and third interfaces and cannot achieve the global
performance, the net benefits from the HSI are only p2E C p3W � Cs.

R5 D max
˚

p2E � C; p2E � C C p2 maxfp1E C p3W C p1T � Cs; 0g

C .1 � p2/ maxfp1E C p3W � Cs; 0g
�

: (8.5)

The model in Equation 8.5 is similar and symmetric to model in Equation 8.4.
The only change is that the available integrators are the HSI and a SI who dedi-
cates to interface 2.

• HSI and both SIs

R6 D max
˚

p1E C p2E � 2C; p1E C p2E � 2C C p1p2.p3W C T � Cs/

C .1 � p1p2/ max.p3W � Cs; 0/
�

: (8.6)

In this case, all three integrators are available. Firstly, the two strongly related in-
terfaces are generated by the two SIs. If both interfaces are geometrically nested
(this occurs with probability p1p2), then HSI integrates the whole product system
to optimize the global performance and reap benefits. However, if either strongly
related interfaces cannot be geometrically nested (this occurs with probability
1 � p1p2), HSI can only reap the benefit from the third interface.
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In the following of this chapter, we analyze the developed models of this sec-
tion and investigate how optimal product architecture changes in response to the
exogenous costs of integrators.

8.4 Comparisons and Implications

In this section, we chose to analyze trade-off relations between costs and benefits
to facilitate the decision of the optimal product architecture that leads to maximum
benefits. Since the model of two-function products, i.e., the model in Equation 8.1,
is very simple, we only discuss the models of three-function products.

Without loss generality, assume that p1 > p2, which can be interpreted that inter-
face 1 holds stronger relation than interface 2, so that it is easier to be geometrically
nested.

8.4.1 Three-function Products with Two Interfaces

The cost of a SI, i.e., C , must be a value within one of the following three intervals:
0 � C < p2E; p2E � C < p1E; p1E � C < 1. We will check the optimal
decision for the three different costs C in the following proposition.

Proposition 8.1.

If 0 � C < p2E , select integral architecture;

if p2E � C < p1E , select hybrid architecture, i.e., Hybrid-I in Figure 8.12;

if p1E � C < 1, select modular architecture.

Proposition 8.1 is simple and intuitive. If the cost of a SI is very low (e.g., 0 �

C < p2E/, then using two SI to nest the two interfaces is the optimal decision,
which results in p1E C p2E � 2C of expected net benefits.

On the other hand, if the cost of a SI is within p2E � C < p1E , then geometric
nesting of interface 2 is not profitable since its return is p2E . Thus, a SI is used to
nest interface 1, which results in p1E � C of expected net benefits.

Finally, if the cost of a SI is very expensive (e.g., p1E � C < 1/, then not only
interface 2, but interface 1 also is not profitable since its return is p1E . Thus, in this
case modular architecture is the optimal decision.

8.4.2 Three-function Products with Three Interfaces

Using the HSI results in a cost Cs but will allow a benefit T from global perfor-
mance. The cost and revenue trade-off makes the decision of product architecture
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sensitive to the costs of the SIs, i.e., C . This section seeks insights into these trade-
offs by analytically checking the optimal product architecture under different costs,
C . Assume that the global performance benefit T is large enough, i.e., T � E , to
make that p2.1�p1/T > p1E possible. Thus, p2E Cp2T > p1E Cp2E Cp1p2T .

According to the above assumption, the cost of HSI, i.e., Cs, must be a value
within one of the following six intervals:

0 � Cs < p2E I

p2E � Cs < p1E I

p1E � Cs < p1E C p2E C p1p2T I

p1E C p2E C p1p2T � Cs < p2E C p2T I

p2E C p2T � Cs < p1E C p1T I

p1E C p1T � Cs < 1 :

We will check the optimal decision for the six different costs Cs in the following
problems.

To simplify the analysis, we ignore the term of p3W , because of three reasons.
First, the weakly related interface (i.e., the third interface) is hard to realize (so p3

is low). Second, the benefit from the third interface is limited (so W is small). Fi-
nally, according to Assumption 8.2, the global performance can be obtained without
the realization of the third interface. Therefore, the third interface has a very little
influence to the whole product architecture and performance.

In the following discussions, we assume that if both interfaces 1 and 2 are geo-
metrically nested, then the product architecture is integral (this happens with proba-
bility p1p2). On the other hand, if neither of them is geometrically nested, then the
product architecture is modular (this happens with probability .1 � p1/.1 � p2/).
Otherwise, the product architecture is hybrid (this happens with probability p1.1 �

p2/ C p2.1 � p1/). Thus, according to the realizations of interfaces 1 and 2, the
product architectures in each of the following propositions can be modular, hybrid,
or integral.

• For 0 � Cs < p2E , we get the following problem.

Problem 8.1.

max R D fR3; R4; R5; R6g I

s.t. 0 � Cs < p2E :

If the cost of HSI Cs is very low, e.g., Cs < p2E , then using the HSI to get global
performance benefit is always optimal (i.e., integral architecture). Moreover, if the
cost of SI (C ) is not expensive, then both SIs should be used to support the HSI.
Therefore, optimal models should be those found in Equations 8.3 and 8.6.

Comparing with the model in Equation 8.3, the benefit of Equation 8.6 is that the
HSI is used only when both strongly related interfaces are geometrically nested. If
any or both are not nested (this happens with probability 1 �p1p2), the HSI will not
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be used (since we ignore p3W ). Thus, the model in Equation 8.6 saves Cs.1�p1p2/

and needs the costs of two SIs 2C , if 2C < Cs.1�p1p2/, using all three integrators;
otherwise, using only HSI.

We summarize this conclusion in the following proposition.

Proposition 8.2. Assume 0 � Cs < p2E .

Select integral architecture, and
if 2Co< Z1, using all three integrators to realize it (i.e., R6/,
where Z1 D Cs.1 � p1p2/;
Otherwise, using HSI only to realize it (i.e., R3/.

• For p2E � Cs < p1E , we get the following problem.

Problem 8.2.

max R D fR3; R4; R5; R6g I

s.t. p2E � Cs < p1E :

Comparing values of R3; R4; R5; R6 in Problem 8.2 with those in Problem 8.1,
the only change is the value of R4. Therefore, the optimal models are those in Equa-
tions 8.6 and 8.3 from Proposition 8.2, and Equation 8.4 from R4.

For the model in Equation 8.6, we first compare it with Equation 8.4. The ben-
efit of Equation 8.6 is that it saves the cost of the HSI when the first interface is
geometrically nested (this happens with probability p1) but the second interface
is not, i.e., p1.1 � p2/Cs. The model in Equation 8.6 also gets benefits when the
first interface is not nested (this happens with probability 1 � p1) but the sec-
ond one is, i.e., .1 � p1/p2E . However, the model in Equation 8.6 costs one C

more than in Equation 8.4. Therefore, if C < p1.1 � p2/Cs C .1 � p1/p2E , or
2C < 2p2E � 2p1p2Cs � 2p1p2E C 2p1Cs, the model in Equation 8.6 is supe-
rior to Equation 8.4. As mentioned in Proposition 8.2, if 2C < Z1, Equation 8.6 is
superior to Equation 8.3. Thus, if 2C < minfZ1; Z2g, the model in Equation 8.6 is
the optimal model, where Z2 D 2p2E � 2p1p2Cs � 2p1p2E C 2p1Cs.

For the model represented by Equation 8.3, we first compare it with the model
in Equation 8.4. The benefit of Equation 8.3 is that it saves a SI cost C . By using
the model in Equation 8.4, the HSI is only used if the first interface is geometrically
nested (this happens with probability p1). Thus, Equation 8.4 saves .1 � p1/Cs, but
loses .1 � p1/p2E . That is, if C > .1 � p1/.Cs � p2E/, or 2C > Z3, where
Z3 D 2p1p2E � 2p2E C 2Cs.1 � p1/, Equation 8.3 is superior to Equation 8.4. As
mentioned in Proposition 8.2, if 2C > Z1, the model in Equation 8.3 is superior to
the model in Equation 8.6. Thus, if 2C > maxfZ1; Z3g, the model in Equation 8.3
is the optimal decision.

We summarize this conclusion in the following proposition

Proposition 8.3. Assume p2E � Cs < p1E .

If 2C < minfZ1; Z2g, use all three integrators to realize integral architec-

ture R6.
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If 2C > maxfZ1; Z3g, use HSI only to realize integral architecture R3.

Otherwise, use a SI to realize the first interface firstly, then use HSI to realize

integral architecture R4.

• For p1E � Cs < p1E C p2E C p1p2T , we get the following problem.

Problem 8.3.

max R D fR3; R4; R5; R6g I

s.t. p1E � Cs < p1E C p2E C p1p2T :

Similarly, comparing with Proposition 8.3, the only change is the value of R5.
Thus, the optimal model is either Equation 8.6, 8.3, 8.4, or 8.5.

For the model in Equations 8.6 and 8.3, the discussions are similar with Propo-
sition 8.3. The only difference is that we also need to compare with the net benefit
from the model in Equation 8.5, R5. Since the model in Equation 8.5 is similar and
symmetric to the model in Equation 8.4, we thus omit the detail here.

For the model in Equation 8.4, it is easy to show from Proposition 8.3 that if
2C > Z2, then Equation 8.4 is superior to Equation 8.6; and if 2C < Z3, then
the model in Equation 8.4 is superior to Equation 8.3. Thus, the only thing left
is the comparison between the models in Equations 8.4 and 8.5. The models in
Equations 8.4 and 8.5 are the same in structure; the only difference is the probability.
Comparing with the model in Equation 8.5, Equation 8.4 has a high probability p1,
to get benefits E , but it also has a high probability, p1, to waste the cost of the HSI,
Cs. Therefore, if Cs < E , the model in Equation 8.4 is superior to Equation 8.6.
Conclusively, if Z2 < 2C < Z3 and Cs < E, the model in Equation 8.4 is the
optimal decision.

We summarize this conclusion in the following proposition.

Proposition 8.4. Assume p1E � Cs < p1E C p2E C p1p2T .

If 2C < minfZ1; Z4; Z2g, use all three integrators to realize integral architec-

ture R6, where Z4 D 2p1E � 2p1p2Cs � 2p1p2E C 2p2Cs.

If 2C > maxfZ1; Z5; Z3g, use HSI only to realize integral architecture R3,

where Z5 D 2p1p2E � 2p1E C 2Cs.1 � p2/.

If Z2 < 2C < Z3 and Cs < E , use a SI to realize the first interface firstly, then

use HSI to realize integral architecture R4.

Otherwise, use a SI to realize the second interface firstly, then use HSI to realize

integral architecture R5.

• For p1E C p2E C p1p2T � Cs < p2E C p2T , we get the following problem.

Problem 8.4.

max R D fR3; R4; R5; R6g I

s.t. p1E C p2E C p1p2T � Cs < p2E C p2T :
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Comparing with Proposition 8.4, the only change is the value of R3, where its
value is zero. The model in Equation 8.3 is no longer an optimal model. Thus, the
optimal model is either Equation 8.6, 8.4, or 8.5.

For the model in Equation 8.6, it is easy to show from Proposition 8.3 that if
2C < Z2, then Equation 8.6 is superior to the model in Equation 8.4; and from
Proposition 8.4, if 2C < Z4, then Equation 8.6 is superior to the model in Equa-
tion 8.5. Therefore, if 2C < minfZ2; Z4g, Equation 8.6 is the optimal decision.

The analysis of Equation 8.4 is the same as in Proposition 8.4. We summarize
this conclusion in the following proposition.

Proposition 8.5. Assume p1E C p2E C p1p2T � Cs < p2E C p2T .

If 2C < minfZ2; Z4g, use all three integrators to realize integral architec-

ture R6.

If 2C > Z2 and Cs < E , use a SI to realize the first interface firstly, then use

HSI to realize integral architecture R4.

Otherwise, use a SI to realize the second interface firstly, then use HSI to realize

integral architecture R5.

• For p2E C p2T � Cs < p1E C p1T , we get the following problem.

Problem 8.5.

max R D fR3; R4; R5; R6g I

s.t. p2E C p2T � Cs < p1E C p1T :

Comparing with Proposition 8.5, the only change is the value of R4. Now the
cost of the HSI is high enough that makes using the HSI in the model in Equa-
tion 8.4 no longer an optimal decision. Thus, the optimal model is either the model
in Equation 8.6, the model in Equation 8.4 but without the HSI, or the model in
Equation 8.5.

For the model in Equation 8.6, the comparison with the model in Equation 8.5
is the same as before. Comparing with the model in Equation 8.4, the benefit of
the model in Equation 8.6 is that it gets benefits from the second interface, p2E . If
both interfaces are geometrically nested, this happens with probability p1p2, then
the HSI is used to get the global performance benefits T . The cost is a SI with
probability p2. Therefore, if C < p2E C p1p2.T � Cs/, the model in Equation 8.6
is superior to the model in Equation 8.4. Summarily, if 2C < minfZ6; Z4g, the
model in Equation 8.6 is the optimal decision.

For the model in Equation 8.5, the comparison with the model in Equation 8.6 is
the same as before. Comparing with the model in Equation 8.5, the benefits of the
model in Equation 8.4 are the benefits from the first interface, p1E . On the other
hand, the benefits of the model in Equation 8.5 relative to the model in Equation 8.4
are the benefits of the second interface, p2E , and if the second interface is geometri-
cally nested, this happens with probability p2, then the HSI is used to get the benefit
from the first interface as well as the the global performance benefit T . Minus the
cost of the HSI. Therefore, if .p2E C p2.p1E C p1T � Cs// � p1E > 0, that is,
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if Cs < Z7, the model in Equation 8.5 is superior to the model in Equation 8.4.
Summarily, if 2C > Z4 and Cs < Z7, the model in Equation 8.5 is the optimal
decision.

We summarize this conclusion in the following proposition.

Proposition 8.6. Assume p2E C p2T � Cs < p1E C p1T .

If 2C < minfZ6; Z4g, use all three integrators to realize integral architec-

ture R6, where Z6 D 2p2E C 2p1p2.T � Cs/.

If 2C > Z4 and Cs < Z7, use a SI to realize the second interface firstly, then

use HSI to realize integral architecture R5, where

Z7 D .p2E � p1E C p2.p1E C p1T //=p2 :

Otherwise, select a hybrid architecture: use a SI only to realize the first inter-

face R4.

• For p1E C p1T � Cs < 1, we get the following problem.

Problem 8.6.

max R D fR3; R4; R5; R6g I

s.t. p1E C p1T � Cs < 1 :

Comparing with Proposition 8.6, the only change is the value of R5. Now the cost
of the HSI is high enough that makes using a HSI in the model in Equation 8.5 no
longer an optimal decision. In this case, since the model in Equation 8.5 has a low
probability, it is an absolute suboptimal decision to the model in Equation 8.4. Thus,
the optimal decision is either the model in Equation 8.6 or the model in Equation 8.4.
The comparison between the models in Equations 8.6 and 8.4 is the same as before.

We summarize this conclusion in the following proposition.

Proposition 8.7. Assume p1E C p1T � Cs < 1.

If 2C < Z6, use all three integrators to realize integral architecture R6.

Otherwise, select a hybrid architecture: use a SI only to realize the first inter-

face R4.

8.4.3 Implications

So far the analysis has focused on the comparison of product architecture decisions
under different costs. In this section, we consider some of the empirical implications
obtained from the comparative analysis in the prior sections.

First, Ulrich (1995) asserts that “no single architecture is optimal in all cases.” It
is intuitive to ask if there is architecture that is suboptimal in all cases? The finding
from the analytical models is summarized in Corollary 8.1.
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Corollary 8.1. There is no single architecture that is optimal in all cases, whereas

there are architectures that are always suboptimal.

Corollary 8.1 can be shown directly from Proposition 8.1, in which no architec-
ture is always optimal in all three cases and Hybrid-II (see Figure 8.12) is suboptimal
in all cases.

Second, previous studies have summarized many benefits of modular architec-
ture, which include products variety, components commonality, upgradability, and
others. However, as shown in the above analytical models and indicated by Ulrich
(1995), modular architecture cannot achieve global performance, thus we summa-
rize this as the following corollary.

Corollary 8.2. Under consideration of the global performance, modular architec-

ture is an absolutely suboptimal decision.

Corollary 8.2 can simply be verified by checking Propositions 8.2–8.7; among
them, modular architecture is never a candidate for the optimal architecture.

Third, opposite to Corollary 8.2, global performance can only be optimized
through an integral architecture. Similarly, Fujimoto (2004) gives a large number
of evidences to show that many high-value added products adopt integral architec-
ture. Therefore, we give an intuitive corollary as follows.

Corollary 8.3. To obtain global performance, achieving integral architecture is an

all-the-time candidate for optimal architecture.

Corollary 8.3 can also be verified by checking Propositions 8.2–8.7; among them,
using all three integrators to realize an integral architecture is the only all-the-time
candidate for optimal architecture. Corollary 8.3 indicates an important truth: the
model in Equation 8.6 is independent of the cost Cs. No matter how high the cost of
the HSI may be, the model in Equation 8.6, i.e., using all three integrators, is always
a choice for optimal strategic decision. The reason is the global performance benefit
brought by the integral architecture.

Finally, we consider the product development process. The HSI plays an impor-
tant role in obtaining global performance. Thus, a corollary related to HSI is given
as follows.

Corollary 8.4. If the global performance benefit T is sufficiently large, then using

a HSI to reap it is always an optimal decision.

Since T is very large, we can get p1E Cp2E Cp2p2T > Cs. From Propositions
8.2–8.4, we can find all optimal decisions involve using a HSI.

8.5 A Summary of the Model

In this section, we summarize the model analyzed in the last section into a decision
tree. Decision tree is a powerful tool which is frequently used in the areas of data
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Figure 8.13 A decision tree model

mining and probability theory. One of the advantages of decision tree is that it can
describe complex models into a simple tree structure. The decision tree is depicted
in the following Figure 8.13.

We use a simple example to illustrate the decision tree model. The example is
a three-function three-interface product. Because most data related to this research
are secrets of companies, we use simulated data to show the model. The data is given
as follows.

The benefit from the global performanceT is 100. The benefit from the geometric
nesting E is 35. The costs of the HSI Cs and system integrator C are 40 and 20,
respectively. The probabilities of realization of the two geometric nestings p1, and
p2 are 0.8 and 0.6, respectively.

Because p1E D 0:8�35 D 28 and p1E Cp2E Cp2p2T D 0:8�35C0:6�35C

0:8�0:6�100 D 97, thus p1E � Cs < p1ECp2ECp2p2T . Proposition 8.4 should
be used to decide the product architecture. Because Z1 D Cs.1 � p1p2/ D 20:8,
Z3 D 2p1p2E�2p2EC2Cs.1�p1/ D 7:6, Z5 D 2p1p2E�2p1EC2Cs.1�p2/ D

9:6, and 2C D 40; thus, 2C > maxfZ1; Z5; Z3g. In this way, the HSI only is
used to realize the integral product architecture. The profit from this strategy is
R3 D .p1 C p2/E C p1p2T � Cs D 57.
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8.6 Conclusion

By using examples of multifunction products and small size, this chapter has shown
the impact of global performance on the choice of product architecture during the
product development process. We have focused on analytic models whose objectives
are obtaining global performance of the product through a modular/hybrid/integral
architecture. Trade-offs between costs and expected benefits from different product
architectures have been analyzed and compared. We also have given some empiri-
cal implications obtained from comparative study. However, the models developed
in this chapter are only dedicated to products which have a simple architecture struc-
ture, for example, multifunction products. Therefore, we suggest future research on
models that can analyze products that have a complex architecture structure, for
example, automobiles. Also, many other factors such as customer demand, risk as-
sessment and so on need to be considered in the future study.
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Chapter 9

Application of Cluster Analysis
to Cellular Manufacturing

The primary motivation for adopting cellular manufacturing is the globalization and
intense competition in the current marketplace. The initial step in the design of a cel-
lular manufacturing system is the identification of part families and machine groups
and forming manufacturing cells so as to process each part family within a machine
group with minimum intercellular movements of parts. One methodology to man-
ufacturing cells is the use of similarity coefficients in conjunction with clustering
procedures. In this chapter, we give a comprehensive overview and discussion for
similarity coefficients developed to date for use in solving the cell formation prob-
lem. Despite previous studies indicated that the similarity coefficients-based method
(SCM) is more flexible than other cell formation methods, none of the studies has
explained the reason why SCM is more flexible. This chapter tries to explain the rea-
son explicitly. To summarize various similarity coefficients, we develop a taxonomy
to clarify the definition and usage of various similarity coefficients in designing
cellular manufacturing systems. Existing similarity (dissimilarity) coefficients de-
veloped so far are mapped onto the taxonomy. Additionally, production information
based similarity coefficients are discussed and a historical evolution of these simi-
larity coefficients is outlined. Although many similarity coefficients have been pro-
posed, very fewer comparative studies have been done to evaluate the performance
of various similarity coefficients. In this chapter, we compare the performance of
twenty well-known similarity coefficients. More than two hundred numerical cell
formation problems, which are selected from the literature or generated deliberately,
are used for the comparative study. Nine performance measures are used for evalu-
ating the goodness of cell formation solutions. Two characteristics, discriminability
and stability of the similarity coefficients are tested under different data conditions.
From the results, three similarity coefficients are found to be more discriminable;
Jaccard is found to be the most stable similarity coefficient. Four similarity coeffi-
cients are not recommendable due to their poor performances.

9.1 Introduction

Group technology (GT) is a manufacturing philosophy that has attracted a lot of
attention because of its positive impacts in the batch-type production. Cellular man-

Y. Yin et al., Data Mining. © Springer 2011 157



158 9 Application of Cluster Analysis to Cellular Manufacturing

ufacturing (CM) is one of the applications of GT principles to manufacturing. In the
design of a CM system, similar parts are groups into families and associated ma-
chines into groups so that one or more part families can be processed within a single
machine group. The process of determining part families and machine groups is
referred to as the cell formation (CF) problem.

CM has been considered as an alternative to conventional batch-type manufac-
turing where different products are produced intermittently in small lot sizes. For
batch manufacturing, the volume of any particular part may not be enough to require
a dedicated production line for that part. Alternatively, the total volume for a family
of similar parts may be enough to efficiently utilize a machine-cell (Miltenburg and
Zhang 1991).

It has been reported (Seifoddini 1989a) that employing CM may help overcome
major problems of batch-type manufacturing including frequent setups, excessive
in-process inventories, long through-put times, complex planning and control func-
tions, and provides the basis for implementation of manufacturing techniques such
as just-in-time (JIT) and flexible manufacturing systems (FMS).

A large number of studies related to GT/CM have been performed both in
academia and industry. Reisman et al. (1997) gave a statistical review of 235 ar-
ticles dealing with GT and CM over the years 1965 through 1995. They reported
that the early (1966–1975) literature dealing with GT/CM appeared predominantly
in book form. The first written material on GT was Mitrofanov (1966) and the first
journal paper that clearly belonged to CM appeared in 1969 (Optiz et al. 1969).
Reisman et al. (1997) also reviewed and classified these 235 articles on a five-point
scale, ranging from pure theory to bona fide applications. In addition, they analyzed
seven types of research processes used by authors.

There are many researchable topics related to cellular manufacturing. Wemmer-
löv and Hyer (1987) presented four important decision areas for group technology
adoption: applicability, justification, system design, and implementation. A list of
some critical questions was given for each area.

Applicability, in a narrow sense, can be understood as feasibility (Wemmerlöv
and Hyer 1987). Shafer et al. (1995) developed a taxonomy to categorize manufac-
turing cells. They suggested three general cell types: process cells, product cells, and
other types of cells. They also defined four shop layout types: product cell layouts,
process cell layouts, hybrid layouts, and mixture layouts. Despite the growing at-
traction of cellular manufacturing, most manufacturing systems are hybrid systems
(Wemmerlöv and Hyer 1987; Shambu and Suresh 2000). A hybrid CM system is
a combination of both a functional layout and a cellular layout. Some hybrid CM
systems are unavoidable, since some processes such as painting or heat treatment
are frequently more efficient and economic to keep the manufacturing facilities in
a functional layout.

Implementation of a CM system contains various aspects such as human, ed-
ucation, environment, technology, organization, management, evaluation and even
culture. Unfortunately, only a few papers have been published related to these ar-
eas. Research reported on the human aspect can be found in Fazakerley (1976),
Burbidge et al. (1991), Beatty (1992), and Sevier (1992). Some recent studies on
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implementation of CM systems are Silveira (1999), and Wemmerlöv and Johnson
(1997, 2000).

The problem involved in justification of cellular manufacturing systems has re-
ceived a lot of attention. Much of the research was focused on the performance
comparison between cellular layout and functional layout. A number of researchers
support the relative performance supremacy of cellular layout over functional lay-
out, while others doubt this supremacy. Agrawal and Sarkis (1998) gave a review
and analysis of comparative performance studies on functional and CM layouts.
Shambu and Suresh (2000) studied the performance of hybrid CM systems through
a computer simulation investigation.

System design is the most researched area related to CM. Research topics in this
area include cell formation (CF), cell layout (Kusiak and Heragu 1987; Balakrish-
nan and Cheng 1998; Liggett 2000), production planning (Mosier and Taube 1985a;
Singh 1996), and others (Lashkari et al. 2004; Solimanpur et al. 2004). CF is the
first, most researched topic in designing a CM system. Many approaches and meth-
ods have been proposed to solve the CF problem. Among these methods, production
flow analysis (PFA) is the first one, which was used by Burbidge (1971) to rearrange
a machine-part incidence matrix on trial and error until an acceptable solution is
found. Several review papers have been published to classify and evaluate various
approaches for CF; some of them will be discussed in this chapter. Among various
cell formation models, those based on the similarity coefficient method (SCM) are
more flexible in incorporating manufacturing data into the machine-cells formation
process (Seifoddini 1989a). In this chapter, an attempt has been made to develop
a taxonomy for a comprehensive review of almost all similarity coefficients used
for solving the cell formation problem.

Although numerous CF methods have been proposed, fewer comparative studies
have been done to evaluate the robustness of various methods. Part of the reason
is that different CF methods include different production factors, such as machine
requirement, setup times, utilization, workload, setup cost, capacity, part alternative
routings, and operation sequences. Selim et al. (1998) emphasized the necessity to
evaluate and compare different CF methods based on the applicability, availability,
and practicability. Previous comparative studies include Mosier (1989), Chu and
Tsai (1990), Shafer and Meredith (1990), Miltenburg and Zhang (1991), Shafer and
Rogers (1993), Seifoddini and Hsu (1994), and Vakharia and Wemmerlöv (1995).

Among the above seven comparative studies, Chu and Tsai (1990) examined
three array-based clustering algorithms: rank order clustering (ROC) (King 1980),
direct clustering analysis (DCA) (Chan and Milner 1982), and bond energy anal-
ysis (BEA) (McCormick et al. 1972). Shafer and Meredith (1990) investigated
six cell formation procedures: ROC, DCA, cluster identification algorithm (CIA)
(Kusiak and Chow 1987), single linkage clustering (SLC), average linkage clus-
tering (ALC), and an operation sequences-based similarity coefficient (Vakharia
and Wemmerlöv 1990). Miltenburg and Zhang (1991) compared nine cell forma-
tion procedures. Some of the compared procedures are combinations of two differ-
ent algorithms A1/A2. A1/A2 denotes using A1 (algorithm 1) to group machines
and using A2 (algorithm 2) to group parts. The nine procedures include: ROC,
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SLC/ROC, SLC/SLC, ALC/ROC, ALC/ALC, modified ROC (MODROC) (Chan-
drasekharan and Rajagopalan 1986b), ideal seed non-hierarchical clustering (ISNC)
(Chandrasekharan and Rajagopalan 1986a), SLC/ISNC, and BEA.

The other four comparative studies evaluated several similarity coefficients. We
will discuss them in the later sections.

9.2 Background

This section gives a general background of machine part CF models and detailed
algorithmic procedures of the SCM.

9.2.1 Machine-part Cell Formation

The CF problem can be defined as: “if the number, types, and capacities of produc-
tion machines, the number and types of parts to be manufactured, and the routing
plans and machine standards for each part are known, which machines and their
associated parts should be grouped together to form cell?” (Wei and Gaither 1990).
Numerous algorithms, heuristic or non-heuristic, have emerged to solve the cell
formation problem. A number of researchers have published review studies for ex-
isting CF literature (refer to King and Nakornchai 1982; Kumar and Vannelli 1983;
Mosier and Taube 1985a; Wemmerlöv and Hyer 1986; Chu and Pan 1988; Chu
1989; Lashkari and Gunasingh 1990; Kamrani et al. 1993; Singh 1993; Offodile
et al. 1994; Reisman et al. 1997; Selim et al. 1998; Mansouri et al. 2000). Some
timely reviews are summarized as follows.

Singh (1993) categorized numerous CF methods into the following subgroups:
part coding and classifications, machine-component group analysis, similarity co-
efficients, knowledge-based, mathematical programming, fuzzy clustering, neural
networks, and heuristics.

Offodile et al. (1994) employed a taxonomy to review the machine-part CF mod-
els in CM. The taxonomy is based on the Mehrez et al. (1988) five-level conceptual
scheme for knowledge representation. Three classes of machine-part grouping tech-
niques have been identified: visual inspection, part coding and classification, and
analysis of the production flow. They used the production flow analysis segment to
discuss various proposed CF models.

Reisman et al. (1997) gave a most comprehensive survey. A total of 235 CM pa-
pers were classified based on seven alternative, but not mutually exclusive, strategies
used in Reisman and Kirshnick (1995).

Selim et al. (1998) developed a mathematical formulation and a methodology-
based classification to review the literature on the CF problem. The objective func-
tion of the mathematical model is to minimize the sum of costs for purchasing ma-
chines, variable cost of using machines, tooling cost, material handling cost, and
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amortized worker training cost per period. The model is combinatorially complex
and will not be solvable for any real problem. The classification used in this chapter
is based on the type of general solution methodology. More than 150 works have
been reviewed and listed in the reference.

9.2.2 Similarity Coefficient Methods (SCM)

A large number of similarity coefficients have been proposed in the literature. Some
of them have been utilized in connection with CM. SCM rely on similarity measures
in conjunction with clustering algorithms. It usually follows a prescribed set of steps
(Romesburg 1984), the main one is as follows.

1. Form the initial machine-part incidence matrix, whose rows are machines and
columns stand for parts. The entries in the matrix are 0s or 1s, which indicate
a part need or need not a machine for a production. An entry aik is defined as
follows.

aik D

(

1 if part k visits machine i ;

0 otherwise .
(9.1)

The following are definitions:
i machine index (iD 1; : : :; M)
kpart index (kD 1; : : :; P)
M number of machines
Pnumber of parts.

2. Select a similarity coefficient and compute similarity values between machine
(part) pairs and construct a similarity matrix. An element in the matrix repre-
sents the sameness between two machines (parts).

3. Use a clustering algorithm to process the values in the similarity matrix, which
results in a diagram called a tree, or dendrogram, that shows the hierarchy of
similarities among all pairs of machines (parts). Find the machines groups (part
families) from the tree or dendrogram, check all predefined constraints such as
the number of cells, cell size, etc.

9.3 Why Present a Taxonomy on Similarity Coefficients?

Before answering the question, “why present a taxonomy on similarity coefficients,”
we need to answer the following question first: “why are similarity coefficient meth-
ods more flexible than other cell formation methods?”

In this section, we present past review studies on similarity coefficients, discuss
their weaknesses and confirm the need of a new review study from the viewpoint of
the flexibility of SCM.
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9.3.1 Past Review Studies on SCM

Although a large number of similarity coefficients exist in the literature, very few re-
view studies have been performed on similarity coefficients. Three review papers on
similarity coefficients (Shafer and Rogers 1993a; Sarker 1996; Mosier et al. 1997)
are available in the literature.

Shafer and Rogers (1993a) provided an overview of similarity and dissimilarity
measures applicable to cellular manufacturing. They introduced general measures
of association firstly. Then, similarity and distance measures for determining part
families or clustering machine types are discussed. Finally, they concluded the pa-
per with a discussion of the evolution of similarity measures applicable to cellular
manufacturing.

Sarker (1996) reviewed a number of commonly used similarity and dissimilarity
coefficients. In order to assess the quality of solutions to the cell formation prob-
lem, several different performance measures are enumerated, and some experimen-
tal results provided by earlier researchers are used to evaluate the performance of
reviewed similarity coefficients.

Mosier et al. (1997) presented an impressive survey of similarity coefficients in
terms of structural form, and in terms of the form and levels of the information
required for computation. They particularly emphasized the structural forms of var-
ious similarity coefficients and made an effort for developing a uniform notation
to convert the originally published mathematical expression of reviewed similarity
coefficients into a standard form.

9.3.2 Objective of this Study

The three previous review studies provide important insights from different view-
points. However, we still need an updated and more comprehensive review to
achieve the following objectives.

• Develop an explicit taxonomy. To the best of our knowledge, none of the previous
articles have developed or employed an explicit taxonomy to categorize various
similarity coefficients. We discuss in detail the important role of taxonomy in the
Section 9.3.3.
Neither Shafer and Rogers (1993a) nor Sarker (1996) provided a taxonomic re-
view framework. Sarker (1996) enumerated a number of commonly used simi-
larity and dissimilarity coefficients; Shafer and Rogers (1993a) classified simi-
larity coefficients into two groups based on measuring the resemblance between
(1) part pairs, or (2) machine pairs.

• Give a more comprehensive review. Only a few similarity coefficient-related
studies have been reviewed by previous articles.
Shafer and Rogers (1993a) summarized 20 or more similarity coefficients related
research; most of the similarity coefficients reviewed in the Sarker (1996) paper
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need prior experimental data; Mosier et al. (1997) made some efforts to abstract
the intrinsic nature inherent in different similarity coefficients. Only a few simi-
larity coefficient-related studies have been cited in their paper.

Owing to the accelerated growth of the amount of research reported on similar-
ity coefficients subsequently, and owing to the discussed objectives above, there is
a need for a more comprehensive review of research to categorize and summarize
various similarity coefficients that have been developed in the past years.

9.3.3 Why SCM Are More Flexible

The cell formation problem can be extraordinarily complex, because of various
different production factors, including alternative process routings, operational se-
quences, production volumes, machine capacities, tooling times and others. Nu-
merous cell formation approaches have been developed, these approaches can be
classified into the following three groups:

• mathematical programming (MP) models;
• (meta-)heuristic algorithms (HA); and
• similarity coefficient methods (SCM).

Among these approaches, SCM is the application of cluster analysis to cell for-
mation procedures. Since the basic idea of GT depends on the estimation of the
similarities between part pairs and cluster analysis is the most basic method for es-
timating similarities, it is concluded that the SCM-based method is one of the most
basic methods for solving CF problems.

Despite previous studies (Seifoddini 1989a), which indicated that SCM-based
approaches are more flexible in incorporating manufacturing data into the machine-
cells formation process, none of the previous articles has explained the reason why
SCM-based methods are more flexible than other approaches such as MP and HA.
We try to explain the reason as follows.

For any concrete cell formation problem, there is generally no “correct” ap-
proach. The choice of the approach is usually based on the tool availability, ana-
lytical tractability, or simply personal preference. There are, however, two effective
principles that are considered reasonable and generally accepted for large and com-
plex problems. They are as follows.

Principle 9.1. Decompose the complex problem into several small conquerable
problems. Solve small problems, and then reconstitute the solutions.

All three groups of cell formation approaches (MP, HA, SCM) mentioned above
can use Principle 9.1 for solving complex cell formation problems. However, the
difficulty for this principle is that a systematic mean must be found for dividing one
complex problem into many small conquerable problems, and then reconstituting
the solutions. It is usually not easy to find such systematic means.
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Principle 9.2. It usually needs a complicated solution procedure to solve a com-
plex cell formation problem. The second principle is to decompose the complicated
solution procedure into several small tractable stages.

Comparing with MP and HA-based methods, the SCM-based method is more
suitable for Principle 9.2. We use a concrete cell formation model to explain this
conclusion. Assume there is a cell formation problem that incorporates two produc-
tion factors: production volume and operation time of parts.

1. MP, HA. By using MP, HA-based methods, the general way is to construct
a mathematical or non-mathematical model that takes into account production
volume and operation time, and then the model is analyzed, optimal or heuristic
solution procedure is developed to solve the problem. The advantage of this way
is that the developed model and solution procedure are usually unique for the
original problem. So, even if they are not the “best” solutions, they are usually
“very good” solutions for the original problem. However, there are two disad-
vantages inherent in the MP, HA-based methods.
Firstly, extension of an existing model is usually difficult work. For example,
if we want to extend the above problem to incorporate other production factors
such as alternative process routings and operational sequences of parts, what
we need to do is to extend the old model to incorporate additional production
factors or construct a new model to incorporate all required production factors:
production volumes, operation times, alternative process routings and opera-
tional sequences. Without further information, we do not know which one is
better; in some cases extending the old one is more efficient and economical, in
other cases constructing a new one is more efficient and economical. However,
in most cases both extension and construction are difficult and costly works.
Secondly, no common or standard ways exist for MP, HA to decompose a com-
plicated solution procedure into several small tractable stages. To solve a com-
plex problem, some researchers decompose the solution procedure into several
small stages. However, the decomposition is usually based on the experience,
ability and preference of the researchers. There are, however, no common or
standard ways that exist for decomposition.

2. SCM. SCM is more flexible than MP, HA-based methods, because it overcomes
the two mentioned disadvantages of MP, HA. We have introduced in Section 2.2
that the solution procedure of SCM usually follows a prescribed set of steps:

Step 1 Get input data.
Step 2 Select a similarity coefficient.
Step 3 Select a clustering algorithm to get machine cells.

Thus, the solution procedure is composed of three steps, this overcomes the sec-
ond disadvantage of MP, HA. We show how to use SCM to overcome the first
disadvantage of MP, HA as follows.
An important characteristic of SCM is that the three steps are independent from
each other. That means the choice of the similarity coefficient in step 2 does
not influence the choice of the clustering algorithm in step 3. For example, if
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we want to solve the production volumes and operation times considered in the
cell formation problem mentioned before, after getting the input data we se-
lect a similarity coefficient that incorporates production volumes and operation
times of parts; finally we select a clustering algorithm (for example ALC algo-
rithm) to get machine cells. Now we want to extend the problem to incorporate
additional production factors: alternative process routings and operational se-
quences. We re-select a similarity coefficient that incorporates all required four
production factors to process the input data, and since step 2 is independent from
step 3, we can easily use the ALC algorithm selected before to get new machine
cells. Thus, comparing with MP, HA-based methods, SCM is very easy to ex-
tend a cell formation model.
Therefore, according to the above analysis, SCM-based methods are more flex-
ible than MP, HA-based methods for dealing with various cell formation prob-
lems. To take full advantage of the flexibility of SCM and to facilitate the selec-
tion of similarity coefficients in step 2, we need an explicit taxonomy to clarify
and classify the definition and usage of various similarity coefficients. Unfor-
tunately, none such taxonomies have been developed in the literature, so in the
next section we will develop a taxonomy to summarize various similarity coef-
ficients.

9.4 Taxonomy for Similarity Coefficients Employed

in Cellular Manufacturing

Different similarity coefficients have been proposed by researchers in different
fields. A similarity coefficient indicates the degree of similarity between object
pairs. A tutorial of various similarity coefficients and related clustering algorithms
are available in the literature (Anderberg 1973; Bijnen 1973; Sneath and Sokal 1973;
Arthanari and Dodge 1981; Romesburg 1984; Gordon 1999). In order to classify
similarity coefficients applied in CM, a taxonomy is developed and shown in Fig-
ure 9.1. The objective of the taxonomy is to clarify the definition and usage of vari-
ous similarity or dissimilarity coefficients in designing CM systems. The taxonomy
is a five-level framework numbered from level 0 to 4. Level 0 represents the root of
the taxonomy. The detail of each level is described as follows.

Level 1 l 1 categorizes existing similarity coefficients into two distinct groups:
problem-oriented similarity coefficients (l 1.1) and general-purpose similarity
coefficients (l 1.2). Most of the similarity coefficients introduced in the field of
numerical taxonomy are classified in l 1.2 (general-purpose), which are widely
used in a number of disciplines, such as psychology, psychiatry, biology, soci-
ology, the medical sciences, economics, archeology and engineering. The char-
acteristic of this type of similarity coefficient is that they always maximize the
similarity value when two objects are perfectly similar.

On the other hand, problem-oriented (l 1.1) similarity coefficients aim at evalu-
ating the predefined specific “appropriateness” between object pairs. This type of
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Level 0

Level 1

Level 2

Level 3

Level 4

(dis)Similarity coefficients ( l 0) 

General-purpose ( l 1.2) Problem-oriented ( l 1.1) 

Binary data based ( l 2.1) Production information based ( l 2.2) 

Alternative

process plan 

( l 3.1) 

Operation se-

quence ( l 3.2) 

Weight 

factor 

( l 3.3) 

Others

( l 3.4) 

Production volume 

( l 4.1) 

Operation time 

( l 4.2) 

Others

( l 4.3) 

Figure 9.1 A taxonomy for similarity coefficients

similarity coefficient is designed specially to solve specific problems, such as CF.
They usually include additional information and do not need to produce maximum
similarity value even if the two objects are perfectly similar. Two less similar objects
can produce a higher similarity value due to their “appropriateness” and more simi-
lar objects may produce a lower similarity value due to their “inappropriateness.”

We use three similarity coefficients to illustrate the difference between the
problem-oriented and general-purpose similarity coefficients. Jaccard is the most
commonly used general-purpose similarity coefficient in the literature. The Jaccard
similarity coefficient between machine i and machine j is defined as follows.

sij D
a

aC b C c
; 0 � sij � 1 (9.2)

where
a is the number of parts visited both machines,
b is the number of parts visited machine i but not j , and
c is the number of parts visited machine j but not i .

Two problem-oriented similarity coefficients, MaxSC (Shafer and Rogers 1993b)
and commonality score (CS) (Wei and Kern 1989), are used to illustrate this com-
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parison. MaxSC between machine i and machine j is defined as follows:

msij D max

�

a

aC b
;

a

aC c

�

; 0 � msij � 1 (9.3)

and CS between machine i and machine j is calculated as follows:

cij D

P
X

kD1

ı.aik; ajk/ (9.4)

where

ı.aik; ajk/ D

8

ˆ

<

ˆ

:

.P � 1/ ; if aik D ajk D 1

1 ; if aik D ajk D 0

0 ; if aik ¤ ajk :

(9.5)

aik D

(

1 ; if machine i uses part k;

0 ; otherwise :
(9.6)

The kpart index (kD 1; : : :; P) is the kth part in the machine-part matrix.
We use Tables 9.1 and 9.2 to illustrate the “appropriateness” of problem-oriented

similarity coefficients. Table 9.1 is a machine-part incidence matrix whose rows rep-
resent machines and columns represent parts. The Jaccard coefficient sij , MaxSC
coefficient msij and commonality score cij of machine pairs in Table 9.1 are calcu-
lated and given in Table 9.2.

The characteristic of general-purpose similarity coefficients is that they always
maximize similarity value when two objects are perfectly similar. Among the four
machines in Table 9.1, we find that machine 2 is a perfect copy of machine 1, and
they should have the highest value of similarity. We also find that the degree of

Table 9.1 Illustrative machine-part matrix for the “appropriateness”

Part
p1 p2 p3 p4 p5 p6 p7 p8 p9 p10 p11 p12 p13 p14

Machine m1 1 1 1
m2 1 1 1
m3 1 1 1 1
m4 1 1 1 1 1 1 1

Table 9.2 Similarity values of Jaccard, MaxSC and CS of Table 9.1

Similarity values, sij , msij and cij

i D 1; j D 2 i D 3; j D 4 i D 1 or 2, j D 3 i D 1 or 2, j D 4

Jaccard sij 1 4=7 3=4 3=7
MaxSC msij 1 1 1 1
CS cij 50 59 49 46
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similarity between machines 3 and 4 is lower than that of machines 1 and 2. The
results of Jaccard in Table 9.2 reflect our finds clearly. That is, max.sij / D s12 D 1,
and s12 > s34.

Problem-oriented similarity coefficients are designed specially to solve CF prob-
lems. CF problems are multi-objective decision problems. We define the “appropri-
ateness” of two objects as the degree of possibility to achieve the objectives of CF
models by grouping the objects into the same cell. Two objects will obtain a higher
degree of “appropriateness” if they facilitate achieving the predefined objectives,
and vice versa. As a result, two less similar objects can produce a higher similarity
value due to their “appropriateness” and more similar objects may produce a lower
similarity value due to their “inappropriateness.” Since different CF models aim at
different objectives, the criteria of “appropriateness” are also varied. In short, for
problem-oriented similarity coefficients, rather than evaluating the similarity be-
tween two objects, they evaluate the “appropriateness” between them.

MaxSC is a problem-oriented similarity coefficient (Shafer and Rogers 1993b).
The highest value of MaxSC is given to two machines if the machines process ex-
actly the same set of parts or if one machine processes a subset of the parts processed
by the other machine. In Table 9.2, all machine pairs obtain the highest MaxSC value
even if not all of them are perfectly similar. Thus, in the procedure of cell formation,
no difference can be identified from the four machines by MaxSC.

CS is another problem-oriented similarity coefficient (Wei and Kern 1989). The
objective of CS is to recognize not only the parts that need both machines, but
also the parts on which the machines both do not process. Some characteristics
of CS have been discussed by Yasuda and Yin (2001). In Table 9.2, the highest
CS is produced between machine 3 and machine 4, even if the degree of similarity
between them is lower and even if machines 1 and 2 are perfectly similar. The result
s34 > s12 illustrates that two less similar machines can obtain a higher similarity
value due to the higher “appropriateness” between them.

Therefore, it is concluded that the definition of “appropriateness” is very impor-
tant for every problem-oriented similarity coefficient, it determines the quality of
CF solutions by using these similarity coefficients.

Level 2 In Figure 9.1, problem-oriented similarity coefficients can be further classi-
fied into binary data based (l 2.1) and production information-based (l 2.2) simi-
larity coefficients. Similarity coefficients in l2.1 only consider assignment infor-
mation, that is, a part need or need not have a machine to perform an operation.
The assignment information is usually given in a machine-part incidence matrix,
such as Table 9.1. An entry of “1” in the matrix indicates that the part needs
a operation by the corresponding machine. The characteristic of l 2.1 is simi-
lar to l 1.2, which also uses binary input data. However, as we mentioned above,
they are essentially different in the definition for assessing the similarity between
object pairs.

Level 3 In the design of CM systems, many manufacturing factors should be in-
volved when the cells are created, e.g., machine requirement, machine setup
times, utilization, workload, alternative routings, machine capacities, operation



9.5 Mapping SCM Studies onto the Taxonomy 169

sequences, setup cost and cell layout (Wu and Salvendy 1993). Choobineh and
Nare (1999) described a sensitivity analysis for examining the impact of ignored
manufacturing factors on a CMS design. Due to the complexity of CF problems,
it is impossible to take into consideration all of the real-life production factors
by a single approach. A number of similarity coefficients have been developed
in the literature to incorporate different production factors. In this chapter, we
use the three most researched manufacturing factors (alternative process routing
l3.1, operation sequence l 3.2 and weighted factors l 3.3) as the base to perform
the taxonomic review study.

Level 4 Weighted similarity coefficient is a logical extension or expansion of the bi-
nary data-based similarity coefficient. Merits of the weighted factor-based sim-
ilarity coefficients have been reported by previous studies (Mosier and Taube
1985b; Mosier 1989; Seifoddini and Djassemi 1995). This kind of similarity co-
efficient attempts to adjust the strength of matches or misses between object pairs
to reflect the resemblance value more realistically and accurately by incorporat-
ing object attributes.

The taxonomy can be used as an aid to identify and clarify the definition of
various similarity coefficients. In the next section, we will review and map similarity
coefficients related researches based on this taxonomy.

9.5 Mapping SCM Studies onto the Taxonomy

In this section, we map existing similarity coefficients onto the developed taxon-
omy and review academic studies through 5 tables. Tables 9.3 and 9.4 are general-
purpose (l 1.2) similarity/dissimilarity coefficients, respectively. Table 9.5 gives ex-
pressions of some binary data-based (l2.1) similarity coefficients, while Table 9.6
summarizes problem-oriented (l1.1) similarity coefficients. Finally, SCM related
academic researches are illustrated in Table 9.7.

Among the similarity coefficients in Table 9.3, eleven of them have been selected
by Sarker and Islam (1999) to address the issues relating to the performance of them
along with their important characteristics, appropriateness and applications to man-
ufacturing and other related fields. They also presented numerical results to demon-
strate the closeness of the eleven similarity and eight dissimilarity coefficients that
are presented in Table 9.4. Romesburg (1984) and Sarker (1996) provided detailed
definitions and characteristics of these eleven similarity coefficients, namely Jaccard
(Romesburg 1984), Hamann (Holley and Guilford 1964), Yule (Bishop et al. 1975),
simple matching (Sokal and Michener 1958), Sorenson (Romesburg 1984), Rogers
and Tanimoto (1960), Sokal and Sneath (Romesburg 1984), Rusell and Rao (Romes-
burg 1984), Baroni-Urbani and Buser (1976), Phi (Romesburg 1984), and Ochiai
(Romesburg 1984). In addition to these eleven similarity coefficients, Table 9.3 also
introduces several other similarity coefficients, namely PSC (Waghodekar and Sahu
1984), dot-product, Kulczynski, Sokal and Sneath 2, Sokal and Sneath 4, and rela-
tive matching (Islam and Sarker 2000). Relative matching coefficient was developed
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Table 9.3 Definitions and ranges of some selected general-purpose similarity coefficients (l 1.2)

Similarity coefficient Definition Sij Range

1. Jaccard a=.aC b C c/ 0–1

2. Hamann Œ.aC d / � .b C c/�=Œ.aC d / C .b C c/� �1–1

3. Yule .ad � bc/=.ad C bc/ �1–1

4. Simple matching .aC d /=.a C b C c C d / 0–1

5. Sorenson 2a=.2a C b C c/ 0–1

6. Rogers and Tanimoto .aC d /=Œa C 2.b C c/ C d � 0–1

7. Sokal and Sneath 2.aC d /=Œ2.a C d / C b C c� 0–1

8. Rusell and Rao a=.aC b C c C d / 0–1

9. Baroni-Urbani and Buser ŒaC .ad /1=2�=ŒaC b C c C .ad /1=2� 0–1

10. Phi .ad � bc/=

Œ.aC b/.aC c/.b C d /.c C d /�1=2 �1–1

11. Ochiai a=Œ.aC b/.a C c/�1=2 0–1

12. PSC a2=Œ.b C a/ � .c C a/� 0–1

13. Dot-product a=.b C c C 2a/ 0–1

14. Kulczynski 1=2Œa=.a C b/ C a=.aC c/� 0–1

15. Sokal and Sneath 2 a=ŒaC 2.b C c/� 0–1

16. Sokal and Sneath 4
1=4Œa=.a C b/ C a=.a C c/C
d =.b C d / C d =.c C d /�

0–1

17. Relative matching ŒaC .ad /1=2�=ŒaC b C c C d C .ad /1=2� 0–1

a number of parts that visit both machines
b number of parts that visit machine i but not j

c number of parts that visit machinej but not i

d number of parts that visit neither machine

recently, and considers a set of similarity properties such as no mismatch, minimum
match, no match, complete match and maximum match.

Table 9.4 shows eight most commonly used general-purpose (l1.2) dissimilarity
coefficients. The dissimilarity coefficient does reverse to those similarity coefficients
in Table 9.1. In Table 9.4, dij is the original definition of these coefficients, in order
to show the comparison more explicitly, we modify these dissimilarity coefficients
and use binary data to express them. The binary data based definition is represented
by d 0

ij .
Table 9.5 presents some selected similarity coefficients in group l2.1. The ex-

pressions in Table 9.5 are similar to that of Table 9.3. However, rather than judging
the similarity between two objects, problem-oriented similarity coefficients evalu-
ate a predetermined “appropriateness” between two objects. Two objects that have
the highest “appropriateness” maximize similarity value even if they are less similar
than some other object pairs.

Table 9.6 is a summary of problem-oriented (l 1.1) similarity coefficients devel-
oped so far for dealing with CF problems. This table is the tabulated expression
of the proposed taxonomy. Previously developed similarity coefficients are mapped
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into the table, additional information such as solution procedures, novel character-
istics are also listed in the “Notes/Keywords” column.

Table 9.4 Definitions of some selected general-purpose dissimilarity coefficients (l1.2)

Dissimilarity coefficient Definition d ij Definition d 0
ij

1. Minkowski

 

M
P

kD1

ˇ

ˇaki � akj

ˇ

ˇ

r

! 1=r

.b C c/
1=r

2. Euclidean

 

M
P

kD1

ˇ

ˇaki � akj

ˇ

ˇ

2

! 1=2

.b C c/
1=2

3. Manhattan (City Block)
M
P

kD1

ˇ

ˇaki � akj

ˇ

ˇ b C c

4. Average Euclidean

 

M
P

kD1

ˇ

ˇaki � akj

ˇ

ˇ

2
=M

! 1=2
�

b C c

a C b C c C d

� 1=2

5. Weighted Minkowski

 

M
P

kD1
wk

ˇ

ˇaki � akj

ˇ

ˇ

r

! 1=r

Œwk .b C c/�
1=r

6. Bray–Curtis
M
P

kD1

ˇ

ˇaki � akj

ˇ

ˇ=
M
P

kD1

ˇ

ˇaki C akj

ˇ

ˇ

b C c

2a C b C c

7. Canberra Metric
1

M

M
X

kD1

 
ˇ

ˇaki � akj

ˇ

ˇ

aki C akj

!

b C c

a C b C c C d

8. Hamming
M
P

kD1
ı.akl ; akj / b C c

ı.akl ; akj / D

(

1 ; if akl ¤ akj I

0 ; otherwise :

r positive integer
dij dissimilarity between i and j

d 0
ij dissimilarity by using binary data

k attribute index (k D 1; : : :; M )

Table 9.5 Definitions and ranges of some selected problem-oriented binary data based similarity
coefficients (l 2.1)

Coefficient/Resource Definition Sij Range

1. Chandrasekharan and Rajagopalan (1986b) a=MinŒ.a C b/; .a C c/� 0–1

2. Kusiak et al. (1986) a Integer

3. Kusiak (1987) a C d Integer

4. Kaparthi et al. (1993) a0=.a C b/0 0–1

5. MaxSC/Shafer and Rogers (1993b) maxŒa=.a C b/; a=.a C c/� 0–1

6. Baker and Maropoulos (1997) a=MaxŒ.a C b/; .a C c/� 0–1

a0: number of matching ones between the matching exemplar and the input vector
.a C b/0: number of ones in the input vector
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Table 9.6 Summary of developed problem-oriented (dis)similarity coefficients (SC) for cell for-
mation (l 1.1)

No Resource/coefficient Production information (l 2.2) Notes/keywords
Weights (l 3.3)

Author(s)/(SC) Year B
in

ar
y

da
ta

ba
se

d
(l

2.
1)

A
lt

er
na

tiv
e

pr
oc

.(
l

3.
1)

O
pe

ra
ti

on
se

q.
(l

3.
2)

Pr
od

.v
ol

.(
l

4.
1)

O
pe

r.
ti

m
e

(l
4.

2)

O
th

er
s

(l
4.

3)

O
th

er
s

(l
3.

4)

1 De Witte 1980 Y MM 3 SC created; graph theory
2 Waghodekar and

Sahu
(PSC and SCTF)

1984 Y l1:2I2 SC created

3 Mosier and Taube 1985b Y 2 SC created
4 Selvam and

Balasubramanian
1985 Y Y Heuristic

5 Chandrasekharan
and Rajagopalan

1986b Y l 2:1;
hierarchical algorithm

6 Dutta et al. 1986 CS; NC 5 D developed
7 Faber and Carter

(MaxSC)
1986 Y l 2:1; graph

8 Kusiak et al. 1986 Y l 2:1; 3 distinct integer
models

9 Kusiak 1987 Y l 2:1; APR by p-median
10 Seifoddini 87/88 Y Y
11 Steudel and

Ballakur
1987 Y Dynamic programming

12 Choobineh 1988 Y Mathematical model
13 Gunasingh and

Lashkari
1989 T Math;

compatibility index
14 Wei and Kern 1989 Y l 2:1; heuristic
15 Gupta and

Seifoddini
1990 Y Y Y Heuristic

16 Tam 1990 Y k nearest neighbor
17 Vakharia and

Wemmerlöv
1987;
1990

Y Heuristic

18 Offodile 1991 Y Parts coding and
classification

19 Kusiak and Cho 1992 Y l 2:1; 2 SC proposed
20 Zhang and Wang 1992 Y Combine SC

with fuzziness
21 Balasubramanian

and
Panneerselvam

1993 Y Y MHC D; covering technique

22 Ho et al. 1993 Y Compliant index
23 Gupta 1993 Y Y Y Y Heuristic
24 Kaparthi et al. 1993 Y l 2:1; improved neural

network
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Table 9.6 continued

No Resource/coefficient Production information (l 2.2) Notes/keywords
Weights (l 3.3)

Author(s)/(SC) Year B
in

ar
y

da
ta

ba
se

d
(l

2.
1)

A
lt

er
na

tiv
e

pr
oc

.(
l

3.
1)

O
pe

ra
ti

on
se

q.
(l

3.
2)

Pr
od
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l

4.
1)
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e

(l
4.

2)

O
th

er
s

(l
4.

3)

O
th

er
s

(l
3.

4)

25 Luong 1993 CS Heuristic
26 Ribeiro and

Pradin
1993 Y D, l 1.2; knapsack

27 Seifoddini and
Hsu

1994 Y Comparative study

28 Akturk and
Balkose

1996 Y D; multi-objective model

29 Ho and Moodie
(POSC)

1996 FPR Heuristic; mathematical

30 Ho and Moodie
(GOSC)

1996 Y SC between two part
groups

31 Suer and Cedeno 1996 C
32 Viswanathan 1996 Y l 2:1; modify p-median
33 Baker and

Maropoulos
1997 Y l 2:1; black box algorithm

34 Lee et al. 1997 Y Y APR by genetic algorithm
35 Won and Kim 1997 Y Heuristic
36 Askin and Zhou 1998 Y Shortest path
37 Nair and Naren-

dran
1998 Y Non-hierarchical

38 Jeon et al. 1998b Y Mathematical
39 Kitaoka et al.

(double centering)
1999 Y l 2:1; quantification model

40 Nair and
Narendran

1999 WL Mathematical;
non-hierarchical

41 Nair and
Narendran

1999 Y Y WL Mathematical;
non-hierarchical

42 Seifoddini and
Tjahjana

1999 BS

43 Sarker and Xu 2000 Y Three-phases algorithm
44 Won 2000a Y Modify p-median
45 Yasuda and Yin 2001 CS D; heuristic

APR alternative process routings BS batch size
C cost of unit part CS cell size
D dissimilarity coefficient FPR flexible processing routing
MHC material handling cost MM multiple machines available for a machine type
NC number of cell SC similarity coefficient
T tooling requirements of parts WL workload
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Table 9.7 Literature of cell formation research in conjunction with similarity coefficients (SC)

Articles SC used Description/keywords
Author(s) Year

McAuley 1972 Jaccard First study of SC
on cell formation

Carrie 1973 Jaccard Apply SC on forming part
families

Rajagopalan and
Batra

1975 Jaccard Graph theory

Waghodekar and
Sahu

1984 Jaccard; PSC; SCTF Propose MCSE method

Kusiak 1985 Minkowski (D) p-median; heuristics
Chandrasekharan 1986a Minkowski (D) Non-hierarchical algorithm
and Rajagopalan
Han and Ham 1986 Manhattan (D) Classification and

coding system
Seifoddini and
Wolfe

1986 Jaccard Bit-level data storage technique

Chandrasekharan
and Rajagopalan

1987 Manhattan (D) Develop ZODIAC algorithm

Marcotorchino 1987 Jaccard; Sorenson Create a block seriation model
Seifoddini and
Wolfe

1987 Jaccard Select threshold on material
handling cost

Chandrasekharan
and Rajagopalan

1989 Jaccard; simple match-
ing; Manhattan (D)

An analysis of the properties
of datasets

Mosier 1989 7 Similarity
coefficients

Comparative study

Seifoddini 1989a Jaccard SLC vs. ALC
Seifoddini 1989b Jaccard Improper machine assignment
Srinivasan et al. 1990 Kusiak (1987) An assignment model
Askin et al. 1991 Jaccard Hamiltonian path; TSP
Chow 1991 CS Unjustified claims of LCC
Gongaware and
Ham

1991 —* Classification and coding;
multi-objective model

Gupta 1991 Gupta and Seifoddini
(1990)

Comparative study on chaining
effect

Logendran 1991 Jaccard; Kusiak (1987) Identification of key machine
Srinivasan and
Narendran

1991 Kusiak (1987) A non-hierarchical clustering
algorithm

Wei and Kern 1991 CS Reply to Chow (1991)
Chow and
Hawaleshka

1992 CS Define machine unit concept

Shiko 1992 Jaccard Constrained hierarchical
Chow and
Hawaleshka

1993a CS Define machine unit concept

Chow and
Hawaleshka

1993b CS A knowledge-based approach

Kang and Wem-
merlöv

1993 Vakharia and Wemmer-
löv (1987, 1990)

Heuristic; Alternative opera-
tions of parts

Kusiak et al. 1993 Hamming (D) Branch-Bound and
A* approaches



9.5 Mapping SCM Studies onto the Taxonomy 175

Table 9.7 continued

Articles SC used Description/keywords
Author(s) Year

Offodile 1993 Offodile (1991) Survey of robotics and GT;
robot selection model

Shafer and
Rogers

1993a Many Review of similarity
coefficients

Shafer and
Rogers

1993b 16 Similarity coeffi-
cients

Comparative study

Vakharia and
Kaku

1993 Kulczynski Long-term demand change

Ben-Arieh and
Chang

1994 Manhattan (D) Modify p-median algorithm

Srinivasan 1994 Manhattan (D) Minimum spanning trees
Balakrishnan
and Jog

1995 Jaccard TSP algorithm

Cheng et al. 1995 Hamming (D) Quadratic model; A* algorithm
Kulkarni and
Kiang

1995 Euclidean (D) Self-organizing neural network

Murthy and
Srinivasan

1995 Manhattan (D) Heuristic; Consider fractional
cell formation

Seifoddini and
Djassemi

1995 Jaccard Merits of production volume
consideration

Vakharia and
Wemmerlöv

1995 8 Dissimilarity coeffi-
cients

Comparative study

Wang and Roze 1995 Jaccard; Kusiak
(1987), CS

An experimental study

Balakrishnan 1996 Jaccard CRAFT
Cheng et al. 1996 Hamming (D) Truncated tree search algorithm
Hwang and Ree 1996 Jaccard Define compatibility coefficient
Lee and Garcia-
Diaz

1996 Hamming (D) Use a three-phase network-flow
approach

Leem and Chen 1996 Jaccard Fuzzy set theory
Lin et al. 1996 Bray-Curtis (D) Heuristic; workload balance

within cells
Sarker 1996 Many Review of similarity coefficient
Al-Sultan and
Fedjki

1997 Hamming (D) Genetic algorithm

Askin et al. 1997 MaxSC Consider flexibility of routing
and demand

Baker and
Maropoulos

1997 Jaccard et al. (1997) Black box clustering algorithm

Cedeno and
Suer

1997 — Approach to “remainder clus-
ters”

Masnata and
Settineri

1997 Euclidean (D) Fuzzy clustering theory

Mosier et al. 1997 Many Review of similarity
coefficients

Offodile and
Grznar

1997 Offodile (1991) Parts coding and classification
analysis

Wang and Roze 1997 Jaccard and Kusiak
(1987), CS

Modify p-median model
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Table 9.7 continued

Articles SC used Description/keywords
Author(s) Year

Cheng et al. 1998 Manhattan (D) TSP by genetic algorithm
Jeon et al. 1998a Jeon et al. (1998b) p-median
Onwubolu and
Mlilo

1998 Jaccard A new algorithm (SCDM)

Srinivasan and
Zimmers

1998 Manhattan (D) Fractional cell formation
problem

Wang 1998 — A linear assignment model
Ben-Arieh and
Sreenivasan

1999 Euclidean (D) A distributed dynamic
algorithm

Lozano et al. 1999 Jaccard Tabu search
Sarker and Islam 1999 Many Performance study
Baykasoglu and
Gindy

2000 Jaccard Tabu search

Chang and Lee 2000 Kusiak (1987) Multisolution heuristic
Josien and Liao 2000 Euclidean (D) Fuzzy set theory
Lee-post 2000 Offodile (1991) Use a simple genetic algorithm
Won 2000a Won and Kim (1997) Alternative process plan with

p-median model
Won 2000b Jaccard, Kusiak (1987) Two-phase p-median model
Dimopoulos and
Mort

2001 Jaccard Genetic algorithm

Samatova et al. 2001 5 Dissimilarity coeffi-
cients

Vector perturbation approach

* No specific SC mentioned

Finally, Table 9.7 is a brief description of the published CF studies in conjunction
with similarity coefficients. Most studies listed in this table do not develop new simi-
larity coefficients. However, all of them use similarity coefficients as a powerful tool
for coping with cell formation problems under various manufacturing situations.
This table also shows the broad range of applications of similarity coefficient-based
methods.

9.6 General Discussion

We give a general discussion of production information based similarity coefficients
(l 2.2) and an evolutionary timeline in this section.

9.6.1 Production Information-based Similarity Coefficients

• Alternative process routings
In most cell formation methods, parts are assumed to have a unique part process
plan. However, it is well known that alternatives may exist in any level of a pro-
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cess plan. In some cases, there may be many alternative process plans for making
a specific part, especially when the part is complex (Qiao et al. 1994). Explicit
consideration of alternative process plans invoke changes in the composition of
all manufacturing cells so that lower capital investment in machines, more in-
dependent manufacturing cells and higher machine utilization can be achieved
(Hwang and Ree 1996).

Gupta (1993) was the first person that incorporated alternative process routings
into similarity coefficients. His similarity coefficient also includes other production
information such as operation sequences, production volumes and operation times.
The similarity coefficient assigns pair-wise similarity among machines with usage
factors of all alternative process routings. The usage factors are determined by sat-
isfying production and capacity constraints. The production volumes and operation
times are assumed to be known with certainty.

An alternative process routings considered similarity coefficient was developed
by Won and Kim (1997) and slightly modified by Won (2000a). In the definition of
the similarity coefficient, if machine i is used by some process routing of part j ,
then the number of parts processed by machine i is counted as one for that part even
if the remaining process routings of part j also use machine i . The basic idea is that
in the final solution only one process routing is selected for each part. The p-median
approach was used by Won (2000a) to associate the modified similarity coefficient.

A similarity coefficient that considers the number of alternative process routings
when available during machine failure was proposed by Jeon et al. (1998b). The
main characteristic of the proposed similarity coefficient is that it draws on the num-
ber of alternative process routings during machine failure when alternative process
routings are available instead of drawing on operations, sequence, machine capa-
bilities, production volumes, processing requirements and operational times. Based
on the proposed similarity coefficient, the p-median approach was used to form part
families.

• Operation sequences
The operation sequence is defined as an ordering of the machines on which the
part is sequentially processed (Vakharia and Wemmerlöv 1990). A lot of similar-
ity coefficients have been developed to consider operation sequence.

Selvam and Balasubramanian (1985) are the first who incorporated alternative
process routings into similarity coefficients. Their similarity coefficient is very sim-
ple and intuitive. The value of the similarity coefficient is determined directly by the
production volume of parts moves between machines.

Seifoddini (1987, 1988) modified the Jaccard similarity coefficient to take into
account the production volume of parts moves between machine pairs. A simple
heuristic algorithm was used by the author to form machine cells.

Choobineh (1988) gave a similarity coefficient between parts j and k which is
based on the common sequences of length 1 through L between the two parts. To
select the valueL, one has to balance the need to uncover the natural strength of the
relationships among the parts and the computational efforts necessary to calculate
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the sequences of length 1 through L. In general, the higher the value of L, the more
discriminating power similarity coefficient will have.

Gupta and Seifoddini (1990) proposed a similarity coefficient incorporating op-
eration sequence, production volume and operation time simultaneously. From the
definition, each part that is processed by at least one machine from a pair of ma-
chines contributes towards their similarity coefficient value. A part that is processed
by both machines increases the coefficient value for the two machines, whereas
a part that is processed on one machine tends to reduce it.

The similarity coefficient developed by Tam (1990) is based on Levenshtein’s
distance measure of two sentences. The distance between two sentences is defined
as the minimum number of transformations required to derive one sentence from
the other. Three transformations are defined. The similarity coefficient between two
operation sequences x and y is defined as the smallest number of transformations
required to derive y from x.

Vakharia and Wemmerlöv (1990) proposed a similarity coefficient based on op-
eration sequences to integrate the intracellular flow with the cell formation problem
by using clustering methodology. The similarity coefficient measures the proportion
of machine types used by two part families in the same order.

Balasubramanian and Panneerselvam (1993) developed a similarity coefficient
which needs following input data: (1) operation sequences of parts; (2) additional
cell arrangements; (3) production volume per day and the bulk factor; (4) guidelines
for computing excess moves; (5) actual cost per move.

The Ho et al. (1993) similarity coefficient calculates a compliant index first. The
compliant index of the sequence of a part compared with a flow path is determined
by the number of operations in the sequence of the part that have either an “in-
sequence” or “by-passing” relationship with the sequence of the flow path. There are
two kinds of compliant indices: forward compliant index and backward index. These
two compliant indexes can be calculated by comparing the operation sequence of the
part with the sequence of the flow path forwards and backwards.

As mentioned in Section 9.6.1, Gupta (1993) proposed a similarity coefficient,
which incorporates several production factors such as operation sequences, produc-
tion volumes, and alternative process routings.

Akturk and Balkose (1996) revised the Levenshtein distance measure to penal-
ize the backtracking parts neither does award the commonality. If two parts have
no common operations, then a dissimilarity value is found by using the penalizing
factor.

The Lee et al. (1997) similarity coefficient takes the direct and indirect relations
between the machines into consideration. The direct relation indicates that two ma-
chines are connected directly by parts, whereas the indirect relation indicates that
two machines are connected indirectly by other machines.

Askin and Zhou (1998) proposed a similarity coefficient, which is based on the
longest common operation subsequence between part types and used to group parts
into independent, flow-line families.

Nair and Narendran (1998) gave a similarity coefficient as the ratio of the sum of
the moves common to a pair of machines and the sum of the total number of moves
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to and from the two machines. Laterally, they extended the coefficient to incorporate
the production volume of each part (Nair and Narendran 1999).

Sarker and Xu (2000) developed an operation sequence-based similarity coeffi-
cient. The similarity coefficient was applied in a p-median model to group the parts
to form part families with similar operation sequences.

• Weight factors
Weighted similarity coefficient is a logical extension or expansion of the binary
data-based similarity coefficient. The two most researched weight factors are pro-
duction volume and operation time.

De Witte (1980) is the first person who incorporated production volume into
similarity coefficient. In order to analyze the relations between machine types, the
author has used three different similarity coefficients. Absolute relations, mutual in-
terdependence relations and relative single interdependence relations between ma-
chine pairs are defined by similarity coefficients SA, SM and SS, respectively.

The Mosier and Taube (1985b) similarity coefficient is a simple weighted adap-
tation of McAuley’s Jaccard similarity coefficient with an additional term whose
purpose is to trap the coefficient between �1:0 and C1:0. Production volumes of
parts have been incorporated into the proposed similarity coefficient.

Ho and Moodie (1996) developed a similarity coefficient, namely the group-
operation similarity coefficient (GOSC), to measure the degree of similarity between
two part groups. The calculation of GOSC considers the demand quantities of parts.
A part with a larger amount of demand will have a heavier weight. This is reason-
able since if a part comprises the majority of a part group, then it should contribute
more in the characterization of the part group it belongs to.

The operation time is considered firstly by Steudel and Ballakur (1987). Their
similarity coefficient is based on the Jaccard similarity coefficient and calculates the
operation time by multiplying each part’s operation time by the production require-
ments for the part over a given period of time. Operation set-up time is ignored in
the calculation since set-up times can usually be reduced after the cells are imple-
mented. Hence set-up time should not be a factor in defining the cells initially.

Other production volume/operation time-considered studies include Selvam and
Balasubramanian (1985), Seifoddini (1987/1988), Gupta and Seifoddini (1990),
Balasubramanian and Panneerselvam (1993), Gupta (1993), Lee et al. (1997) and
Nair and Narendran (1999). Their characteristics have been discussed in Sec-
tions 9.6.1 and 9.6.2.

9.6.2 Historical Evolution of Similarity Coefficients

Shafer and Rogers (1993a) delineated the evolution of similarity coefficients until
the early 1990s. Based on their work and Table 9.6, we depict the historical evolution
of similarity coefficients over the last three decades.
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Figure 9.2 Evolutionary timeline of the similarity coefficient

McAuley (1972) was the first person who used the Jaccard similarity coefficient
to form machine cells. The first weighted factor that was considered by researchers
is the production volume of parts (De Witte 1980; Mosier and Taube 1985b). Op-
eration sequences, one of the most important manufacturing factors, was incorpo-
rated in 1985 (Selvam and Balasubramanian). In the late 1980s and early 1990s,
other weighted manufacturing factors such as tooling requirements (Gunasingh and
Lashkari 1989) and operation times (Gupta and Seifoddini 1990) were taken into
consideration.

Alternative process routings of parts is another important manufacturing factor
in the design of a CF system. Although it was firstly studied by Kusiak (1987),
it was not combined into the similarity coefficient definition until Gupta (1993).
Material handling cost was also considered in the early 1990s (Balasubramanian
and Panneerselvam 1993). In the middle of 1990s, flexible processing routings (Ho
and Moodie 1996) and unit cost of parts (Sure and Cedeno 1996) were incorporated.
Finally, some impressive progresses that have been achieved in the late 1990s were
workload (Nair and Narendran 1999) and batch size (Seifoddini and Tjahjana 1999)
consideration in the definition of similarity coefficients.

The similarity coefficient’s evolutionary timeline is given in Figure 9.2.

9.7 Comparative Study of Similarity Coefficients

9.7.1 Objective

Although a large number of similarity coefficients exist in the literature, only a hand-
ful have been used for solving CF problems. Among various similarity coefficients,
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Jaccard similarity coefficient (Jaccard 1908) is the most used similarity coefficient
in the literature (Table 9.7). However, contradictory viewpoints among researchers
have been found in previous studies: some researchers advocated the dominant
power of Jaccard similarity coefficient, whereas others emphasized the drawbacks of
Jaccard similarity coefficient and recommended other similarity coefficients. More-
over, several researchers believed that there is no difference between Jaccard and
other similarity coefficients; they considered that none of the similarity coefficients
seems to perform always well under various cell formation situations.

Therefore, a comparative research is crucially necessary to evaluate various sim-
ilarity coefficients. Based on the comparative study, even if we cannot find a domi-
nant similarity coefficient for all cell formation situations, at least we need to know
which similarity coefficient is more efficient and more appropriate for some specific
cell formation situations.

In this chapter, we investigate the performance of 20 well-known similarity co-
efficients. A large number of numerical datasets, which are taken from the open
literature or generated specifically, are tested on nine performance measures.

9.7.2 Previous Comparative Studies

Four studies that have focused on comparing various similarity coefficients and re-
lated cell formation procedures have been published in the literature.

Mosier (1989) applied a mixture model experimental approach to compare seven
similarity coefficients and four clustering algorithms. Four performance measures
were used to judge the goodness of solutions: simple matching measure, generalized
matching measure, product moment measure and intercellular transfer measure. As
pointed out by Shafer and Rogers (1993), the limitation of this study is that three
of the four performance measures are for measuring how closely the solution gen-
erated by the cell formation procedures matched the original machine-part matrix.
However, the original machine-part matrix is not necessarily the best or even a good
configuration. Only the last performance measure, intercellular transfer measure is
for considering specific objectives associated with the CF problem.

Shafer and Rogers (1993) compared sixteen similarity coefficients and four
clustering algorithms. Four performance measures were used to evaluate the solu-
tions. Eleven small, binary machine-part group technology datasets mostly from
the literature were used for the purpose of comparison. However, small and/or
“well-structured” datasets may not have sufficient discriminatory power to sepa-
rate “good” from “inferior” techniques. Further, results based on a small number
of datasets may have little general reliability due to clustering results’ strong de-
pendency on the input data (Vakharia and Wemmerlöv 1995; Milligan and Cooper
1987; Anderberg 1973).

Seifoddini and Hsu (1994) introduced a new performance measure: grouping
capability index (GCI). The measure is based on exceptional elements and has been
widely used in subsequent research. However, only three similarity coefficients have
been tested in their study.



182 9 Application of Cluster Analysis to Cellular Manufacturing

Vakharia and Wemmerlöv (1995) studied the impact of dissimilarity measures
and clustering techniques on the quality of solutions in the context of cell forma-
tion. Twenty-four binary datasets were solved to evaluate eight dissimilarity mea-
sures and seven clustering algorithms. Some important insights have been provided
by this study, such as dataset characteristics, stopping parameters for clustering, per-
formance measures, and the interaction between dissimilarity coefficients and clus-
tering procedures. Unfortunately, similarity coefficients have not been discussed in
this research.

9.8 Experimental Design

9.8.1 Tested Similarity Coefficients

Twenty well-known similarity coefficients (Table 9.8) are compared in this chapter.
Among these similarity coefficients, several of them have never been studied by
previous comparative researches.

Table 9.8 Definitions and ranges of selected similarity coefficients

Coefficient Definition Sij Range

1. Jaccard a=.a C b C c/ 0–1
2. Hamann Œ.a C d/ � .b C c/�=Œ.a C d/ C .b C c/� �1–1
3. Yule .ad � bc/=.ad C bc/ �1–1
4. Simple matching .a C d/=.a C b C c C d/ 0–1
5. Sorenson 2a=.2a C b C c/ 0–1
6. Rogers and Tanimoto .a C d/=Œa C 2.b C c/ C d� 0–1
7. Sokal and Sneath 2.a C d/=Œ2.a C d/ C b C c� 0–1
8. Rusell and Rao a=.a C b C c C d/ 0–1
9. Baroni-Urbani and Buser Œa C .ad/1=2�=Œa C b C c C .ad/1=2� 0–1

10. Phi .ad � bc/=Œ.a C b/.a C c/.b C d/.c C d/�1=2 �1–1
11. Ochiai a=Œ.a C b/.a C c/�1=2 0–1
12. PSC a2=Œ.b C a/ � .c C a/� 0–1
13. Dot-product a=.b C c C 2a/ 0–1
14. Kulczynski 1=2Œa=.a C b/ C a=.a C c/� 0–1
15. Sokal and Sneath 2 a=Œa C 2.b C c/� 0–1

16. Sokal and Sneath 4
1=4Œa=.a C b/ C a=.a C c/ C d=
.b C d/ C d=.c C d/�

0–1

17. Relative matching Œa C .ad/1=2�=Œa C b C c C d C .ad/1=2� 0–1
18. Chandrasekharan

and Rajagopalan (1986b)
a=MinŒ.a C b/; .a C c/� 0–1

19. MaxSC MaxŒa=.a C b/; a=.a C c/� 0–1
20. Baker and Maropoulos a=MaxŒ.a C b/; .a C c/� 0–1

a number of parts that visit both machines
b number of parts that visit machine i but not j
c number of parts that visit machine j but not i
d number of parts that visit neither machine
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9.8.2 Datasets

It is desirable to judge the effectiveness of various similarity coefficients under vary-
ing datasets conditions. The tested datasets are classified into two distinct groups:
selected from the literature and generated deliberately. Previous comparative stud-
ies used either of them to evaluate the performance of various similarity coefficients.
Unlike those studies, this chapter uses both types of datasets to evaluate twenty sim-
ilarity coefficients.

• Datasets selected from the literature
In the previous comparative studies, Shafer and Rogers (1993), and Vakharia
and Wemmerlöv (1995) took 11 and 24 binary datasets from the literature, re-
spectively. The advantage of the datasets from the literature is that they stand
for a variety of CF situations. In this chapter, 70 datasets are selected from the
literature. Table 9.9 shows the details of the 70 datasets.

• Datasets generated deliberately
From the computational experience with a wide variety of CF datasets, one finds
that it may not always be possible to obtain a good GT solution, if the original
CF problem is not amenable to well-structural dataset (Chandrasekharan and Ra-
jagopalan 1989). Hence, it is important to evaluate the quality of solutions of var-
ious structural datasets. Using datasets that are generated deliberately is a short-
cut to evaluate the GT solutions obtained by various similarity coefficients. The
generation process of datasets is often controlled by using experimental factors.
In this chapter, we use two experimental factors to generate datasets.

Ratio of non-zero element in cells (REC)

Density is one of the most used experimental factors (Miltenburg and Zhang 1991).
However, in our opinion, density is an inappropriate factor for being used to control
the generation process of cell formation datasets. We use following Figure 9.5 to
illustrate this problem.

Cell formation data are usually presented in a machine-part incidence matrix
such as Figure 9.3 (a). The matrix contains 0s and 1s elements that indicate the
machine requirements of parts (to show the matrix clearly, 0s are usually not shown).
Rows represent machines and columns represent parts. A “1” in the i th row and
j th column represents that the j th part needs an operation on the i th machine;
similarly, a “0” in the i th row and j th column represents the fact that the i th machine
is not needed to process the j th part.

For Figure 9.3 (a), we assume that two machine-cells exist. The first cell is con-
structed by machines 2, 4, 1 and parts 1, 3, 7, 6, 10; the second cell is constructed
by machines 3, 5 and parts 2, 4, 8, 9, 5, 11. Without loss of generality, we use Fig-
ure 9.3 (b) to represent Figure 9.3 (a). The two cells in Figure 9.3 (a) are now shown
as capital letter “A”, we call “A” as the inside cell region. Similarly, we call “B” as
the outside cell region.
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Table 9.9 Datasets from literature

Dataset Size Number of cells

1. Singh and Rajamani 1996 4 � 4 2
2. Singh and Rajamani 1996 4 � 5 2
3. Singh and Rajamani 1996 5 � 6 2
4. Waghodekar and Sahu 1984 5 � 7 2
5. Waghodekar and Sahu 1984 5 � 7 2
6. Chow and Hawaleshka 1992 5 � 11 2
7. Chow and Hawaleshka 1993a 5 � 13 2
8. Chow and Hawaleshka 1993b 5 � 13 2
9. Seifoddini 1989b 5 � 18 2
10. Seifoddini 1989b 5 � 18 2
11. Singh and Rajamani 1996 6 � 8 2
12. Chen et al. 1996 7 � 8 3
13. Boctor 1991 7 � 11 3
14. Islam and Sarker 2000 8 � 10 3
15. Seifoddini and Wolfe 1986 8 � 12 3
16. Chandrasekharan and Rajagopalan 1986a 8 � 20 2, 3
17. Chandrasekharan and Rajagopalan 1986b 8 � 20 2, 3
18. Faber and Carter 1986 9 � 9 2
19. Seifoddini and Wolfe 1986 9 � 12 3
20. Chen et al. 1996 9 � 12 3
21. Hon and Chi 1994 9 � 15 3
22. Selvam and Balasubramanian 1985 10 � 5 2
23. Mosier and Taube 1985a 10 � 10 3
24. Seifoddini and Wolfe 1986 10 � 12 3
25. McAuley 1972 12 � 10 3
26. Seifoddini 1989a 11 � 22 3
27. Hon and Chi 1994 11 � 22 3
28. De Witte 1980 12 � 19 2, 3
29. Irani and Khator 1986 14 � 24 4
30. Askin and Subramanian 1987 14 � 24 4
31. King 1980 (machine 6, 8 removed) 14 � 43 4, 5
32. Chan and Milner 1982 15 � 10 3
33. Faber and Carter 1986 16 � 16 2, 3
34. Sofianopoulou 1997 16 � 30 2, 3
35. Sofianopoulou 1997 16 � 30 2, 3
36. Sofianopoulou 1997 16 � 30 2, 3
37. Sofianopoulou 1997 16 � 30 2, 3
38. Sofianopoulou 1997 16 � 30 2, 3
39. Sofianopoulou 1997 16 � 30 2, 3
40. Sofianopoulou 1997 16 � 30 2, 3
41. Sofianopoulou 1997 16 � 30 2, 3
42. Sofianopoulou 1997 16 � 30 2, 3
43. Sofianopoulou 1997 16 � 30 2, 3
44. King 1980 16 � 43 4, 5
45. Boe and Cheng 1991 (mach. 1 removed) 19 � 35 4
46. Shafer and Rogers 1993 20 � 20 4
47. Shafer and Rogers 1993 20 � 20 4
48. Shafer and Rogers 1993 20 � 20 4
49. Mosier and Taube 1985b 20 � 20 3, 4
50. Boe and Cheng 1991 20 � 35 4
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Table 9.9 continued

Dataset Size Number of cells

51. Ng 1993 20 � 35 4
52. Kumar and Kusiak 1986 23 � 20 2, 3
53. McCormick et al. 1972 24 � 16 6
54. Carrie 1973 24 � 18 3
55. Chandrasekharan and Rajagopalan 1989 24 � 4 7
56. Chandrasekharan and Rajagopalan 1989 24 � 40 7
57. Chandrasekharan and Rajagopalan 1989 24 � 40 7
58. Chandrasekharan and Rajagopalan 1989 24 � 40 7
59. Chandrasekharan and Rajagopalan 1989 24 � 40 7
60. Chandrasekharan and Rajagopalan 1989 24 � 40 7
61. Chandrasekharan and Rajagopalan 1989 24 � 40 7
62. McCormick et al. 1972 27 � 27 8
63. Carrie 1973 28 � 46 3, 4
64. Lee et al. 1997 30 � 40 6
65. Kumar and Vannelli 1987 30 � 41 2, 3, 9
66. Balasubramanian and Panneerselvam 1993 36 � 21 7
67. King and Nakornchai 1982 36 � 90 4, 5
68. McCormick et al. 1972 37 � 53 4,5,6
69. Chandrasekharan and Rajagopalan 1987 40 � 100 10
70. Seifoddini and Tjahjana 1999 50 � 22 14

There are three densities that are called problem density (PD), non-zero elements
inside cells density (ID) and non-zero elements outside cells density (OD). The
calculations of these densities are as follows:

PD D
total number of non-zero elements in regions ACB

total number of elements in regions ACB
(9.7)

ID D
total number of non-zero elements in regions A

total number of elements in regions A
(9.8)

OD D
total number of non-zero elements in regions B

total number of elements in regions B
: (9.9)

In the design of cellular manufacturing systems, what we are concerned about is
to find out appropriate machine-part cells: the region A. In practice, region B is only
a virtual region that does not exist in real job shops. For example, if Figure 9.3 (a)
is applied to a real-life job shop, Figure 9.3 (c) is a possible layout. There is no
region B that exists in a real-life job shop. Therefore, we conclude that region B-
based densities are meaningless. Since PD and OD are based on B, this drawback
weakens the quality of generated datasets in the previous comparative studies.

To overcome the above shortcoming, we introduce a ratio to replace the density
used by previous researchers. The ratio is called the ratio of non-zero element in
cells (REC) and is defined as follows:

REC D
total number of non-zero elements

total number of elements in region A
: (9.10)
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Figure 9.3 (a–c) Illustration of three densities used by previous studies

The definition is intuitive. REC can also be used to estimate the productive capacity
of machines. If REC is bigger than 1, current machine capacity cannot respond to the
productive requirements of parts. Thus, additional machines need to be considered.
Therefore, REC can be used as a sensor to assess the capacity of machines.

Ratio of exceptions (RE)

The second experimental factor is the ratio of exceptions (RE). An exception is
defined as a “1” in the region B (an operation outside the cell). We define RE as
follows:

RE D
total number of non-zero elements in region B

total number of non-zero elements
: (9.11)

RE is used to judge the “goodness” of machine-part cells and distinguish well-
structured problems from ill-structured problems.

In this chapter, three levels of REC, from sparse cells (0.70) to dense cells (0.90),
and eight levels of RE, from well-structured cells (0.05) to ill-structured cells (0.40),
are examined. Certain 24 (3 � 8) combinations exist for all levels of the two experi-
mental factors. For each combination, five 30 � 60-sized (30 machines by 60 parts)
problems are generated. The generation process of the five problems is similar to
using the random number. Therefore, a total of 120 test problems for all 24 com-
binations are generated, where each problem is made up of six equally sized cells.
The levels of REC and RE are shown in Table 9.10.

Table 9.10 Test levels of REC and RE

Level 1 2 3 4 5 6 7 8

REC 0.70 0.80 0.90 – – – – –
RE 0.05 0.10 0.15 0.20 0.25 0.30 0.35 0.40
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9.8.3 Clustering Procedure

The most well-known clustering procedures that have been applied to cell formation
are single linkage clustering (SLC) algorithm, complete linkage clustering (CLC)
algorithm and average linkage clustering (ALC) algorithm. These three procedures
have been investigated by a large number of studies. A summary of the past com-
parative results is shown in Table 9.11.

Table 9.11 Comparative results of SLC, ALC and CLC

Procedure Advantage Drawback

SLC Simplicity; minimal compu-
tational requirement; tends to
minimize the degree of adjusted
machine duplication (Vakharia
and Wemmerlöv 1995).

Largest tendency to chain; leads to the
lowest densities and the highest degree of
single part cells (Seifoddini 1989a; Gupta
1991; Vakharia and Wemmerlöv 1995).

CLC Simplicity; minimal computa-
tional requirement (does the
reverse of SLC).

Performed as the worst procedure
(Vakharia and Wemmerlöv 1995; Yasuda
and Yin 2001).

ALC Performed as the best procedure;
produces the lowest degree of
chaining; leads to the highest cell
densities; indifferent to choice of
similarity coefficients; few single
part cells (Tarsuslugil and Bloor
1979; Seifoddini 1989a; Vakharia
and Wemmerlöv 1995; Yasuda
and Yin 2001).

Requires the highest degree of machine
duplication; requires more computation
(Vakharia and Wemmerlöv 1995).

Due to that ALC has the advantage of showing the greatest robustness regardless
of similarity coefficients, in this section, we select ALC as the clustering algorithm
to evaluate the twenty similarity coefficients (Table 9.8).

The ALC algorithm usually works as follows:

Step 1 Compute similarity coefficients for all machine pairs and store the values in
a similarity matrix.

Step 2 Join the two most similar objects (two machines, a machine and a machine
group or two machine groups) to form a new machine group.

Step 3 Evaluate the similarity coefficient between the new machine group and other
remaining machine groups (machines) as follows:

Stv D

P

i2t

P

j 2v

Sij

NtNv

(9.12)

where i is the machine in the machine group t ; j is the machine in the machine
group v; and Nt is the number of machines in group t . Nv is the number of
machines in group v.
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Step 4 When all machines are grouped into a single machine group, or predeter-
mined number of machine groups has been obtained, go to step 5; otherwise, go
back to step 2.

Step 5 Assign each part to the cell, in which the total number of exceptions is
minimum.

9.8.4 Performance Measures

A number of quantitative performance measures have been developed to evaluate
the final cell formation solutions. Sarker and Mondal (1999) reviewed and compared
various performance measures.

Nine performance measures are used in this study to judge final solutions. These
measures provide different viewpoints by judging solutions from different aspects.

1. Number of exceptional elements (EE)
Exceptional elements are the source of intercellular movements of parts. One
objective of cell formation is to reduce the total cost of material handling. There-
fore, EE is the most simple and intuitive measure for evaluating the cell forma-
tion solution.

2. Grouping efficiency
Grouping efficiency is one of the first measures developed by Chandrasekha-
ran and Rajagopalan (1986a,b). Grouping efficiency is defined as a weighted
average of two efficiencies �1 and �2:

�Dw�1 C .1 � w/�2 (9.13)

where

�1 D
o� e

o � e C v

�2 D
MP � o � v

MP � o � v C e
:

M is defined as the number of machines, P the number of parts, o the number
of operations (1s) in the machine-part matrix faikg, e the number of exceptional
elements in the solution, and v the number of voids in the solution.
A value of 0.5 is recommended for w. �1 is defined as the ratio of the number of
1s in the region A (Figure 9.3 (b)) to the total number of elements in the region
A (both 0s and 1s). Similarly, �2 is the ratio of the number of 0s in the region B
to the total number of elements in the region B (both 0s and 1s). The weighting
factor allows the designer to alter the emphasis between utilization and intercel-
lular movement. The efficiency ranges from 0 to 1.
Group efficiency has been reported to have a lower discriminating power (Chan-
drasekharan and Rajagopalan 1987). Even an extremely bad solution with large
number of exceptional elements has an efficiency value as high as 0.77.
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3. Group efficacy
To overcome the problem of group efficiency, Kumar and Chandrasekharan
(1990) introduced a new measure, group efficacy.

�D .1 � '/=.1C �/ (9.14)

where ' is the ratio of the number of exceptional elements to the total number of
elements; � is the ratio of the number of 0s in the region A to the total number
of elements.

4. Machine utilization index (grouping measure, GM)
This was first proposed by Miltenburg and Zhang (1991), which is used to mea-
sure machine utilization in a cell. The index is defined as follows:

�g D �u� �m (9.15)

where �u D d=.d C v/ and �m D 1 � .d=o/. d is the number of 1s in the
region A, �u is the measure of utilization of machines in a cell, and �m is the
measure of intercellular movements of parts. �g ranges from �1 to 1, and �u

and �m range from 0 to 1. A bigger value of machine utilization index �g is
desired.

5. Clustering measure (CM)
This measure tests how closely the 1s gather around the diagonal of the solution
matrix, the definition of the measure is as follows (Singh and Rajamani 1996).

�c D

(
MP

iD1

PP

kD1

� q

ı2
h
.aik/C ı2

v.aik/
�

)

MP

iD1

PP

kD1
aik

(9.16)

where ıh.aik/ and ıv.aik/ are horizontal and vertical distances between a non-
zero entry aik and the diagonal, respectively.

ıh D i �
k.M � 1/

.P � 1/
�

.P �M /

.P � 1/
(9.17)

ıv D k �
i.P � 1/

.M � 1/
�

.P �M /

.M � 1/
: (9.18)

6. Grouping index (GI)
Nair and Narendran (1996) indicated that a good performance measure should
be defined with reference to the block diagonal space. And the definition should
ensure equal weigh to voids (0s in the region A) and exceptional elements. They
introduced a measure, incorporating the block diagonal space, weighting factor
and correction factor.

 D
1 �

qv C .1� q/.e � A/

B

1C
qv C .1 � q/.e � A/

B

(9.19)
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where B is the block diagonal space and q is a weighting factor ranges between
0 and 1. A D 0 for e � B and A D e � B for e > B . For convenience,
Equation 9.19 could be written as follows:

 D
1 � ˛

1 C ˛
(9.20)

where

˛ D
qv C .1 � q/.e �A/

B
(9.21)

and both ˛ and  range from 0 to 1.
7. Bond energy measure (BEM)

McCormick et al. (1972) used the BEM to convert a binary matrix into a block
diagonal form. This measure is defined as follows:

�BE D

MP

iD1

P �1P

kD1
aikai.kC1/ C

M�1P

iD1

PP

kD1
aika.iC1/k

MP

iD1

PP

kD1
aik

: (9.22)

Bond energy is used to measure the relative “clumpiness” of a clustered matrix.
Therefore, the closer the 1s are, the larger the bond energy measure will be.

8. Grouping capability index (GCI)
Hsu (1990) showed that neither group efficiency nor group efficacy is consistent
in predicting the performance of a cellular manufacturing system based on the
structure of the corresponding machine-part matrix (Seifoddini and Djassemi
1996). Hsu (1990) considered the GCI as follows:

GCI D 1 �
e

o
: (9.23)

Unlike group efficiency and group efficacy, GCI excludes zero entries from the
calculation of grouping efficacy.

9. Alternative routing grouping efficiency (ARG efficiency)
ARG was propose by Sarker and Li (1998). ARG evaluates the grouping ef-
fect in the presence of alternative routings of parts. The efficiency is defined as
follows:

�ARG D

�

1 �
e

o0

� �

1 �
v

z0

�

�

1 C
e

o0

� �

1 C
v

z0

� D

�

o0 � e

o0 C e

� �

z0 � v

z0 C v

�

(9.24)

where o0 is the total number of 1s in the original machine-part incidence matrix
with multiple process routings, and z0 is the total number of 0s in the original
machine-part incidence matrix with multiple process routings. ARG efficiency
can also be used to evaluate CF problems that have no multiple process routings
of parts. The efficiency ranges from 0 to 1 and is independent of the size of the
problem.
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9.9 Comparison and Results

Two key characteristics of similarity coefficients are tested in this study: discrim-
inability and stability. In this study, we compare the similarity coefficients by using
the following steps.

Comparative steps

1. Computation
1.1. At first, solve each problem in the datasets by using 20 similarity coefficients;

compute performance values by nine performance measures. Thus, we obtain at
least a total of ı�20�9 solutions. ı is the number of the problems (some datasets
from literature are multiple problems due to the different number of cells, see the
item NC of Table 9.6).

1.2. Average performance values matrix: create a matrix whose rows are problems
and columns are nine performance measures. An element in row i and column j
indicates, for problem i and performance measure j , the average performance
value produced by 20 similarity coefficients.

2. Based on the results of step 1, construct two matrices whose rows are 20 similarity
coefficients and columns are nine performance measures, an entry SMij in the
matrixes indicates:

2.1. Discriminability matrix: the number of problems to which the similarity coeffi-
cient i gives the best performance value for measure j .

2.2. Stability matrix: the number of problems to which the similarity coefficient i
gives the performance value of measure j with at least average value (better or
equal than the value in the matrix of step 1.2).

3. For each performance measure, find the top 5 values in the above two matrices.
The similarity coefficients corresponding to these values are considered to be the
most discriminable/stable similarity coefficients for this performance measure.

4. Based on the results of step 3, for each similarity coefficient, find the number of
times that it has been selected as the most discriminable/stable coefficient for the
total nine performance measures.

We use small examples here to show the comparative steps.

Step 1.1. A total of 214 problems were solved. One hundred and twenty problems
were deliberately generated; 94 problems were from the literature, see Table 9.4
(some datasets were multiple problems due to the different number of cells).
A total of 38,520 (214 � 20 � 9) performance values were obtained by using
20 similarity coefficients and nine performance measures. For example, by using
the Jaccard similarity coefficient, the nine performance values of the problem
McCormick et al. (1972, item 62 in Table 9.9) are as follows in Table 9.12.

Step 1.2. The average performance values matrix contained 214 problems (rows)
and nine performance measures (columns). An example of a row (problem in
McCormick et al. 1972) is in Table 9.13.
We use the Jaccard similarity coefficient and the 94 problems from literature to

explain the following steps 2, 3, and 4.
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Table 9.12 The performance values of McCormick et al. (1972) by using Jaccard similarity coef-
ficient

EE Grouping Group GM CM GI BEM GCI ARG
efficiency efficacy

Jaccard 87 0.74 0.45 0.25 7.85 0.44 1.07 0.6 0.32

Table 9.13 The average performance values of 20 similarity coefficients, for the problem Mc-
Cormick et al. (1972)

EE Grouping Group GM CM GI BEM GCI ARG
efficiency efficacy

Average values 94.7 0.77 0.45 0.28 8.06 0.4 1.06 0.57 0.31

Step 2.1. (Discriminability matrix) Among the 94 problems and for each perfor-
mance measure, the numbers of problems to which Jaccard gave the best values
are shown in Table 9.14. For example, the 60 in the column EE means that com-
paring with other 19 similarity coefficients, Jaccard produced minimum excep-
tional elements to 60 problems.

Table 9.14 The number of problems to which Jaccard gave the best performance values

EE Grouping Group GM CM GI BEM GCI ARG
efficiency efficacy

Jaccard 60 51 55 62 33 65 41 60 57

Step 2.2. (Stability matrix) Among the 94 problems and for each performance mea-
sure, the numbers of problems to which Jaccard gave the value with at least aver-
age value (matrix of step 1.2) are shown in Table 9.15. For example, the meaning
of 85 in the column EE is as follows: comparing with the average exceptional
elements of 94 problems in the matrix of step 1.2, the number of problems to
which Jaccard produced fewer exceptional elements is 85.

Table 9.15 The number of problems to which Jaccard gave the best performance values

EE Grouping Group GM CM GI BEM GCI ARG
efficiency efficacy

Jaccard 85 85 85 89 69 91 75 88 73

Step 3. For example, for the exceptional elements, the similarity coefficients that
corresponded to the top 5 values in the discriminability matrix are Jaccard, Soren-
son, Rusell and Rao, Dot-product, Sokal and Sneath 2, Relative matching, and
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Baker and Maropoulos. These similarity coefficients are considered as the most
discriminable coefficients for the performance measure – exceptional elements.
The same procedures are conducted on the other performance measures and sta-
bility matrix.

Step 4. Using the results of step 3, Jaccard has been selected 5 out of 6 times as the
most discriminable/stable similarity coefficient. That means, among nine perfor-
mance measures, Jaccard is the most discriminable/stable similarity coefficient
for 5 out of 6 performance measures. The result is shown in the “Literature”
column in Table 9.16.

The results are shown in Table 9.16 and Figures 9.4, 9.5, and 9.6 (in the fig-
ures, the horizontal axes are 20 similarity coefficients and the vertical axes are nine
performance measures). The tables and figures show the number of performance
measures for which these 20 similarity coefficients have been regarded as the most
discriminable/stable coefficients. The columns of the table represent different condi-
tions of datasets. The column “Literature” includes all 94 problems from literature;
the column ““all random” includes all 120 deliberately generated problems. The
deliberately generated problems are further investigated by using different levels of
REC and RE.

Table 9.16 Comparative results under various conditions

No. Similarity coefficient Litera- All REC RE
ture random 0.7 0.8 0.9 0.05–0.15 0.2–0.3 0.35–0.4
D S D S D S D S D S D S D S D S

1 Jaccard 5 6 6 9 8 9 8 9 9 9 9 9 9 9 8 9
2 Hamann 0 0 2 1 1 1 2 3 7 7 9 9 1 0 2 2
3 Yule 4 4 2 6 3 7 5 7 7 8 9 9 2 6 6 7
4 Simple matching 0 0 2 0 1 0 3 5 6 8 9 9 0 0 2 2
5 Sorenson 6 4 9 8 7 9 8 9 9 9 9 9 9 9 7 7
6 Rogers and Tanimoto 0 0 2 1 2 2 4 4 6 7 9 9 1 2 2 2
7 Sokal and Sneath 0 0 0 0 2 1 5 6 6 8 9 9 1 1 2 2
8 Rusell and Rao 4 4 5 3 5 5 9 8 8 6 9 9 9 8 6 6
9 Baroni-Urban 5 6 1 3 3 7 9 7 7 8 9 9 4 7 2 6

and Buser
10 Phi 5 5 6 6 9 7 8 8 7 8 9 9 9 8 7 7
11 Ochiai 1 4 8 7 9 7 8 8 9 9 9 9 9 9 7 7
12 PSC 2 2 9 8 9 9 9 8 9 9 9 9 9 9 8 9
13 Dot-product 3 5 9 8 7 9 8 9 9 9 9 9 9 9 7 7
14 Kulczynski 2 5 8 7 8 8 8 8 9 9 9 9 9 9 7 7
15 Sokal and Sneath 2 4 5 6 8 9 9 7 9 9 9 9 9 9 9 9 9
16 Sokal and Sneath 4 5 5 7 6 8 7 8 8 7 8 9 9 8 8 7 7
17 Relative matching 5 4 4 8 7 9 9 9 9 9 9 9 5 9 6 8
18 Chandrasekharan 2 5 8 6 9 8 8 8 7 7 9 9 9 9 6 7

and Rajagopalan
19 MaxSC 1 4 8 6 9 8 8 8 7 7 9 9 9 9 6 7
20 Baker and Maropoulos 5 3 6 9 7 9 8 9 9 9 9 9 6 9 6 8

D discriminability
S stability
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“Literature” and “All random” columns in Table 9.16 (also Figure 9.4) give the
performance results of all 214 tested problems. We can find that Jaccard and Soren-
son are the two best coefficients. On the other hand, four similarity coefficients,
Hamann, Simple matching, Rogers and Tanimoto, and Sokal and Sneath are ineffi-
cient in both discriminability and stability.

The REC columns in Table 9.11 (also Table 9.2) show the performance results
under the condition of different REC ratios. We can find that almost all similarity
coefficients perform well under a high REC ratio. However, four similarity coef-
ficients, Hamann, Simple matching, Rogers and Tanimoto, and Sokal and Sneath,
again produce bad results under the low REC ratio.

The RE columns in Table 9.14 (also Figure 9.6) give the performance results
under the condition of different RE ratios. All similarity coefficients perform best
under a low RE ratio (datasets are well-structured). Only a few similarity coefficients
perform well under a high RE ratio (datasets are ill-structured), Sokal and Sneath 2
is very good for all RE ratios. Again, the four similarity coefficients mentioned
above perform badly under high RE ratios.

In summary, three similarity coefficients, Jaccard, Sorenson, and Sokal and
Sneath 2 perform best among 20 tested similarity coefficients. Jaccard emerges from
the 20 similarity coefficients for its stability. For all problems, from the literature or
deliberately generated and for all levels of both REC and RE ratios, the Jaccard
similarity coefficient is constantly the most stable coefficient among all 20 similar-
ity coefficients. Another finding in this study is four similarity coefficients, Hamann,
Simple matching, Rogers and Tanimoto, and Sokal and Sneath are inefficient under
all conditions. Therefore, these similarity coefficients are not recommendable for
use in cell formation applications.

9.10 Conclusions

In this chapter various similarity coefficients to the cell formation problem were in-
vestigated and reviewed. Previous review studies were discussed and the need for
this review was identified. The reason why the similarity coefficient-based method
(SCM) is more flexible than other cell formation methods was explained through
a simple example. We also proposed a taxonomy which is combined by two dis-
tinct dimensions. The first dimension is the general-purpose similarity coefficients
and the second is the problem-oriented similarity coefficients. The difference be-
tween two dimensions is discussed through three similarity coefficients. Based on
the framework of the proposed taxonomy, existing similarity (dissimilarity) coeffi-
cients developed so far were reviewed and mapped onto the taxonomy. The details
of each production information-based similarity coefficient were simply discussed
and an evolutionary timeline was drawn based on reviewed similarity coefficients.
Although a number of similarity coefficients have been proposed, very few com-
parative studies have been done to evaluate the performance of various similarity
coefficients. This chapter evaluated the performance of 20 well-known similarity
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coefficients; 94 problems from literature and 120 problems generated deliberately
were solved by using the 20 similarity coefficients. To control the generation pro-
cess of datasets, experimental factors have been discussed. Two experimental factors
were proposed and used for generating experimental problems. Nine performance
measures were used to judge the solutions of the tested problems. The numerical re-
sults showed that three similarity coefficients are more efficient and four similarity
coefficients are inefficient for solving the cell formation problems. Another finding
is that the Jaccard similarity coefficient is the most stable similarity coefficient. For
further studies, we suggest comparative studies in consideration of some production
factors, such as production volumes, operation sequences, etc., of parts.
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Chapter 10

Manufacturing Cells Design by Cluster Analysis

We introduce a cell formation problem that incorporates various real-life production
factors, such as the alternative process routing, operation sequence, operation time,
production volume of parts, machine capacity, machine investment cost, machine
overload, multiple machines available for machine types and part process routing
redesigning cost. None of the cell formation models in the literature has considered
these factors simultaneously. We develop a similarity coefficient that incorporates
alternative process routing, operation sequence, operation time and production vol-
ume factors. Although very few studies have considered the machine capacity vio-
lated issue under the alternative process routing environment, due to the difficulties
of the issue discussed in this chapter, these studies fail to deal with this issue because
they depend on some unrealistic assumptions. Five solutions have been proposed in
this chapter and are used to cope with this difficulty. A heuristic algorithm that
consists of two stages is developed. The developed similarity coefficient is used in
stage 1 to obtain basic machine cells. Stage 2 solves the machine capacity violated
issue, assigns parts to cells, selects process routing for each part and refines the final
cell formation solution. Some numerical examples are used to compare with other
related approaches in the literature and we also solve two large-sized problems to
test the computational performance of the developed algorithm. The computational
results suggest that the approach is reliable and efficient either in the quality or in
the speed for solving cell formation problems.

10.1 Introduction

Over the last three decades, group technology (GT) has attracted a lot of attention
from manufacturers because of its many applications and positive impacts in the
batch type manufacturing system. GT is a manufacturing philosophy that attempts
to increase production efficiency by processing part families within machine cells.
The basic idea of GT is to identify and capitalize on the similar attributes of product
design and manufacturing processes. Similar parts are grouped into a part family
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and manufactured by a cluster of dissimilar machines. Group technology takes full
advantage of similarities to develop simplified and rationalized procedures in all
stages of design and manufacture. The application of GT results in the mass pro-
duction effect to multiproduct, small lot-sized production and leads to a lot of ad-
vantages such as reduction of material handling times and cost, reduction of labors
and paper works, decrease of in-process inventories, shortening of production lead
time, increase of machine utilization, and others (Ham et al. 1985).

One application of group technology to production is the cellular manufacturing
(CM). Amongst the problems of CM, cell formation (CF) is considered to be the
first and foremost problem in designing a CM system. The main objective of CF is
to construct machine cells, to identify part families and to allocate part families to
machine cells so as to minimize intercellular movements of parts.

A large number of approaches and practical reports have been published to iden-
tify machine cells and their associated part families. Many of them use a machine
part incidence matrix which contains 0s and 1s elements to indicate the machine
requirements of each part. In an incidence matrix, the “1” in the row and column
represents the idea that the part needs an operation on the machine, and the “0” in
the row and column represents the idea that the machine is not needed to process
the part.

The most primitive method is to rearrange rows and columns of the incidence
matrix on trial and error until a satisfactory solution is found. This method was
used by Burbidge (1971) in his production flow analysis (PFA). PFA is basically
an intuitive method and is relatively easy to implement. PFA may be suitable for
small-sized problems, but it would definitely have difficulty dealing with large-scale
problems when the machine part incidence matrix becomes more complex because
of problem size.

Methodologies of clustering techniques in the literature can be divided into the
following four groups (Yasuda and Yin 2001):

1. Descriptive methods: PFA proposed by Burbidge (1971), component flow anal-
ysis (CFA) by El-Essawy and Torrance (1972), and production flow synthesis
(PFS) by De Beer and De Witte (1978).

2. Array-based methods: rank order clustering (ROC) algorithm developed by
King (1980), ROC2 algorithm enhanced by King and Nakornchai (1982), and
direct clustering algorithm (DCA) proposed by Chan and Milner (1982).

3. Similarity coefficient methods: clustering approach introduced by McAuley
(1972), subsequently employed by Mosier and Taube (1985), Seifoddini and
Wolfe (1987), and Gupta and Seifoddini (1990); also graph theoretic approach
introduced by Rajagopalan and Batra (1975), subsequently employed by De
Witte (1980), Chandrasekharan and Rajagopalan (1986), and Vannelli and Ku-
mar (1986).

4. Other analytical methods: mathematical programming approach proposed by
Purcheck (1975), Steudel and Ballakur (1987), Co and Araar (1988), and Shtub
(1989), and also set-theoretic technique developed by Purcheck (1974).



10.2 Background, Difficulty and Objective of this Study 209

An extension review of the various approaches for cell formation is available in
the literature (Kumar and Vannelli 1983; Wemmerlöv and Hyer 1986; Chu and Pan
1988; Lashkari and Gunasingh 1990; Reisman et al. 1997; Selim et al. 1998). Wem-
merlöv and Johnson (1997) employed a mail survey methodology and provided
a study of implementation experiences and performance achievements at 46 user
firms. Miltenburg and Zhang (1991) carried out a comparative study of nine well-
known algorithms.

In the design of cellular manufacturing systems, many production factors should
be involved when the cells are created, e.g., machine requirement, machine set-up
times, utilization, workload, alternative routings, machine capacities, operation se-
quences, setup cost and cell layout (Wu and Salvendy 1993). Due to the complexity
of the cell formation problem, it is impossible to consider all the manufacturing
factors in one method. A few approaches have been developed to incorporate dif-
ferent factors. In this research, we propose a new similarity coefficient to involve
alternative process routings, operation sequences, operation times and production
volumes. We also consider a heuristic that incorporates machine capacity, machine
investment cost, machine overload, redesigning cost of part routing and multiple
machines available for some machine types.

The remainder of this chapter is organized as follows. In Section 10.2, we discuss
the background of several production factors, difficulties of capacity violated issue
and objective of this study. Section 10.3 develops a new similarity coefficient that
considers several production factors. This is followed, in Section 10.4 by a descrip-
tion of a two-stage heuristic algorithm. An important concept, key process routing
is also introduced in this section. In Section 10.5, three numerical examples are pre-
sented to compare with other approaches in the literature; two large-sized problems
are also used to test the computational performance. Finally, the conclusions from
this study are given in Section 10.6.

10.2 Background, Difficulty and Objective of this Study

10.2.1 Background

10.2.1.1 Alternative Process Routings

Numerous cell formation methods have appeared in the literature. In most cell for-
mation methods, parts are assumed to have a unique part process plan. However, it is
well known that alternatives may exist in any level of a process plan. In some cases,
there may be many alternative process plans for making a specific part, especially
when the part is complex (Qiao et al. 1994). Explicit consideration of alternative
process plans invoke changes in the composition of all manufacturing cells so that
lower capital investment in machines, more independent manufacturing cells and
higher machine utilization can be achieved (Hwang and Ree 1996).
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The cell formation problem incorporating alternative process routings is called
the generalized GT problem. Kusiak (1987) is the first person who described the
cell formation problem in which alternative process routings are available. Kusiak
(1987) presented an integer programming model (generalized p-median model) on
the design of cells considering alternative process routings.

Hwang and Ree (1996) proposed a two-stage procedure for the cell formation
problem with alternative process routings. At the first stage, the route selection prob-
lem is solved with the objective of maximizing the sum of compatibility coefficients
among selected process routings. At the second stage, part families are formed based
on the result of the first stage using the p-median problem.

Won and Kim (1997) considered a generalized machine similarity coefficient and
used a multiple criteria clustering algorithm to obtain machine cells.

Sofianopoulou (1999) proposed a two-dimensional simulated annealing heuris-
tic for the design of medium-sized cellular manufacturing systems with replicate
machines and/or alternative process routings for some or all of the parts produced.

Zhao and Wu (2000) developed a genetic algorithm for manufacturing cell for-
mation with multiple routes and multiple objectives. The multiple objectives in-
clude the minimization of the total within cell load variation, total intercellu-
lar/intracellular part movements and total exceptional elements.

10.2.1.2 Operation Sequences

Another important manufacturing factor in the design of a cellular manufacturing
system is the operation sequences of parts. The operation sequence is defined as an
ordering of the machines on which the part is sequentially processed (Vakharia and
Wemmerlöv 1990).

Choobineh (1988) presented a two-stage procedure for the design of a cellular
manufacturing system based on the operation sequences. The first stage uses a simi-
larity coefficient to form part families. In the second stage, an integer programming
model is developed to obtain machine cells.

Vakharia and Wemmerlöv (1990) proposed a similarity coefficient based on op-
eration sequences to integrate the intracellular flow with the cell formation problem
by using clustering methodology.

Logendran (1991) developed an algorithm to form the cells by evaluating the
intercellular and intracellular moves with the operation sequences. He also indicated
the impact of the sequence of operations and layout of cells in the cell formation
problem.

Wu and Salvendy (1993) considered a network analysis method by using an undi-
rected graph (network) to model the cell formation problem with taking into account
the operation sequences factor.

Sarker and Xu (1998) presented a brief review of the methods of cell formation
based on the operation sequences. A number of operation sequence-based simi-
larity/dissimilarity coefficients are discussed in their research. They classified the
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methods of cell formation based on the operation sequences into four kinds: mathe-
matical programming, network analysis, materials flow analysis method, and heuris-
tics.

10.2.1.3 Part Production Volume and Machine Capacity

Gupta and Seifoddini (1990) depicted the merits of incorporating production vol-
umes of parts into the cell formation procedure and developed a production data-
based similarity coefficient. Among various production factors, operation time and
machine capacity are two particularly relevant factors to production volume.

In the design of cellular manufacturing systems, available capacities of machines
need to be sufficient to satisfy the production volume required by parts. Previous
studies suggested that the number of machines for each machine type must be known
a priori. For a specific machine type, if the exact number of machines required to
process the parts has not been provided, it has to be determined before solving the
cellular manufacturing problem (Heragu 1994; Heragu and Gupta 1994). This is re-
alistic and it is easy to calculate these numbers under the traditional cell formation
environment that does not incorporate alternative process routings. Interested read-
ers may refer to the mathematical model presented in Heragu and Gupta (1994).
However, it becomes difficult to calculate these numbers under the situation that
considers alternative process routings. We will discuss this difficulty and propose
solutions in the next section.

10.2.2 Objective of this Study and Drawbacks of Previous Research

The objective of this study is to formulate a new similarity coefficient that incor-
porates alternative process routings, operation sequences, operation times and pro-
duction volumes. As for the machine capacity issue, under alternative process rout-
ings available, we also consider some realistic production factors such as multiple
machines available for machine types, machine investment cost, and part routing
redesigning cost to overcome the drawbacks of previous studies.

The importance of the above mentioned production factors has been emphasized
constantly by previous studies. For example, the huge flexibility and lower machine
capital investment brought by alternative process routings have been discussed by
Kusiak (1987), Hwang and Ree (1996); Choobineh (1988), Sarker and Xu (1998)
emphasized that the operation sequence is the most relevant attribute and ignoring
this factor may erase the impact of material flow; Heragu (1994) indicated that it is
obvious that machine capacity is more important than the other production factors
and it is therefore necessary to first ensure that adequate capacity (in machine hours)
is available to process all the parts.

Although a large number of cell formation methods have been developed thus
far, most of them focus only on one or two production factors mentioned above.
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Very few approaches have been proposed to cope with various production factors.
To the best of our knowledge, the similarity coefficient developed by Gupta (1993)
is the only coefficient that takes into account alternative process routings, operation
sequences, operation times and production volumes. Gupta (1993) also considered
the machine capacity by testing the process routing usage factors.

As for the machine capacity under the model that alternative process routings
are available, it is impossible to calculate the number of machines for each machine
type before solving the cell formation problem, because the routing selection for
each part is unknown and different process routings of a part use different machines.
Moreover, the operation time may be different for the same machine in different pro-
cess routings. Due to these uncertain situations, it becomes complicated to ensure
the capacity constraint under alternative process routings consideration. Previous re-
search dealt with this problem based on some unrealistic hypothesis. Gupta (1993)
ignored the situation that multiple machines are needed for a specific machine type
in order to satisfy the capacity constraint. In his model, each machine type only con-
tains a single machine and the capacities would be sufficient by adjusting routing
usage factors of parts. A recent contribution by Caux et al. (2000) took into account
the situation that multiple machines are available for machine types. However, they
assumed that the number of machines for each machine type is known and they
treated multiple machines of each machine type as different machine types. Further-
more, they assumed that at least one process routing for each part exists which has
enough machine capacities to produce the required part quantities.

The assumptions mentioned above are not realistic. In this chapter, we are inter-
ested in finding solutions of cell formation problems, which respect the following
real-life production situations.

For some machine types, multiple machines are available and should not be
treated as different machine types. However, the number of machines needed for
each type to ensure capacity constraints is unknown.

In the system designing stage, there is the possibility that none of the alternative
process routings of a part can ensure the production of the required part quantity
without exceeding available capacities of machines.

Based on the above analysis, it can be concluded that the capacity constraint
violated issue is unavoidable in the system designing stage. Therefore, in order to
ensure sufficient capacity to process all the parts, we should consider the following
question: “If available machine capacity cannot guarantee the production of the re-
quired part quantity, what should we do under current production conditions?” Since
the machine capacity insufficient issue emerges only after some process routing has
been selected for producing the corresponding part, we propose several approaches
in this chapter to cope with this problem when some routing is selected for a part
whereas machine capacity in this routing is insufficient for producing the required
part quantity. The approaches are described as follows:

1. Use multiple machines for the capacity violated machine types.
2. Use other alternative process routings.
3. Redesign part process routing.
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4. Buy new/additional machines.
5. Overload.

We use these approaches in the cell formation procedure to guarantee the quan-
tities of produced parts. Concrete steps will be discussed in stage 2 of the proposed
algorithm.

10.3 Problem Formulation

10.3.1 Nomenclature

Indices:

i; k machine (i , k D 1; : : : ; M )
j part (j D 1; : : : ; P )
r process routing (r D 1; : : : ; Rj )
o operation (o D 1; : : :; n

jr
i )

c; f; g cell (D 1; : : :; C )
l key process routing
l0 first-key routing

Parameters:

a
jr
i D

(

1 if machine i is used in the process route r of part j I

0 otherwise :

a
j
i D

(

1 if a
jr
i D 1 for some r 2 Rj I

0 otherwise :

indicates whether part j is used by machine i or not.

a
j

ik
D

(

1 if a
jr
i D a

jr

k
D 1 for some r 2 Rj ; i ¤ k I

0 otherwise ;

indicates whether part j is used by both machines i and k or not

Ni D
PP

j D1
a

j
i the number of parts processed by machine i

Nik D
PP

j D1
a

j

ik
the number of parts processed by both machines i and k
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gsik generalized similarity coefficient, Equation 10.1. 0 � gsik � 1
Sik modified generalized similarity coefficient, Equation 10.2. 0 � Sik � 1
SRik sequence ratio, Equation 10.3. 0 � SRik � 1
MLRik machine-load ratio, Equation 10.8. 0 � MLRik � 1
Xik number of actual movements of parts between machines i and k, Equa-

tion 10.4
Dik number of possible movements of parts between machines i and k, Equa-

tion 10.5
x

j

ik
number of times that part j moves between machines i and k

d
j

ik
number of possible produced movements of part j between machines i
and k

x
jr

ik
number of times that part j moves between machines i and k in the rout-
ing r

d
jr

ik
number of possible movements of part j between machines i and k in the
routing r

sr
jr

ik
sequence ratio between machines i and k in the routing r of part j , Equa-
tion 10.6

n
jr
i number of times that part j visits machine i in the process routing r

n
jr

ik
D Min

�

n
jr
i ; n

jr

k

�

fl
jr
i whether or not the first or=and last operation in routing r of part j is

performed by machine i , Equation 10.7
i.k/ indicates either machine i or k, determined by Table 10.1
Yik min-production volume factor between machines i and k, Equation 10.9
Eik max-production volume factor between machines i and k, Equation 10.10
y

j

ik
min-production volume factor of part j between machines i and k

e
j

ik
max-production volume factor of part j between machines i and k

mlr
jr

ik
machine-load ratio between machines i , k in the routing r of part j , Equa-
tion 10.11

y
jr

ik
min-production volume factor between machines i and k in the routing r
of part j , Equation 10.12

e
jr

ik
max-production volume factor between machines i and k in the routing r
of part j , Equation 10.12

vj production volume for part j
t
jr
io operation time of the oth operation on machine i in routing r of part j

t
jr
i D

n
jr

iX

oD1

t
jr
io total operation times of part j in routing r on machine i

vt
jr
i D v�

j t
jr
i total operation times of part j in routing r on machine i

during a production period
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NMf number of machines in the machine cell f
KRj the set of key process routings of part j
T total number of the intercellular movements in the system
Tj number of intercellular movements in some key process routing of

part j
rmcjl the required cost by purchasing new machines for routing l of part j

to ensure adequate capacities for producing required quantity of part j ,
Equation 10.15

rmcm
jl

the required cost by purchasing new machines for machine type m in
routing l of part j to ensure adequate capacity ofm to produce required
quantity of part j , Equation 10.16

nbnmm the required number of new machines for machine typem in the current
routing

mcm the investment cost of new machinem
ammm available number of multiple machines for machine type m
bnmm number of machine of typem that has newly bought
umc the machine unit capacityD 8 h=day
rrcj the cost of redesigning a new process routing for part j
B the set denotes the number of decreased intercellular movements
Bmc an entry inB , denotes the number of decreased intercellular movements

by moving machine
m from current cell to cell c, m … c
Bh

mc D max
m2M;c2C

Bmc ; the entry that has the maximum value in the set B.

10.3.2 Generalized Similarity Coefficient

Generalized machine similarity coefficient (Won and Kim 1997) which was pro-
posed for considering alternative process routings is basically an extension of the
Jaccard similarity coefficient. The deficiency of this coefficient is that it ignores the
actual impacts of realistic production data such as material flows and part quantities.
In this study, we extend the generalized machine similarity coefficient to incorporate
the operation sequences, operation times and production volumes of parts.

According to Won and Kim (1997), the generalized similarity between machine
i and k is given by the Equation 10.1:

gsik D
Nik

Ni CNk �Nik

.0 � gsik � 1/ : (10.1)

From the above definition, aj
i D 1 indicates that if machine i is used by some

process routing of part j the number of parts processed by machine i is counted
as one for that part even if the remaining process routings of part j also use ma-
chine i . This idea follows from the basic assumption of the generalized GT problem
that in the final solution only one process routing is selected for each part (Kusiak
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1987; Won and Kim 1997). Similarly, if some process routing of part j uses both
machines, then the remaining routings of part j are ignored in the definition.

10.3.3 Definition of the New Similarity Coefficient

In this section, we extend the generalized machine similarity coefficient to cope
with cell formation problems, which consider alternative process routings, operation
sequences, operation times and production volumes of parts simultaneously.

In order to reflect the impact of operation sequences in the generalized machine
similarity coefficient, we add a sequence ratio SRik into Equation 10.1. We also
add a machine-load ratioMLRik into Equation 10.1 to consider the totally required
operation machine time. We define the similarity coefficient as follows:

Sik D
Nik

Ni CNk �Nik

� SRik �MLRik .0 � Sik � 1/ : (10.2)

1. Definition of the sequence ratio SRik

The value of the ratio varies from 0 to 1. The sequence ratio is defined as follows:

SRik D
Xik

Dik

.0 � SRik � 1/ : (10.3)

The denominator Dik indicates the number of possible produced movements of
parts between machines i and k. The numerator Xik is an indication of the number
of actual movements of parts between machines i and k.

Xik D

P
X

j D1

x
j

ik
(10.4)

Dik D

P
X

j D1

d
j

ik
: (10.5)

In the generalized similarity coefficient, part j is regarded as using machines i

and k if both machines are used by some process routing of part j ; other remaining
process routings of part j are ignored (Won and Kim 1997). Similarly, we define the
intermachine movements of parts between a pair of machines by using some process
routing of that part. In other words, the x

jr

ik
and d

jr

ik
of some process routing of part

j are selected to represent the x
j

ik
and d

j

ik
of part j . Therefore, the problem is

changed to find out the appropriate process routing r for each part that can facilitate
the problem formulation. Two principles are introduced here in finding the process
routing r .
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Principle 10.1. The highest degree of sequence ratio between machines i and k can
be achieved in process routing r for part j .

Principle 10.2. If Principle 10.1 cannot judge candidate, select the one that has min-
imal possible intermachine movements d jr

ik
. d jr

ik
¤ 0.

The idea of Principle 10.1 is that the existence of alternative process routings
increases the chance of obtaining mutually independent machines cells. In other
words, it increases the degree of similarity between two machines by selecting ap-
propriate process routings of parts. Principle 10.2 is obvious since one of the impor-
tant objectives of cellular manufacturing is to decrease the intermachine movements.

We define the similarity between machines i and k in the process routing r for
part j as follows:

sr
jr

ik
D
x

jr

ik

d
jr

ik

.d
jr

ik
¤ 0/ : (10.6)

Assume r 0 2 Rj and srjr0

ik
D Max

r2Rj

.sr
jr

ik
/, xj

ik
and d j

ik
for each part j are

calculated as Table 10.2.

Table 10.1 The determination of machine i.k/

if n
jr

i
D n

jr

k
¤ 0

if if Otherwise

n
jr

k < n
jr

i
n

jr

k < n
jr

i
if f l

jr

i
D 2 if f l

jr

k D 2

i.k/ i k i k Either i or k

In Table 10.2, if
RjP

rD1
d

jr

ik
> 0 and

RjP

rD1
x

jr

ik
> 0, then Principle 10.3 is used to get

x
j

ik
and d

j

ik
. On the other hand, if

RjP

rD1
d

jr

ik
> 0 and

RjP

rD1
x

jr

ik
D 0, then Principle 10.4

is performed to obtain x
j

ik
and d

j

ik
for part j .

The last problem is the definition of the possible produced intermachine move-
ments d

jr

ik
, which is established as follows:

f l
jr
i D

8

ˆ̂
ˆ̂
<

ˆ̂
ˆ̂
:

2 if both the first and last operations in routing r

of part j are performed by machine i I

1 else if either first or last operation in routing r

of part j is performed by machine i I

0 otherwise :

(10.7)

f l
jr

i.k/
D

(

f l
jr
i if i.k/ D i I

f l
jr

k
if i.k/ D k :
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Table 10.2 The calculation of x
j

ik
, d

j

ik
. � Min

r2Rj

.d
jr

ik
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RjP

rD1
d
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� �

0; Min
r2Rj

�

d
jr

ik

��
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Table 10.3 The formulation of possible produced intermachine movements d
jr

ik

if n
jr

i
¤ n

jr

k if n
jr

i
D n

jr

k ¤ 0

if if if if if if

f l
jr
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D 2 f l
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i. k/
D 1 f l

jr

i. k/
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i. k/
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i. k/
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i. k/
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� 2 2n
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� 1 2n

jr

ik
2n

jr

ik
� 2 2n

jr

ik
� 1 2n

jr

ik
� 1

Thus, d jr

ik
is formulated as in Table 10.3.

And if njr
i D n

jr

k
D 0, then d jr

ik
D 0.

2. Definition of the machine-load ratio MLRik

MLRik D
Yik

Eik

.0 � MLRik � 1/ (10.8)

Yik D

P
X

j D1

y
j

ik
(10.9)

Eik D

P
X

j D1

e
j

ik
: (10.10)

Similar with the definition of sequence ratio, we select some routing to calculate
y

j

ik
and e

j

ik
. The two principles are modified as follows:

Principle 10.3. The highest degree of machine-load ratio between machines i and k

can be achieved in process routing r for part j .

Principle 10.4. If Principle 10.3 cannot judge the candidate, select the one that has
minimal production time.

mlr
jr

ik
D

y
jr

ik

e
jr

ik

�

e
jr

ik
¤ 0

�

(10.11)
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where
e

jr

ik
D max

�

vt
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i ; vt

jr

k

�

; y
jr

ik
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�

vt
jr
i ; vt

jr

k

�

(10.12)

Assume r0 2 Rj and mlrjr0

ik
D Max

r2Rj
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jr

ik
/, yj

ik
and ej

ik
for each part j are

calculated as in Table 10.4.

Table 10.4 The calculation of y
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In Table 10.2, if
Rj
P

rD1
e

jr

ik
> 0 and

Rj
P

rD1
y

jr

ik
> 0, then Principle 10.3 is used to

obtain y
j

ik
and e

j

ik
. On the other hand, if

Rj
P

rD1
e

jr

ik
> 0 and

Rj
P

rD1
y

jr

ik
D 0, then Princi-

ple 10.4 is performed to obtain y
j

ik
and e

j

ik
for part j .

10.3.4 Illustrative Example

We use a simple example to illustrate the definition of the proposed similarity co-
efficient. Assume there are four parts, for each part, the alternative process routings
that include production data: operation sequence (denoted by machine number) and
operation time (in parentheses, unit is minutes) are as follows:

Part 1 has three alternative process routings:
p1(r1): m4(3), m2(2), m1(3), m2(2), m1(3)
p1(r2): m1(3), m3(5), m4(4), m2(1), m5(3)
p1(r3): m5(5), m3(3), m4(4), m1(4)

Part 2 has two alternative process routings:
p2(r1): m1(3), m2(3), m1(2), m2(3), m1(2)
p2(r2): m1(2), m2(2), m1(1), m3(2), m1(1), m4(2), m2(1)

Part 3 has two alternative process routings:
p3(r1): m4(1), m1(2), m4(3), m5(1), m4(2)
p3(r2): m3(1), m5(3), m4(2), m2(2), m5(4)

Part 4 has two alternative process routings:
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p4(r1): m4(3), m1(3), m4(5), m5(2), m2(2)
p4(r2): m3(1), m1(3), m4(2), m5(5)

We calculate the similarity between machines 1 and 2. From the above opera-
tional data, we construct the machine-part matrix as in the following Table 10.5.
The elements in the matrix indicate the operation sequences of process routings

Table 10.5 A computing case

p1 p2 p3 p4
r 1 2 3 1 2 1 2 1 2

m 1 3; 5 1 4 1; 3; 5 1; 3; 5 2 2
m 2 2; 4 4 2; 4 2; 7 4 5 1

For part 1, routing 1 includes both machines 1 and 2 twice. The last operation
of routing 1 is processed on machine 1. Hence, the coefficient with routing 1 is
computed as follows:

n11
12 D n11

1 D n11
2 D 2 I f l11

1 D 1 ; fl11
2 D 0 I i.k/ D either 1 or 2 : Finally;

d11
12 D 2n11

12 � 1 D 3 ; x11
12 D 3 and sr11

12 D 3=3 D 1 :

Similarly, for routing 2 and routing 3 of part 1, the coefficients are computed as
follows:

d 12
12 D 1 ; x12

12 D 0 and sr12
12 D 0 I d 13

12 D 0 ; x13
12 D 0 and sr13

12 does not exist:

Therefore, Principle 10.3 is applied to obtain x1
12 and d 1

12 as follows:

x1
12 D x11

12 D 3 and d 1
12 D d 11

12 D 3 :

The same procedure is performed on part 2 and the results are given as follows:

d 21
12 D 2 � n21

12 D 4 ; x21
12 D 4 and sr21

12 D 1 I

d 22
12 D 2 � n22

12 � 1 D 3 ; x22
12 D 2 and sr22

12 D 2=3 I

x2
12 D x21

12 D 4 and d 2
12 D d 21

12 D 4 :

Since
P

r2R3

d 3r
12 D 0, part 3 does not contribute to the sequence ration. For part 4,

Principle 10.4 is applied and the results are given as follows:
X

r2R4

d 4r
12 > 0
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d 41
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�
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X

r2R4

x4r
12 D 0 ; so

x4
12 D 0 and d 4

12 D 1 :

Hence, X12 D
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j D1
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j
12 D 7, D12 D

4
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j D1
d

j
12 D 8 and SR12 D 7=8.
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As for MLR12, the computing procedure is similar with SR12, we assume the
production volume of each part for this example is as v1�4 D 10; 20; 10; 20. Then,
we get yj

ik
, ej

ik
and the final result as follows:

y1
12 D y11

12 D 5 � 10 ; e1
12 D e11

12 D 5 � 10 I

y2
12 D y21

12 D 6 � 20 ; e2
12 D e21

12 D 7 � 20 I

y3
12 D e3

12 D 0 I y4
12 D y41

12 D 2 � 20 ; e4
12 D e41

12 D 3 � 20 :

Hence, Y12 D
4P

j D1
y

j
12 D 210, E12 D

4P

j D1
e

j
12 D 250 and MLR12 D 21=25.

Since gs12 D 3=5, at last

S12 D gs12 � SR12 � MLR12 D .3=5/� .7=8/� .21=25/ D 441=1000 :

10.4 Solution Procedure

For solving cell formation problems by similarity coefficient methods, there exist
two different solution methodologies: the optimal solution methodology and the
heuristic approach. In heuristic approaches, suboptimal solutions are sought where
it is expected that the optimal solution methodologies may not work well for large
instances, although the grouping efficiency in suboptimal solutions may decrease.
In solving cell formation problems, as the size (dimension) of a problem increases,
the number of both variables and constraints increases and, at a certain point, the
optimal solution methodology fails to solve larger instances of problem (Islam and
Sarker 2000). In this section, we propose a two-stage heuristic algorithm for solving
cell formation problems. Stage 1 applies the proposed similarity coefficient to ob-
tain basic machine groups, and stage 2 refines the solution and solves the machine
capacity problem by several approaches.

10.4.1 Stage 1

The objective of stage 1 is to obtain basic machine cells. At first, construct a simi-
larity matrix by Equation 10.2, which is a symmetric matrix with M �M entries. An
entry sik in the matrix indicates the similarity between machine i and machine k.
Then, group two machines into a machine cell and revise the similarity matrix. The
procedure is iterated until the predefined number of machine cells has been obtained.

An average similarity coefficient is used for revising the similarity matrix. The
coefficient is defined to evaluate the similarity between two machine cells f and g,
and it is described as follows:

sfg D

P

i2f

P

k2g

sik

NM �
f
NMg

: (10.13)
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The general procedure of the proposed heuristic algorithm is presented as fol-
lows:

Step 1 Produce the similarity matrix sik .

Step 2 Join the two machines that have the highest value into a new machine cell.

Step 3 Check the constraint of the number of cells.
If (the predefined number of cells has been obtained)
stop;
else go to step 4.

Step 4 Revise the similarity coefficients between the new machine cell and other
remainder machines (machine cells) in the similarity matrix by Equation 10.13.
Go back to step 2.

After finishing stage 1 of the algorithm, we have obtained the basic machine cells
that meet the cell number constraint. In order to finish the cell formation problem,
we need to decide the part family for each machine cell and select the process rout-
ing for each part. We also need to ensure that the machine capacities of the selected
routing can guarantee the production volume of the part. We solve these problems
in the stage 2.

10.4.2 Stage 2

Before describing the procedure in detail, we define the concept of key process
routings as follows: if part j can be processed in the process routing l with minimum
number of intercellular movements, then we call the process routing l as the key
process routing of part j . A part can have several key process routings that form
a key routing set KR.

We define the total number of the intercellular movements in the system as fol-
lows:

T D

P
X

j D1

Tj � vj : (10.14)

In stage 2 of the algorithm, step 1 forms the set of key process routings KR
for each part. Since the members in KR need a minimum number of intercellular
movements, they are the candidates for the finally selected routing of the part.

Step 2 invokes add-in-step which reassigns each machine to other machine cells
to check the possibility of reducing intercellular movements T . If the reassignment
of some machine reduces intercellular movements, then reassign the machine to the
machine cell that will reduce intercellular movements maximally. The add-in-step
is iterated until no more reduction of intercellular movements can be produced by
reassignments of machines.

For each part j , steps 3 and 4 ensure the required quantity to be produced. Firstly,
a key routing l 0 that contains the smallest number of operations is selected. We call
l 0 as the first-key routing of part j . Based on the first-key routing, a lot of objectives
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such as minimization of intercellular movements, minimization of the intracellular
movements are achieved.

Step 3.1 checks the capacity constraints of used machines in the first-key rout-
ing l 0, if the capacity constraints are violated, then other second-key routings in KR
are utilized in step 3.2 to ensure the machine capacities. If machine capacities in
all key routings of part j are insufficient for producing the required part quantity,
the approaches introduced in Section 10.2.2 are employed in step 4 to ensure the
machine capacity constraint. The details are as follows:

Approach 1 For first and second-key routings: If multiple machines are available
for the capacity violated machine types, add machines into the manufacturing
system until the required machine capacity has been satisfied (step 4.1). Else,
use approach 2.

Approach 2 Use non-key routings that need more intercellular movements than
keys (step 4.2).
If both approach 1 and approach 2 are not viable, which indicates that multiple

machines are not available or the number of multiple machines is not sufficient for
all routings of part j . Hence, other approaches need to be considered for coping
with the insufficient machine capacity issue.
Approach 3 Buy new machines (step 4.3.1).
Approach 4 Redesign new process routing in which machine capacities can ensure

the required part quantity (step 4.3.2).
Approach 5 If the cost of a new machine is very high and the capacity of the ma-

chine is only very little exceeded, consider machine overload. This approach can
be used as a supplement for other approaches. Since overload is not normal for
machines, it should be used only for special cases. We do not use this approach
in this chapter.

In the selection of the above approaches, a balance model among several costs
needs to be considered. These costs include machine purchase cost, process routing
redesigning cost, and machine overload cost. Since different approaches may select
different process routing, intercellular and intracellular movements costs also need
to be considered. Finally, the fixed usage cost of newly added multiple machines
also needs to be considered. We suggest the model as a further study topic and will
discuss it in conjunction with approach 5 in other research.

For applying approach 3, some parameters are calculated as follows:

rmcjl D

MX

mD1

rmcm
jl (10.15)

rmcm
jl D mcm � nbnmm (10.16)

nbnmm D

� M
X

iD1

a
jr
i

�vt
jr
i � .ammm C bnmm/ � umc

�

=umc;nbnmm � 0

(10.17)

and if nbnmm contains a decimal fraction, nbnmm D nbnmm C 1.
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After finishing step 4, the process routing that satisfies the capacity constraint has
been selected for each part. Step 5 re-executes the add-in-step to improve the cell
formation solution. Step 6 assigns multiple or newly purchased machines to cells.

The details of stage 2 is presented as follows:

Step 1 For each part j , form KR.

Step 2 Improvement of the solution obtained in stage 1.
Invoke add-in-step (at the end of the steps). Go to next step.
Check machine capacity constraint. Initialize: set part number j D 1.

Step 3 For part j , find the current first-key routing l 0 that contains the smallest
number of operations.

Step 3.1 If the capacity constraints of used machines in routing l 0 are satisfied,
select l 0. Part number j D j C 1. If j D P C 1, go to step 5; else, go back to
the top of step 3.

Step 3.2 If the capacity constraints of used machines in routing l 0 are violated,
invalidate l 0 in set KR. If there is no valid routing in the KR, go to step 4; else,
go back to the top of step 3.

Step 4 Validate all members in KR of part j .

Step 4.1 For part j , find the first-key routing l 0 that contains the smallest number of
operations.

For the capacity constraint violated machine types, if the number of multiple
machines is sufficient to ensure the needed capacity, go to step 4.1.1; else, go to
step 4.1.2.

Step 4.1.1 Add required machines into system. Select routing l 0. j D j C 1, if
j D P C 1, go to step 5; else, go back to the top of step 3.

Step 4.1.2 Invalidate l 0 in set KR. If there is no valid routing in the KR, go to
step 4.2; else, go back to the top of step 4.1.

Step 4.2 Remove all key routings of part j . If there are no other routings for part j ,
go to step 4.3; else form KR, go back to the top of step 3.

Step 4.3 Find the routing l 00 in which rmcjl 00 D min
8l

rmcjl . If rrcj > rmcjl 00 , go
to step 4.3.1; else, go to step 4.3.2.

Step 4.3.1 Select l 00. For the capacity violated machine types, add available mul-
tiple machines into system. For the machine types whose number of multi-
ple machines is not sufficient, buy new machines until capacities are satisfied.
j D j C 1, if j D P C 1, go to step 5; else, go back to step 3.

Step 4.3.2 Redesign a new process routing for part j in which machine capacity
constraints can be ensured by current machines or adding multiple machines that
are available into the system. j D j C 1, if j D P C 1, go to step 5; else, go
back to the top of step 3.
Initialize: Remove all unselected routings for each part.
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Step 5 Reimprovement of the solution.
If step 4 has been invoked by any part, invoke add-in-step.
Assign each part to the cell that processes the first operation of the part. Go to
next step.

Step 6 For each added multiple machines or newly purchased machines that are
identified in step 4, assign it to the cell that maximize the utilization of the ma-
chine.

Add-in-step Initialize: calculate the number of intercellular movements T in the
system by Equation 10.14.

Add-in 1 Create a new matrix B.Bmc/. m D 1; : : :;M ; c D 1; : : : ; C .
Initialize: set Bmc D 0, 8m, 8c; set m D 1.
loop 1{ (loop 1 begins here)
Initialize: set c D 1
loop 2{ (loop 2 begins here)
move m from current cell c0 to cell c (c0 ¤ c/. For each part, reform KR.
calculate the number of intercellular movements (T 0/ by expression (14)
set Bmc D T � T 0

set c D c C 1
if .c � C / return to the top of loop 2;
else exit loop 2. (loop 2 ends here)
}
set m D m C 1
if .m � M/ return to the top of loop 1;
else exit loop 1. (loop 1 ends here)

}

Add-in 2 Find the element that bears the highest value Bh
mc in the matrix B .

if(Bh
mc >0)

reassign machine m to cell c

go back to the top of the step that invoked this add-in-step
else end.

10.5 Comparative Study and Computational Performance

In this section, we use our method to solve three problems and compare the results
with the one given by Gupta (1993). The reason for choosing Gupta’s is that his sim-
ilarity coefficient is the only coefficient that considers alternative process routings,
operation sequences, operation times and production volumes simultaneously in the
literature. Furthermore, the machine capacity issue is also discussed in his research.
Therefore, it can be concluded that his model is the most relevant one that compares
to ours. In order to test the computational performance of the proposed heuristic
approach, we also solve two big size problems by judging the performance of the
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approach. The algorithm has been coded in C++ and implemented on a Pentium II
based IBM-PC compatible.

10.5.1 Problem 1

There are six machine types and eight parts in this problem. The operation sequences
(shown by machine number) and operation times (in parentheses, unit is in minutes)
for the alternative process routings of each part are as follows:

p1 r1: m1(2), m4(4), m2(2);
r2: m2(2), m3(2), m5(5), m6(6);
r3: m3(3), m2(2), m5(4), m6(6).

p2 r1: m3(3), m6(5), m5(5).
p3 r1: m3(3), m5(5), m6(5).
p4 r1: m1(1), m4(4);

r2: m2(2), m1(3), m4(4).
p5 r1: m6(6), m3(5), m2(2), m5(5);

r2: m3(4), m6(6).
p6 r1: m1(1), m2(2), m3(2);

r2: m1(1), m2(2), m6(5).
p7 r1: m5(5), m6(6), m2(2);

r2: m5(3), m6(6), m3(3);
r3: m2(2), m6(5).

p8 r1: m4(3), m2(2).

For each part, the production volume for a day is 50, 30, 20, 30, 20, 10, 15,
40, respectively. By using the approach proposed by Gupta (1993), the machine
groups (MG), part families (PF) and finally selected routing for each part are given
as follows:

MG-1: m1, m4; MG-2: m2, m3, m5, m6.
PF-1: p4(r1), p8(r1); PF-2: p1(r2), p6(r1), p3(r1), p2(r1), p5(r2), p7(r3).

The result is shown in Table 10.6. A total of 50 intercellular movements is pro-
duced by Gupta’s model.

Table 10.6 Final solution by Gupta

Machine/Part
4 8 1 6 3 2 5 7

r 1 1 2 1 1 1 2 3
m1 1 1
m4 2 1
m2 2 1 2 1
m3 2 3 1 1 1
m5 3 2 3
m6 4 3 2 2 2
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However, by applying our model, the result is given as following MGs, PFs and
shown in Table 10.7.

MG-1: m1, m4, m2; MG-2: m3, m5, m6.
PF-1: p1(r1), p4(r1), p8(r1), p6(r1); PF-2: p3(r1), p2(r1), p5(r2), p7(r2).

Table 10.7 Final solution by our model

Machine/Part
1 4 8 6 3 2 5 7

r 1 1 1 1 1 1 2 2
m1 1 1 1
m4 2 2 1
m2 3 2 2
m3 3 1 1 1 3
m5 2 3 1
m6 3 2 2 2

Our model produces only 10 intercellular movements, which is absolutely better
than the solution provided by Gupta.

10.5.2 Problem 2

This problem includes five machine types and seven parts. The operation sequences
and operation times for the alternative process routings of each part are as follows:

p1 r1: m4(4), m1(2); r2: m1(2), m3(2), m4(4).
p2 r1: m1(3), m4(4).
p3 r1: m5(5), m2(4); r2: m2(3), m5(5), m3(3).
p4 r1: m2(2), m1(4), m5(5); r2: m2(3), m5(4), m3(3).
p5 r1: m1(3), m4(4); r2: m1(5), m3(3), m4(4).
p6 r1: m2(3), m5(5).
p7 r1: m5(3), m2(2).

For each part, the production volume for a day is 50, 5, 20, 30, 40, 10, 35, re-
spectively. The results by Gupta’s is given as follows:

MG-1: m1, m4, m3; MG-2: m2, m5.
PF-1: p1(r1), p2(r1), p5(r1); PF-2: p3(r1), p4(r2), p6(r1), p7(r1).

Thirty intercellular movements are produced in Gupta’s model. However, the
result by our model gets perfect partition for this problem, where the intercellu-
lar movement has been totally eliminated by our proposed approach. This problem
again shows the efficiency of our model, and the result is as follows:

MG-1: m1, m4; MG-2: m2, m5, m3.
PF-1: p1(r1), p2(r1), p5(r1); PF-2: p3(r1), p4(r2), p6(r1), p7(r1).
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10.5.3 Problem 3

This problem includes more important production data such as multiple machines
of machine types, machine investment cost, etc. The model developed by Gupta
(1993) fails to cope with these real-life production factors. The input data are given
as follows:

Operation sequence of each routing:

p 1 r1: m1, m3, m4, m5, m6; r2: m1, m2, m3, m4, m3.
p 2 r1: m4, m1, m2, m5, m7; r2: m1, m4, m3, m5, m3.
p 3 r1: m6, m3, m2, m5; r2: m6, m2, m4, m1.
p 4 r1: m2, m3, m5, m9, m1; r2: m1, m2, m4, m3, m10.
p 5 r1: m5, m3, m5; r2: m4, m5, m2.
p 6 r1: m7, m5, m3, m1, m4; r2: m1, m8, m2, m4, m5.
p 7 r1: m2, m6, m1, m4, m5; r2: m8, m1, m2, m3, m5.
p 8 r1: m5, m4, m3, m2, m1; r2: m5, m4, m1, m2, m3.
p 9 r1: m2, m6, m9, m8, m9; r2: m7, m5, m9, m6, m9.
p10 r1: m6, m8, m7, m9, m10; r2: m6, m4, m7, m10, m9.
p11 r1: m6, m7, m8, m9; r2: m6, m8, m10, m1.
p12 r1: m6, m9, m10, m9; r2: m5, m6, m8, m5.
p13 r1: m6, m8, m7, m9; r2: m6, m7, m10, m9.
p14 r1: m8, m6, m9, m7; r2: m8, m6, m7, m10.
p15 r1: m6, m7, m8, m9, m10; r2: m7, m4, m6, m9, m10.
p16 r1: m6, m7, m9, m10; r2: m10, m7, m8, m9.

We assume the operation time for each operation is 3 min. The production vol-
ume for each part is as follows: p1 D 15, p2 D 30, p3 D 30, p4 D 20, p5 D 30,
p6 D 20, p7 D 20, p8 D 20, p9 D 40, p10 D 20, p11 D 25, p12 D 50, p13 D 20,
p14 D 30, p15 D 20, p16 D 30. The available number of multiple machines for
each machine type is 2. The investment cost for purchasing new machine for each
machine type is assumed as 2. The cost for redesigning a new process routing for
each part is 3.

Based on above input data, the machine groups and part families of the heuristic
are as follows:

MG-1: m1, m2, m4, m5, m3; MG-2: m6, m8, m9, m7, m10.
PF-1: p1(r2), p2(r2), p4(r2), p5(r2), p8(r1), p9(r1);
PF-2: p3(r1), p6(r1), p7(r2), p10(r1), p11(r1), p12(r1), p13(r1), p14(r1), p15(r1),

p16(r1).

Since the machine capacities for some machine types cannot satisfy the require-
ments of production volumes of parts, step 4 of stage 2 added available multiple
machines into the designing system. The number of added machines for each ma-
chine type is as follows:

m2D 1, m3D 1, m6D 1, m7D 1, m8D 1, m9D 1.

For machine type 9, even if the all available multiple machines have been added
into the system, its capacity still cannot ensure the required part quantities. Thus,
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step 4 takes approach 3 to solve this capacity violated issue, and a new machine for
machine type 9 is bought based on the comparison of the cost between purchase and
redesign.

Finally, step 6 assigns all these machines to the cells, and the result is as follows
(the number of machines for each machine type is in parentheses):

MG-1: m1(1), m2(1), m4(1), m5(1), m3(1), m8(1), m9(1);
MG-2: m2(1), m3(1), m6(2), m8(1), m9(2), m7(2), m10(1).

10.5.4 Computational Performance

Finally, in order to test the computational performance of the developed heuristic
approach, two large-sized problems are solved on a Pentium II based IBM-PC com-
patible to check the CPU time. Problem 3 in Section 10.5.3 is used as the base to
generate these two problems.

The first large problem includes 60 machines (30 machine types) and 96 alterna-
tive process routings (48 parts). The final solution is obtained within 1 min (44 s).
The second big problem includes 80 machines (40 machine types) and 128 alterna-
tive process routings (64 parts), and it only cost 4 min to obtain the final solution.

From the test results, it can be concluded that the proposed heuristic is efficient
either in the quality of the solutions or in the speed that leads to the solutions.

10.6 Conclusions

Various production factors have been discussed in this chapter. Due to the complex-
ity of the cell formation problem, most approaches in the literature only involved
a few factors mentioned in this chapter. The difficulty of the machine capacity vio-
lated issue is discussed and previous studies cannot cope with this issue accurately.
We introduce five approaches to deal with this issue and apply these approaches
in the developed heuristic algorithm. A new similarity coefficient that incorporates
several important production factors is developed. The similarity coefficient extends
the generalized similarity coefficient by using a sequence ratio and a machine-load
ratio. A two-stage heuristic algorithm is developed to apply the proposed similarity
coefficient. In stage 1, the basic machine cells are obtained. In stage 2, the part fam-
ilies are formed and appropriate process routing for each part is selected. The ma-
chine capacity violated problem is also solved in stage 2. Five numerical examples
are solved to demonstrate the effectiveness of the proposed similarity coefficient and
the solution procedure of the heuristic algorithm. The computational results show
that the approach provides feasible solutions rapidly.
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Chapter 11

Fuzzy Approach to Quality Function
Deployment-based Product Planning

This chapter presents a fuzzy modeling approach and a genetic-based interactive
approach to QFD planning taking the financial factor and design uncertainties into
consideration. Before formulating the optimization model, a QFD-based integrated
product development process model is presented firstly. By introducing some new
concepts of planned degree, actual achieved degree, actual primary costs required
and actual planned costs, two types of fuzzy nonlinear optimization models are in-
troduced here. These models not only consider the overall customer satisfaction,
but also the enterprise satisfaction with the costs committed to the product. With the
interactive approach, the best balance between enterprise satisfaction and customer
satisfaction can be obtained, and the preferred solutions under different criteria can
be achieved by means of the human–computer interaction.

11.1 Introduction

In a fiercely competitive global market, being able to develop new products with
a shorter lead time, cheaper prices and better quality has become a key success
factor of manufacturing enterprises. New product development (NPD) is a complex
informational, technical and business process, and it must be managed efficiently
and effectively in a company as well as throughout its supply network.

Product quality design is an important function in NPD to ensure higher qual-
ity, lower cost and shorter development time. Quality function deployment (QFD),
which originated in the 1960s in Japan, is an overall concept that provides an effi-
cient means to plan product design activities from customer requirements to prod-
uct through the phases of product planning, parts planning, process planning and
production planning (Akao 1990). Since then, QFD has been widely adopted as
a customer-driven approach to plan product quality and improve customer satisfac-
tion, particularly in a concurrent engineering (CE) environment. It has been used
as a customer-oriented approach and tool to product development including new
product development and product improvement in a structured way on the basis of
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assessment of customer requirements. It describes the interrelationships between
customer requirements (CRs) and technical attributes (TAs) of a product and the co-
relationship of TAs, which have to be considered in order to achieve higher overall
customer satisfaction.

The complex relationships between customer requirements and technical at-
tributes, and the correlation between different TAs, can be illustrated in a typical
“house of quality” (HoQ) (Akao 1990; Bode and Fung 1998), and the development
and formulation of these relationships and correlation are important procedures in
the QFD process. There are seven steps in the product development project using
QFD, among which the establishment of the relationship matrix of the customer re-
quirements/attributes (CRs) and the technical attributes (TAs), with its correlation
matrix among TAs are the important starting points.

However, overall customer satisfaction can be achieved through meeting individ-
ual customer requirements, which may well conflict with one another. The priori-
tization of the customer requirements can be formulated according to their relative
importance, and it reflects their individual contributions towards the overall perfor-
mance of a product (Fung et al. 1996, 1998). On the other hand, a given CRs may
be related to a number of TAs. Therefore, the overall customer satisfaction has to be
formulated by mapping the CRs onto the TAs.

The determination of degree of attainment (target levels) for the TAs of a product
with a view to achieve higher level of overall customer satisfaction is usually the
focus on the QFD process planning (Fung et al. 1996, 1998a,b, 2003). Traditional
methods for setting the degree of attainment is mostly accomplished in a subjective,
ad hoc manner (Fung et al. 2002) or a heuristic way, such as prioritized-based (Fung
et al. 1998b; Hauser and Clausing 1988), both of which aim at arriving at a feasible
design, rather than an optimal one. These prioritization-based methods could not
achieve global optimization, and most of these models take little consideration of
the correlation between TAs.

Moreover, these models and methods are technically one-sided without consid-
ering the limited design budget; however, they are unreasonable in QFD planning
in practice. In fact, the resources and cost budget for target level of TAs for a prod-
uct are not infinite, but limited. Therefore, the financial factor is also an important
consideration and should not be neglected in QFD planning.

Owing to the fact that these methods seldom consider the correlation among TAs,
they can not explore the relationship between degrees of attainment of two different
TAs, resulting in a linear formulation of the cost of achieving the degree of attain-
ment of TAs. In addition, it is assumed that the costs committed for fully attaining
the target of TAs under the condition that there are no other costs for other TAs
is a deterministic value. In practice, however the primary cost required may be ex-
pressed as a fuzzy number with imprecision in order to cope with the uncertainties in
a design process. These uncertainties include ill-defined or incomplete understand-
ing of the relationship between TAs and CRs, and the degree of dependence among
TAs, as well as the subjective nature and preference in the decision process. Under
these circumstances, a fuzzy modeling approach based on fuzzy set theory may be
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more suitable and efficient for integrating the financial factors into a QFD planning
process.

This chapter describes a fuzzy modeling approach and a genetic-based interac-
tive approach to QFD planning taking the financial factor and design uncertainties
into consideration. Before formulating the optimization model, a QFD-based inte-
grated product development process model is presented firstly. By introducing some
new concepts of planned degree, actual achieved degree, actual primary costs re-
quired and actual planned costs, two types of fuzzy nonlinear optimization models
are introduced. These models not only consider the overall customer satisfaction,
but also the enterprise satisfaction with the costs committed to the product. With the
interactive approach, the best balance between enterprise satisfaction and customer
satisfaction can be obtained, and the preferred solutions under different criteria can
be achieved by means of the human–computer interaction.

11.2 QFD-based Integration Model for New Product

Development

11.2.1 Relationship Between QFD Planning Process and Product

Development Process

In general, the processes of developing mechanic and electronic products consist
of the major stages of customer requirements capture, conceptual design, engi-
neering design, process design, parts manufacturing and assembly. As indicated in
the Section 10.1, being a customer-driven approach, QFD is in effect a system-
atic methodology that provides an efficient planning tool to deploy customer re-
quirements (CRs) in a hierarchical way and to plan the whole process through the
phases of product planning, part planning, process planning and production plan-
ning via the house of quality (HoQ). Starting with customer requirements (CRs),
the QFD deployment and planning processes in product development are conducted
in four planning phases including product planning, parts deployment planning, pro-
cess planning and production planning, each corresponding to individual activity of
product development processes, i.e., conceptual design, engineering design, process
planning and manufacturing, respectively. Thus there exist corresponding relations
between QFD planning processes and product development processes. During the
QFD planning phases, the HoQ provides an effective means of deployment and
planning from one phase to the next.

11.2.2 QFD-based Integrated Product Development Process Model

Basing on the QFD planning approach and taking into account customer partici-
pation in product conceptual design and earlier supplier involvement in parts and
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process deployment in new product development, an integrated product develop-
ment process model (IPDP/QFD) based on QFD is proposed in this section. The
basic idea and features lie in the following aspects:

1. The whole product development processes are decomposed into five major
phases, i.e., customer requirement synthesis, product concept design, engineer-
ing design, process design and manufacturing, each corresponding to an indi-
vidual task and objective.

2. QFD is taken as the basic deployment and planning tools, by which HoQ1,
HoQ2, HoQ3 and HoQ4 correspond to concept design, engineering design, pro-
cess design and manufacturing, respectively.

3. Fuzzy formulation and quantitative analysis, artificial neural network, expert
system, case-based reasoning and optimization theory are embedded into the
deployment and planning processes. In particular, some optimization models
and algorithms are developed as planning optimizer to support the planning pro-
cesses.

4. Customer requirements are obtained in a new way in the global market area via
Internet technology and synthesized and evaluated in an automatic and intelli-
gent way.

5. Earlier supplier involvement (ESI) is considered in the part deployment and
planning process.

6. Enterprise knowledge including product knowledge, process knowledge and re-
sources knowledge, as well as the design team’s knowledge and experience are
collected and developed as knowledge base and combined into the model.

Combining the above features, the QFD-based integrated product development
process model (IPDP/QFD) is presented in Figure 11.1.

The integrated product development process model (IPDP/QFD) is a conceptual
model, and it consists of six modules. They are user interface to the Internet, cus-
tomer requirement (CR) capture and synthesis, knowledge express and fuzzy infor-
mation process, QFD deployment and planning, QFD planning optimizer, develop-
ment tool and platform. QFD planning optimizer is composed of product planning
optimizer, part planning optimizer, process planning optimizer and production plan-
ning optimizer, where each is supported by several optimization models and solution
algorithms that are stored in model base (MB) and arithmetic base (AB), respec-
tively. Development tool and platform is a support module for other components of
the IPDP/QFD model and it is not only composed of development tools and develop-
ment platforms, but also of databases, knowledge bases, and rule and method bases.
The database is mainly composed of product-related database, customer informa-
tion database, resource database and customer requirements information database.
The rule and method bases consist of algorithms for solving the planning mod-
els and methods for fuzzy quantities rules, fuzzy rules and cases. Knowledge base
includes the marketing engineer’s knowledge of CRs, for example predefined key-
words on CRs; it also includes the designer’s knowledge of product bills of materials
(BOM) and product specification, as well as knowledge on the relationship between
CRs.
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Figure 11.1 Integrated product development process model

11.3 Problem Formulation of Product Planning

The basic concept of QFD in the product design is to translate the desires of the
customer into the determination of TAs, which is illustrated by a HoQ (Akao 1990;
Bode and Fung 1998). Assuming for a product design, there are m CRs denoted
by CRi , i D 1; 2; : : : ; m and n TAs denoted by TAi , i D 1; 2; : : : ; n. The over-
all customer satisfaction is gauged in terms of the satisfaction with all individ-
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ual customer requirements, which are generally conflicting with one another. Let
di .i D 1; 2; : : :; m/ be the weight of importance of the i th CR indicating the
relative importance of i th CR towards the overall customer satisfaction, whereas
wj .j D 1; 2; : : :; n/ denoting the relative weight of importance of TAs, is deter-
mined from the relationship between CRs and TAs. LetR be the relationship matrix
between CRs and TAs, the elements Rij of which indicates the strength of impact
of the j th TA on the satisfaction of the i th CR. The value of Rij may be assigned
by the scale of 1-3-9 or 1-9-15 to denote weak, medium and strong relationships,
respectively, or using quantified HoQ method 2. R�

ij , normalized Rij , may be inter-
preted as the contribution quota of the j th TA towards complete fulfillment of the
i th CR when the target of the j th TA is met. With this interpretation, the weights
wj .j D 1; 2; : : :; n/ may be derived in terms of the following equation:

wj D

m
X

iD1

diR
�
ij ; j D 1; 2; : : :; n : (11.1)

Let the decision variable xj be the degree of attainment of the j th TA. The
traditional formulation of a QFD planning problem may be expressed as (Fung et al.

2002):

.P1/ MaxZ D

m
X

iD1

divi (11.2)

s.t. vi D

n
X

j D1

Rijxj ; i D 1; 2; : : :; m (11.3)

0 < xj D fj .x1; x2; : : :; xn/ � 1 ; j D 1; 2; : : :; n (11.4)

where vi ; fj .x/ are the perception degree of customer satisfaction with the i th CR
and the functional relationship between the j th TA and other TAs.

In general, correlation exists between different types of TAs. Let T be the corre-
lation matrix of the TAs; the element Tij denotes the correlation factor between i th
and j th TAs. If there is no dependence between i th and j th TAs, Tij D 0; else it rep-
resents the degree/scale of dependence. Of course, the TA is defined as the strongest
dependence with itself in the construction of the correlation matrix, i.e., Ti i is de-
fined as the maximum degree/scale. When it is normalized Tij 2 .�1; 1� with this
formulation, we not only can formulate the dependence or independence between
TAs, but also formulate the strong degree of dependence. In addition, Tij < 0 im-
plies that there is a conflict between the i th and j th TAs, i.e., the i th TA has a neg-
ative impact on the j th TA, and vice versa. Similarly, they have a positive effect on
each other if Tij > 0.

In constructing the correlation matrix/element, the degree/scale of dependence of
a TA on itself is defined to be much larger than that between two different TAs. For
example, the correlation between two TAs is scaled by way of 1-3-5-15, the point
1, 3, 5, are scaled to formulate the degree of weak, medium, and strong dependency
between two different TAs, whereas point 15 is defined to be the scale of dependence
of one TA on itself. After normalization Ti i D 1, while Tij 2 .�1; 1/ for i ¤ j .
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In this case, the normalized correlation element Tij may be interpreted as in-
cremental changes of degree of the attainment of the j th TA when the degree of
attainment of the i th TA is increased by one unit.

11.4 Actual Achieved Degree and Planned Degree

On account of their correlation between two different types of TAs, it is difficult
to formulate the relation between xi and xj . As indicated above, the normalized
correlation element Tij may be interpreted as incremental changes of the degree of
attainment of the j th TA when the degree of attainment of the i th TA is increased by
one unit. With this interpretation, it is necessary to introduce the concept of planned
degree of attainment of TA in order to distinguish it from the actual achieved degree
of attainment of TA.

Let the planned degree of attainment of the j th TA be yj , which is the decision
variable we focus on. Owing to the correlation between TAs, xj , the actual achieved
degree of attainment of the j th TA, may be formulated as:

xj D yj C
X

k¤j

Tkjyk D

n
X

kD1

Tkjyk : (11.5)

In the case that 1 �
P

k¤j Tkjyk D 0, it implies that other TAs have strongly
positive correlation with a certain TA, say the j th TA, such that the j th TA is fully
achieved with no planned degree of attainment, i.e., yj D 0. It also implies that
when the planned degree of attainment of some other TAs reaches some certain
level, the target of the j th TA is attained completely owing to its correlation with
other TAs; that is to say, the planned degree of attainment of j th TA is zero.

In some extreme cases, for some planned degree of attainment yj .j D 1; 2; : : :,
n/, the factor yj C

Pn
k¤j Tkjyk may be greater than 1 owing to the positive effects

on a certain TA, or less than zero when there are some negative effects on the TA,
both of which are infeasible. In order to guarantee the feasibility, the following
constraints should be imposed:

0 � yj C

n
X

k¤j

Tkjyk � 1 ; j D 1; 2; : : :; n (11.6)

In addition, for a given j th TA, the planned degree of attainment is guaranteed
to meet 0 � yj � 1.

11.5 Formulation of Costs and Budget Constraint

Assume that there are multiple resources required to support the design of a product,
including technical engineers, advanced facilities, tools or any other facilities. At
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the level of strategy planning, the above types of resources can be aggregated in
financial terms.

According to the past experiences, the costs committed for the full degree of
attainment of the j th TA under the condition that no other costs for other TAs is
assumed to be cj , which is defined as the primary cost required, i.e., the cost needed
to reach the highest level of the j th TA without considering other TA contributions
to the attainment of the j th TA.

For simplicity, assuming that the cost function Cj for achieving the degree of
attainment of the j th TA is scaled linearly to the degree of attainment xj results in
Cj .xj / D cj xj .

Due to the correlation of TAs, the actual primary costs required c�
j is defined as

the costs required for the fulfillment of the target of the j th TA when there are other
costs for other TAs. It may be formulated as follows:

c�
j D cj

0

@ 1 �
X

i¤j

Tijyi

1

A : (11.7)

On account of the fact that the degree of attainment of the j th TA xj comes from
two parts, one is the planned degree which is directly from the committed costs, and
the other one is indirectly from the correlation of other TAs, so the costs Cj .xj / for
achieving the degree of attainment xj is just the actual planned costs for the planned
degree of attainment. It may be formulated as:

Cj .xj / D c�
j xj D cj

0

@1 �
X

k¤j

Tkjyk

1

A

0

@yj C
X

k¤j

Tkjyk

1

A : (11.8)

In the case that there is no correlation between the j th TA and other TAs, i.e., the
j th TA is independent from other TAs, Tkj D 0; .k ¤ j /. Under this circumstance,
c�

j D cj and Cj .xj / D cjyj D cjxj , which coincides with the actual scenario.
As indicated above, when 1 �

P

k¤j Tkjyk D 0, it implies that the full attainment
of the j th TA is achieved completely due to the correlation of other TAs, i.e., the
planned degree of attainment of the j th TA is zero. This results in that the actual
planned costs needed for the j th TA is zero. It is consistent with Equation 11.8.

Assume that the design costs for product development or product improvement
are constrained to a budget B . Under this circumstance, the design budget con-
straints are formulated as:

C.y/ D

n
X

j D1

Cj .yj / D

n
X

j D1

cj

0

@1 �
X

k¤j

Tkjyk

1

A

n
X

kD1

Tkjyk � B : (11.9)

Owing to the uncertainties in the design process, such as ill-defined or incom-
plete understanding of the relationship between TAs and CRs, as well as the human
subjective judgment on the dependence between TAs, cj can be expressed as a fuzzy
number. Let cj be a triangular fuzzy number denoted by Qcj D .c

p
j ; cj ; co

j /, where
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o

jc
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jc jc

~
jc

π
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)(yco)(ycp )( yc

)(~ ycπ

(b)

Figure 11.2 The possibility formulation of triangular fuzzy number Qcj : (a) possibility distribution
function � Qcj

.t/, and (b) objective function QC.y/

c
p
j ; cj ; co

j are most pessimistic, most likely and most optimistic values, respectively.
The possibility distribution function �Qcj

.t/ is shown in Figure 11.2 (a). In light of
the fuzzy arithmetic, for any y D .y1; y2; : : :; yn/ 2 Œ0; 1�n, let

QC .y/ D

n
X

j D1

Qcj

0

@1 �
X

k¤j

Tkj yk

1

A

n
X

kD1

Tkj yk (11.10)

The objective function QC .y/ denoted by .cp.y/; c.y/; co.y//, is also a triangu-
lar fuzzy number with possibility distribution, as shown in Figure 11.2 (b), where
cp.y/; c.y/; co.y/ are most pessimistic, most likely and most optimistic values of
the objective function QC.y/, and can be determined as follows:

cp.y/ D

n
X

j D1

c
p
j

0

@1 �
X

k¤j

Tkj yk

1

A

n
X

kD1

Tkj yk (11.11)

c.y/ D

n
X

j D1

cj

0

@1 �
X

k¤j

Tkj yk

1

A

n
X

kD1

Tkj yk (11.12)

co.y/ D

n
X

j D1

co
j

0

@1 �
X

k¤j

Tkj yk

1

A

n
X

kD1

Tkj yk : (11.13)

11.6 Maximizing Overall Customer Satisfaction Model

The level of overall customer satisfaction with a product is denoted by S . It is
achieved through the aggregation of degrees of customer satisfaction s with indi-
vidual CRs, i.e.,

S D

m
X

iD1

disi : (11.14)
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On the other hand, the degrees of customer satisfaction with CRs are derived
from the actual achieved degrees of attainment of TAs through normalizing the
relationship matrix between CRs and TAs. With normalized correlation elements,
the relationship between si and xj can be given as follows:

si D

n
X

j D1

R�
ijxj ; i D 1; 2; : : :; m : (11.15)

In terms of the actual achieved degree of attainment of TAs, the overall customer
satisfaction is stated as follows:

S D

n
X

j D1

wj ; xj (11.16)

Let

w�
k D

n
X

j D1

wjTkj ; k D 1; 2; : : :; n (11.17)

where w�
k

represents the contribution of kth TA to overall customer satisfaction due
to their correlation of TAs when one unit of planned degree of attainment of the TA
is committed. It is noted that

Pn
kD1 w�

k
� 1.

With the planned degree of attainment of TAs, the overall customer satisfaction
level can be expressed as follows:

S D

n
X

j D1

wj

n
X

kD1

Tkjyk D

n
X

kD1

n
X

j D1

wjTjkyk D

n
X

kD1

w�
kyk : (11.18)

Considering the imprecision of the primary cost required, limited design budget
and other technical constraints, the QFD planning problem can be formulated as
FP112:

MaxS D
nX

j D1

wj

nX

kD1

Tkjyk D

nX

kD1

nX

j D1

wjTkjyk D

nX

kD1

w�
kyk (11.19)

s.t.

n
X

kD1

Tkjyk � �0 ; j D 1; 2; : : :; n (11.20)

C.y/ D

n
X

j D1

Qcj

0

@ 1 �
X

k¤j

Tkj yk

1

A

n
X

kD1

Tkj yk Q�B (11.21)

n
X

kD1

Tkj yk � 1 ; j D 1; 2; : : :; n (11.22)

0 � yj � 1 ; j D 1; 2; : : :; n (11.23)
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where �0 and B are the preferred acceptable degree of attainment of TA and total
limited budget respectively, yj are the planned degree of attainment of TAs and
decision variables in this model.

The preferred acceptable degree �0 reflects the decision maker’s (DM) prefer-
ence and subjectivity; its specification depends on the DM preference on technical
requirements. Additionally, different levels of �0 may be applied to different TAs in
practical scenarios.

FP1 is a fuzzy nonlinear programming model with linear objective and nonlinear
constraints. Fung et al. (2002) developed a fuzzy solution to FP1 and made a com-
parison with the traditional prioritization-based QFD planning methods.

11.7 Minimizing the Total Costs for Preferred Customer

Satisfaction

Model FP1 aims at maximizing the overall customer satisfaction by considering the
planned degree of attainment of TAs under a limited budget and specific level of TA
constraints. In some cases, the enterprise hopes to achieve a preferred acceptable
customer satisfaction at the smallest design cost, which leads to the financial model
FP2 formulated as follows:

Min QC .y/ D

nX

j D1

Cj .yj / D

nX

j D1

Qcj

0

@1 �
X

k¤j

Tkj yk

1

A

n
X

kD1

Tkj yk (11.24)

s.t.

n
X

j D1

wj

n
X

kD1

Tkj yk D

n
X

kD1

w�
kyk � ˇ0 (11.25)

n
X

kD1

Tkj yk � 1 ; j D 1; 2; : : :; n (11.26)

n
X

kD1

Tkj yk � ˇj ; j D 1; 2; : : :; n (11.27)

0 � yj � 1 ; j D 1; 2; : : :; n (11.28)

where ˇ0, and ˇj are the preferred acceptable customer satisfaction and preferred
requirements for the actual achieved degree of attainment of TAs, respectively.

In model FP2, Equation 11.24 is the objective of minimizing total design costs,
and QC.y/ is a fuzzy objective function with triangular fuzzy number defined in
Equations 11.11–11.13. Equation 11.25 is the constraint of the overall customer
satisfaction with a preferred level, while Equations 11.26 and 11.27 are the preferred
requirements of the actual achieved degree of attainment of TAs.
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11.8 Genetic Algorithm-based Interactive Approach

FP2 is a fuzzy quadratic programming asymmetric model with fuzzy objective co-
efficients and crisp constraints. Unlike crisp mathematical programming, the solu-
tions to fuzzy mathematical programming have a different meaning, depending on
the DM understanding of the problem and the interpretation of the optimal solution.
There are various approaches to fuzzy mathematical programming (Lai and Hwang
1992), including symmetric and asymmetrical approaches. In this section we will
develop overall procedures to solve FP2 by introducing the concept of enterprise
satisfaction and solving its equivalent crisp model with a genetic algorithm.

11.8.1 Formulation of Fuzzy Objective Function by Enterprise

Satisfaction Level

Since the objective function in model FP2 is a fuzzy number with a possibility dis-
tribution, we cannot directly solve it by traditional optimization methods. The com-
monly used method is to translate it into the solution to an equivalent crisp model,
including multiple-objective model and single-objective model, depending on the
understanding and interpretation of minimizing objective in the fuzzy sense. On the
other hand, if the optimal objective of FP2 is larger than the limited budget B , then
this implies that it is impossible to achieve the preferred customer satisfaction under
the limited budget. An alternative way is either to degrade the preferred customer
satisfaction or to increase the design budget. Therefore, there is a trade-off between
overall customer satisfaction and the enterprise satisfaction with the costs commit-
ted to the product, which motivate one to formulate a fuzzy objective function by
the concept of enterprise satisfaction level.

In fact, on one hand, the enterprise hopes to obtain maximum overall customer
satisfaction, while on the other hand, the minimized design cost is also a main con-
cern of the enterprise. Therefore, there needs to be a trade-off between overall cus-
tomer satisfaction with the product and enterprise satisfaction with the costs com-
mitted to the product. Let the enterprise expected cost or aspiration level of cost be
C0, the maximum budget be B , i.e., the enterprise is fully satisfied if the costs are
no more than C0, and partially satisfied when the total cost is more than C0, but
less than the budget B , and not satisfied when the total cost are equivalent or larger
than B . The enterprise satisfaction level with the costs denoted by ESmay be for-
mulated as a linear or nonlinear membership function as shown in Figure 11.3 (a).
The problem may be described as how to organize the planned degrees of attainment
of TAs in order to obtain the highest possible customer satisfaction at least possible
cost, i.e., how to find the best balance between customer satisfaction and enterprise
satisfaction.
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Figure 11.3 The formulation of enterprise satisfaction with costs: (a) ES as linear or nonlinear
membership function, and (b) ES formulated as non-zero when the cost committed for the product
reaches B

11.8.2 Transforming FP2 into a Crisp Model

With formulation of enterprise satisfaction with costs, the FP2 model is transferred
to the equivalent trade-off problem between overall customer satisfaction and enter-
prise satisfaction. In this sense, the QFD planning problem FP2 is equivalent to the
following crisp model CP:

Max˛ (11.29)

s.t. ES � ˛ (11.30)

S D

n
X

kD1

w�
kyk � ˛ (11.31)

�j �

n
X

kD1

Tkj yk � 1 ; j D 1; 2; : : :; n (11.32)

0 � yj � 1 ; j D 1; 2; : : :; n (11.33)

0 � ˛ � 1 (11.34)

ES D

8

ˆ

ˆ

<

ˆ

ˆ

:

1 C � C0

1 �

�

C � C0

B � C0

�r

C0 < C < B

0 C � B

(11.35)

where r > 0. C is a kind of most likely value of fuzzy costs QC.y/, and it can be
determined in the form (Lai and Hwang 1992) as follows:

C D Œ4c.y/C cp.y/C cm.y/�=6 : (11.36)

Of course other forms of fuzzy costs, such as weighted sum of optimistic and pes-
simistic values may be applied to C . In the model CP, Equation 11.29 is the objective
of maximizing best balance between customer satisfaction and enterprise satisfac-
tion, Equation 11.30 is the enterprise satisfaction constraint, and Equation 11.31 is
the overall customer satisfaction constraint.
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In some practical situations, it may be more reasonable that the enterprise sat-
isfaction level ES may be formulated as non-zero, i.e., ˛0 > 0, when the cost
committed for the product reaches the budget B . This scenario can be illustrated in
Figure 11.3 (b). Under this circumstance, Equation 11.35 may be replaced by the
following formula:

ES D

8

ˆ

ˆ

<

ˆ

ˆ

:

1 C � C0

.1 � ˛0/

�

B � C

B � C0

�r

C ˛0 C0 < C � B

0 C > B

(11.37)

In general, Equation 11.37 is adopted to express the enterprise satisfaction level
with the costs committed to the product, where ˛0 is named as the acceptable en-
terprise satisfaction with the cost of the budget. Under this circumstance, ES is
a nonlinear discontinuous function of planned degree of attainment of TAs; there-
fore, CP is also a nonlinear optimization model.

In any case, model CP is equivalent to model CP-1 as follows:

.CP-1/ Max Min

(

ES;

n
X

kD1

w�
kyk

)

(11.38)

S.t. (32)–(33)

˛0 � ES � 1 (11.39)

˛0 �

n
X

kD1

w�
kyk � 1 : (11.40)

11.8.3 Genetic Algorithm-based Interactive Approach

Model CP-1 is a nonlinear optimization model. Moreover, the enterprise satisfac-
tion level in Equation 11.30 with Equation 11.37 is a discontinuous function, and
thus cannot be solved by traditional optimization methods. In this chapter a hy-
brid genetic algorithm (Tang et al. 1998) with mutation along the weighted gradient
direction is suggested as a solution. The basic idea is described as follows: first,
an initial population is randomly produced; each individual is selected to repro-
duce children by means of mutation along the incremental direction of enterprise
satisfaction level and overall customer satisfaction level according to the selection
probability depending on the fitness function value. For the individuals with both
enterprise and overall customer satisfaction level less than ˛0, give it a less fitness
value by means of penalty so that it may have less of a chance than others to be
selected to reproduce children in the later generation. With the increase of gener-
ations, both the enterprise and overall customer satisfaction level corresponding to
each individual in the generation is not only greater than ˛0 but also closer to the op-
timal solution. Moreover, these individuals will form a neighbor domain including
the exact optimal solution.
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In order for the decision maker (DM) to select the preferred solution from the
neighbor domain of the optimal solution, a human–computer interactive procedure
is designed as follows (Tang and Wang 1997). Firstly, the DM is asked to prefer an
acceptable satisfaction level ˛0 by both customer and enterprise. Secondly, by means
of human–computer interaction, the preferred enterprise satisfaction is constructed
and elicits the DM to point out which criteria are most important. These criteria
include overall customer satisfaction level, enterprise satisfaction level and best bal-
ance between customer and enterprise satisfaction, reflecting the DM’s preference.
Thirdly, by way of a hybrid genetic algorithm (Tang et al. 1998) with mutation along
the weighted gradient direction, the near optimal solutions under different criteria
will be obtained and updated in each generation. When the generation terminates,
these solutions will be presented for the DM to select through human–computer
interaction.

11.9 Illustrated Example and Simulation Results

To clarify the performance of the model and solution approach, a simple revised
example (Wassermann 1993; Fung 1998b) is introduced and some results are illus-
trated in this section.

A corporation is undergoing a new product development project. According to
the survey in the market place, there are four major customer attributes (CRs), i.e.,
easy to handle (CR1), does not smear (CR2), point lasts (CR3) and does not roll
(CR4), and five technical attributes (TAs), i.e., length of pencil (TA1), time between
sharpening (TA2), lead dust generated (TA3), hexagonally (TA4) and minimal era-
sure residue (TA5). The relationship between CRs and TAs, and the correlation be-
tween TAs are illustrated in a HoQ as shown in Figure 11.4. The weights of the
above CRs is as follows:

d1 D 0:15; d2 D 0:25; d3 D 0:45; d4 D 0:15:

Assuming that the budgetB is 15.0 (1000) unit, C0 is 10.0 (1000) units, and primary
costs required for each TAs are expressed as follows:

Qc1 D .9:8; 10:0; 10:2/ ; Qc2 D .3:8; 4:0; 4:2/ ; Qc3 D .4:9; 5:0; 5:1/ ;

The normalized relationship matrix R�
ij by scale of 1-3-9 and correlation ma-

trix Tij by scale of 1-3-9-18 are given as follows, where 1; 3; 9 represent the week,
medium and strong relationships between CRs and TAs, as well as TAs and TAs,
respectively, and 18 denotes the strongest dependency between the TA and itself.

R�
ij D

2

6

6

4

0:25
0:00
0:023
0:10

0:00
0:19
0:185
0:00

0:00
0:405
0:396
0:00

0:75 0:00
0:00 0:405
0:00 0:396
0:90 0:00

3

7

7

5
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TA1 TA2 TA3            TA4   TA5 

 Weak TA1 

  muideM TA2 

 Strong   TA3 

TA4 

id    TA5 

CR1 Easy to 

hold

0.15     

CR2 Does not 

smear

0.25      

CR3 Point

lasts

0.45     

CR4 Does not 

roll 

0.15     

jw 0.063 0.130 0.280 0.247 0.280

*

kw
0.063 0.224 0.442 0.247 0.442

Figure 11.4 House of quality (HoQ) for illustrated example

Table 11.1 Simulation results for the example by way of genetic algorithm-based interactive ap-
proach

Criteria Best balance Maximum overall Minimum total costs
Solution .˛�/ customer satisfaction

Planned TA1 0.46914 0.4549 0.5049
degree TA2 0.47105 0.4830 0.7003
of TAs TA3 0.39555 0.5648 0.2406

TA4 0.59740 0.6160 0.4793
.yj / TA5 0.39932 0.5364 0.2849

Actual TA1 0.46914 0.4549 0.5049
achieved TA2 0.60379 0.6669 0.7881
degree TA3 0.67387 0.9137 0.4999
of TAs TA4 0.59740 0.6159 0.4793
.xj / TA5 0.67576 0.8995 0.5221

Actual TA1 4.69141 4.5488 5.04974
planned TA2 2.09458 2.1771 2.87574
costs TA3 2.43158 2.9746 1.85148
.cj .y// TA4 1.79220 1.8479 1.43801
(1000) TA5 2.93360 3.4375 2.38956

Total actual costs 13.94348 14.9859 13.60454
P

cj .y/ .1000/

Satisfaction 0.56622 0.77574 =
level .˛/



References 249

Tij D

2

6
6
6
6
4

1:0 0:0 0:0 0:0 0:0
0:0 1:0 0:167 0:0 0:167
0:0 0:167 1:0 0:0 0:5
0:0 0:0 0:0 1:0 0:0
0:0 0:167 0:5 0:0 1:0

3

7
7
7
7
5

:

In light of Equation 11.1 and 11.13, wj and w�
k

are employed as follows:

w1 D 0:063; w2 D 0:130; w3 D 0:280; w4 D 0:247; w5 D 0:280

w�
1 D 0:063; w�

2 D 0:224; w�
3 D 0:442; w�

4 D 0:247; w�
5 D 0:442 :

Assuming that the acceptable degree of attainment of all TAs should not be less
than ǰ D 0:45, and both acceptable overall customer satisfaction and enterprise
satisfaction level can be given by 0̨ D 0:45. The simulation results as r D 1 using
a genetic algorithm-based interactive approach are shown in Table 11.1.

From Table 11.1, we can see that the overall customer satisfaction, minimized de-
sign costs, as well as the best balance between overall customer satisfaction and en-
terprise satisfaction can be achieved by the interactive approach. It can offer the DM
more choice to support his work under different criteria, especially under a fuzzy
environment.
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Chapter 12

Decision Making with Consideration
of Association in Supply Chains

In many supply chain systems, inventory control is a key decision-making problem.

ABC classification is usually used for inventory items aggregation because the num-

ber of inventory items is so large that it is not computationally feasible to set stock

and service control guidelines for each individual item. Then different managing

methods have been applied to control the inventory level of the items. However, be-

cause of the complexity of inter-relationships among items, there is a small amount

of research that treats decision making with correlation of inventory items. There-

fore, how to treat the correlation is a challenge when developing inventory strategies.

This chapter firstly establishes a new algorithm of inventory classification based on

the association rules; by using the support-confidence framework the consideration

of the cross-selling effect is introduced to generate a new criteria, which is then used

to rank inventory items. Then, a numerical example is used to explain the new algo-

rithm and empirical experiments are implemented to evaluate its effectiveness and

utility, comparing with traditional ABC classification.

This chapter is organized as follows. Section 12.1 introduces the importance of

the consideration of association. Section 12.2 provides an overview of relational

research. Section 12.3 outlines our approach and the issues to be addressed, and

provides the detailed descriptions of the new algorithm. Section 12.4 and Sec-

tion 12.5 present a numerical example and the empirical experiments, respectively.

Section 12.6 presents conclusions and outlines future research.

12.1 Introduction

In many inventory control systems, it has been considered that the number of items

(usually called stock-keeping units (SKU)) is so large that it is not computation-

ally feasible to set stock and service control guidelines for each individual item.

As a result, items are often grouped together and generic inventory control poli-

cies (such as service level/order quantity/safety stock coverage) are applied to each

item in a group. Such grouping methods provide management with more effective

Y. Yin et al., Data Mining. © Springer 2011 251
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means for specifying, monitoring, and controlling system performance, since strat-

egy objectives and organization factors can often be represented more naturally in

the terms of item groups.

In practice, the ABC classification scheme is the most frequently used method

for items grouping. It groups items based on the fact that a small fraction of items

account for a high percentage of total dollar usage. The principles of ABC classi-

fication have been around for a long time, at least since Pareto made his famous

observations on the inequality of the distribution of incomes (Silver et al. 1988).

Astute managers have continued to apply the principle by concentrating on the “sig-

nificant few” (the A items) and spending less time on the “trivial many” (the C

items). Moreover, to classify the items into the A, B, and C categories, one criterion

had to be on the basis, just as Pareto did. For inventory items, such a criterion is

often the dollar usage (price multiplied by annual usage) of the item, although it is

sometimes just the item’s cost.

For many items, however, ABC classification is not suitable for inventory con-

trol. Managers have to shift some items among categories for a number of reasons.

Several researchers considered there may be other criteria that represent important

considerations for management. The certainty of supply, the rate of obsolescence,

and the impact of a stock out of the item are all examples of such considerations.

Some of these may even weigh more heavily than dollar usage in the management

of the items. Several criteria have been identified as important in the management

of maintenance inventories (Chase et al. 1998). Also, several researchers suggested

that multiple criteria should be used in the classification of inventories (Flores and

Whybark 1987; Cohen and Ernst 1988; Lenard and Roy 1995).

On the other hand, we consider a fundamental problem of classification of in-

ventories. For some inventory items, evaluating the importance of one item comes

not only from its own value, but also from its influence on the other items, i.e., the

“cross-selling effect” (Anand et al. 1997). In such a situation, it should be explained

clearly whether the cross-selling effects would influence the ranking of items or not,

and how to group the items if such effects existed, not concerning what and how

many criteria could be used. However, it could not be solved in the traditional clas-

sification of inventories in the past. We reconsider the traditional and fundamental

inventory classification problem here for two reasons. Firstly, current gradual avail-

ability of cheaper and better information technology has enabled us to process huge

amounts of inventory data, which was considered impossible before. Secondly, pop-

ular techniques in knowledge discovery on databases (KDD) had been developed

remarkably and it can lead us to build a new approach for classification of invento-

ries.

By using the association rule, which is one of the most popular techniques in

KDD, a new approach of ranking items with the consideration of the cross-selling

effect has been presented (Kaku and Xiao 2008). This chapter summarizes the con-

sideration of their ranking approach, which gives the meaning of the new approach

as a new suggestion to turn data-mining technologies into inventory control (Cooper

and Giuffrida 2000), and outlines several future possibilities.
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12.2 Related Research

In this section, we review several topics: the classification of inventories, association

rules and evaluating criteria.

12.2.1 ABC Classification

As Silver et al. (1988) described, the classification of inventories can be developed

by two step procedures: firstly, the annual dollar usage of each item is calculated

and ranked in descending order starting with the largest value of dollar usage. Sec-

ondly, the ranked list is divided into three groups by the value: A (most important),

B (intermediate in importance), and C (least important). The number of groups ap-

propriate for a particular company depends on its circumstances and the degree to

which it wishes to differentiate the amount of effort allocated to various groups.

Generally, a minimum of three categories is almost always used.

Sometimes, an item may be critical to a system if its absence will create a siz-

able loss. In this case, regardless of the item’s classification, sufficiently large stock

should be kept on hand to prevent from running out. One way to ensure closer con-

trol is to designate this item an A or a B, forcing it into the category even if its dollar

usage does not warrant such inclusion. That means the ABC classification some-

times is not appropriate on the basis of the dollar usages alone. For solving this

problem multiple criteria have been suggested in the classification of inventories.

However, almost all of the approaches using the multiple criteria were just applied

in special cases, and basically had no differences with single criterion approaches.

Therefore, even though multiple criteria were used, the fundamental problem of the

cross-selling effect among inventory items is not yet satisfactorily solved. The pur-

pose of this section is to introduce the consideration of the cross-selling effect into

the classification of inventories, especially to deal with the problem of how to rank

the items when the cross-selling effects are considered.

12.2.2 Association Rule

When the cross-selling effects are considered, an item sometimes does not generate

a large dollar usage itself, but plays some role for other items to generate a good

dollar usage. Such a relationship can be handled by using an association rule, which

has a similar intention of capturing association between items. Association rules,

which are introduced by Agrawal et al. (1993), can be described by the following

support-confidence framework:

Let I D fi1; i2; : : :; ikg be a set of items. Let D be a set of transactions, where

each transaction T is a set of items such that T � I . A transaction T contains X ,

a set of some items in I , if X � T . An association rule is an implication of the
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form X ) Y , where X � I , Y � I , and X \ Y D �. The rule X ) Y has

support s in the transaction set D if s% of transactions in D contain X [ Y . The

rule X ) Y holds in the transaction set D with confidence c if c% of transactions

in D that contain X also contain Y . Given a set of transactions D, the problem of

mining association rules is to generate all association rules that have support and

confidence both greater than user-specified minimum support (min_sp) and mini-

mum confidence (min_cf ).

Generating association rules involves looking for so-called frequent itemsets in

the data. Indeed, the support of the rule X ) Y equals the frequency of the itemset

{X , Y }, and the frequency of itemset X in D equals the fraction of transactions in D

that contain X . Moreover, an itemset X is frequent in D if and only if its support

is larger than the min_sp. Then we can determine whether an itemset is frequent or

not just by calculating the support and comparing it with min_sp.

A typical approach (Agrawal and Srikant 1994) to discover all frequent item-

sets is to use the knowledge that all subsets of a frequent itemset are also frequent.

This insight simplifies the discovery of all frequent itemsets considerably. Once all

frequent itemsets are known, finding association rules is easy. Namely, for each fre-

quent set X and each Y 2 X verify whether the rule XnfY g ) Y has sufficiently

high confidence. There are many algorithms used to discover frequent itemsets be-

cause developing a more effective algorithm is a main topic of research in data-

mining technology. The detail of the algorithms can be found in Han and Micheline

(2001), and Zhang and Zhang (2002).

In this chapter, we use the association rules to solve the ranking problem in clas-

sification of inventories.

12.2.3 Evaluating Index

When the cross-selling effect is introduced into inventory classification, the dollar

usage is not appropriate as an evaluating index. We try to develop an index related

to association rules in order to evaluate the inventory items.

Recently, Brijs et al. (1999, 2000a,b) firstly presented an index to evaluate the

value of item in a store. They presented a PROFSET model to calculate the effects

of cross-selling among items and a 0-1 programming algorithm to select which fre-

quent itemset can reflect the “purchase intentions.” The largest contribution of the

PROFSET model is that it shows how to calculate the profit of a frequent itemset.

However, because PROFSET model does not consider the strength of the relation-

ship between items, PROFSET provides no relative ranking of selected items, which

is important in classification of inventories. Moreover, to calculate the profit of a fre-

quent itemset they used the maximal frequent itemsets. Unfortunately, the maximal

frequent itemsets often do not reflect purchase intentions because they do not oc-

cur as frequently as their subsets. Therefore the PROFSET model cannot be used

to classify inventory items because not only frequent items but also all inventory

items should be ranked. That means the criterion of dollar usages of a few frequent
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itemsets can only be used to select some special items and is not appropriate for the

classification of all inventory items.

To represent the strength of the relationship between items, Wang and Su (2002)

presented a profit ranking approach of items based on a “hub-authority” analogy.

Such an analogy exploits the relationship of hubs and authorities adopted in the web-

pages ranking algorithm HITS (Kleinberg 1998), which is used in the well-known

search engine Google. They determined the potential cross-selling links between

frequent items by using the confidence of a pair of frequent items. The strength of

the links is defined by (profit � confidence), and then the items in a frequent itemset

can be ranked. However, the hub-authority ranking method is just used in the fre-

quent items. It is also not clear how to deal with the confidence over two frequent

items. Moreover, the ranking problem in classification of inventories is not only

for frequent items but also for infrequent items; those items that belong to frequent

itemsets were only subsets of all items.

12.3 Consideration and the Algorithm

It should be considered that the relationship among items might be important in the

process of classifying inventory items. However, there were no methods or algo-

rithms to solve such problems until now. Although several researchers had consid-

ered the shortcomings of traditional ABC classification and proposed some solutions

for it, all of them had not treated the cross-selling effects among inventory items.

Here, the cross-selling effects among inventory items are firstly considered in the

classification of inventories. The basic idea is to treat a frequent itemset as a sin-

gle item in the ranking approach. Based on this consideration, two questions must

be answered. The first is what criterion should be used to evaluate the importance

of items instead of the dollar usage. The second question is how to deal with the

relationship among inventory items.

12.3.1 Expected Dollar Usage of Item(s)

When evaluating an inventory item, we should not only look at the individual dollar

usage generated by the item, but also take into account the usage with other items

in the ranking due to cross-selling effects. Therefore, it is more essential to look at

frequent sets rather than at individual items since the former represents frequently

co-occurring item combinations in inventory transactions. The importance of indi-

vidual items must also be regarded as equal to that of the frequent set it belongs

to as well, because any element’s absence may prevent the frequent set from co-

occurring in transactions. Therefore, it is clear that the traditional dollar usage of

a single item used to evaluate its importance should not be good enough to fit for

such a purpose. In this section, we suggest a new criterion of expected dollar usage
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(EDU) to judge the importance of item(s), and serve as the evaluating index to rank

inventory items in inventory classification. The EDU is just a new criterion that we

are trying to look for to revaluate the importance of an item with the consideration

of cross-selling effects.

To calculate the EDU of an item, we first need to deal with a frequent itemset as

a special item, the dollar usage of which can be calculated out like a normal item,

i.e., the total dollar usage of the items co-occurring in all transactions, or can be

simply taken as the set’s price times the set’s support. Then, all frequent itemsets

will be considered in the ranking process together with individual items. Because

one-item frequent itemsets, i.e., the one-large itemset, equals the item itself, such

special items just involve the frequent itemsets, which include over two items.

Suppose an itemset X in an inventory transaction database D has a support,

denoted as sp.X/.

sp .X/ D
jX.t/j

jDj

where X.t/ D ft in D=t contains Xg and t is a transaction.

The itemset X is called frequent if its support is equal to, or greater than, the

threshold minimal support (min_sp) given by users. Note that even if an itemset is

not frequent, its support can still be calculated.

Now consider an itemset, whether it is frequent or not. Its EDU can be calculated

as follows:

CX D sp .X/
X

i 2 X

pi

where CX is the EDU of an itemset X , pi is the price of single item in X and
P

i 2 X

pi

reflects the set’s price. It is easy to see that when X contains only one item its EDU

is equal to the individual item’s dollar usage. That means all of the inventory items

can be evaluated by using this index.

By the definition above, the EDU of each frequent itemset and each item that is

not frequent are then able to be calculated and ranked in descending order starting

with the largest value of EDU. If a frequent itemset is ranked more ahead than all

of its element items, this means the cross-selling effect in the itemset is greater than

each of its element items. Then, such an itemset should be treated as a single item.

12.3.2 Further Analysis on EDU

From another viewpoint, the cross-selling effect might act as a role of changing the

weight of the evaluating index of items appearing in all frequent itemsets. The rule

is that if the change makes the weight greater than the old one, i.e., the EDU of

an individual item, the change should be accepted; otherwise, it should be ignored.

However, an item is not always exclusively belonging to only one frequent itemset.

It may be the element of many frequent itemsets with different lengths and different

supports. The item’s index weight can be any EDUs of frequent itemsets that contain
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it. In this case, the maximum EDU of itemsets should be taken as the final index

weight because it represents the largest influence of individual item on dollar usage.

It is noticeable that the frequent itemset with longest length may not have the

maximum EDU due to the diminishment of support of frequent itemset when its

length becomes longer. Therefore, for example the EDU of {A, B, C} may not be

greater than that of {A, B} because the support of the latter may be much greater

than that of the former and correspondingly results in a greater EDU. That means

the maximal frequent itemsets often do not reflect real purchase intentions because

they may not occur as frequently as their subsets. As a mater of fact, when the length

of frequent itemset increases, the support of it always drops.

To better understand the EDU of item, we present the notion of family set. All

the frequent itemsets that contain an i th item build up a family set of i th item, the

elements of which are also itemsets (i.e., the frequent itemsets), and the length and

the EDU of the elements can be plotted and curved in a rectangle plane. Figure 12.1

shows such a relationship between the length and the EDU of the frequent itemsets

in a family set, which can be obtained by tracing one individual item, i.e., the i th

item, when the length of frequent itemsets that contain the i th item increases in

the process of finding frequent itemsets by the Apriori algorithm. The vertex of the

curve in Figure 12.1, i.e., the p point, has some interesting meanings; the p point

marks out the largest EDU related to the i th item, and indicates the maximum cross-

selling value of i th item, which is of much concern to the inventory manager. The

corresponding frequent itemset at p point is defined as the key frequent itemset

of the family set of the i th item, which reflects the most valuable group of items

related to the i th item. We can just think that the key frequent itemset generally

reflects a large possibility of the strongest purchase intentions of customers who

buy the i th item.

Summarizing, the cross-selling effect influenced by association rules is to use

the key frequent itemset of each i th item to revaluate the weightiness of items. If

the EDU of the key frequent itemset is greater than the traditional dollar usage of

individual item, the EDU will be accepted as a new index weight for classification;

otherwise, the i th item does not have a key frequent itemset, the traditional index

weight will remain.

Length of frequent itemsets that contain ith item

M
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im
u
m

 E
D

U

p

l

Figure 12.1 The relationship between length and EDU of an item
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12.3.3 New Algorithm of Inventory Classification

Based on the consideration above, we present a new algorithm of inventory classifi-

cation with the effect of association rules; the main steps of the algorithm are shown

as follows:

Step 1 Calculation of frequent itemsets.

Calculate all frequent itemsets in a transaction database by using a frequent item-

sets searching algorithm. An enhanced Apriori algorithm will be detailed in the

next section, which is based on the well-known Apriori algorithm but improved

to have the ability of ranking the items in the searching process.

Step 2 Calculate the EDU and rank the items.

Calculate the EDU of all frequent itemsets and of all single items; rank them in

descending order starting with the largest value. The frequent itemsets are a spe-

cial item ranked in the list. The key frequent itemset, according to its definition

above, should have the largest EDU, and will be ranked ahead of other frequent

itemsets in the same family set.

Step 3 Withdraw the repeated items in the ranking list.

Replace all frequent itemsets in the ranking list with their contained items, the

interior order of which must remain. After that, scan the ranking list from the

beginning to the end and withdraw the repeated items that have appeared for the

second time to make each of the items unique in the list.

Step 4 Make the new ABC classification of inventory.

Make the ABC classification of inventory based on the new ranking list. The new

A group is obtained by selecting items of the new ranking list from the beginning

to the end till the total EDU of selected items reaches 80% of total dollar usage

occupancy.

12.3.4 Enhanced Apriori Algorithm for Association Rules

In this section, the well-known Apriori algorithm was applied in order to find the

frequent itemsets for the first step of the new algorithm of inventory classification.

A little change had been made to this algorithm to make it rank the items of the large

itemsets according to the subset’s EDU during the searching process. To meet this

feature and quicken the algorithm as well, we designed a special form for storing

the large itemsets and the candidates, which has the following:

hid; fitemsg; length; fTIDsg; support; EDUi

where the id is a sequence number used as identifier of the itemset, {items} is the

items list, length is the count of items, {TIDs} is the set of transaction identifiers

that contain {items}, support is the count of TIDs, and EDU is the expected dollar

usage of an itemset.
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Two special operators of ✆
*

❴✆ and ❥ ✆ j are specially used in the algorithm. The

✆
*

❴✆ is a union operator to calculate the union of two sets with a fixed sequence

order of elements. By this operator, A
*

_B is to add those elements of B that are

not in A to the right side of A. The sequence of elements in A and B will re-

main in the new intersection. For example, fA; C; Dg
*

_ fB; Cg D fA; C; D; Bg and

fB; Cg
*

_ fA; C; Dg D fB; C; A; Dg. The other operator ❥ ✆ j is used to calculate the

length of a set. For example, 3 D jfA; B; Cgj and therefore supportD jfTIDsgj.

Figure 12.2 gives the main steps of the enhanced algorithm we designed for

searching frequent itemsets based on the Apriori algorithm (Agrawal and Srikant

1994). The first pass of the algorithm simply counts item occurrences to determine

the large one-itemsets, i.e., the L1, as usual. The subsequent pass consists of two

phases. In the first phase, the large itemsets Lk�1 found in the (k ✝ 1)th pass are

used to generate the candidate itemsets Ck by using the apriori_gen function de-

scribed in Figure 12.3, where the support list of TIDs is also generated at the same

Algorithm Finding_FIS(D, min_sp)

Input: D, min_sp

Output: Answer
Begin

L1 D {large one-itemsets};
for .k D 2I Lk�1 ¤ � I k C C/ do {

Ck D apriori-gen.Lk�1/; // New candidates
Lk D fc 2 Ck jc . support � min_spg

}
Answer D [Lk ;
End

Figure 12.2 Main program of enhanced Apriori algorithm

Function apriori_gen (Lk�1)

Input: Lk�1

Output: Ck

Begin

for (each pair p; q 2 Lk�1) do {
if p .EDU� q .EDU then

Cand.{items}D p .{items}
*

_q .{items}
else

Cand.{items}D q .{items}
*

_p .{items}
Cand.lengthD j Cand.{items}j
if Cand.length¤ kthen continue loop
Cand.{TIDs}D p .{TIDs}_q .{TIDs}
Cand.support =jCand.{TIDs}j
Cand.EDUDget_EDU(Cand.{items})
if Cand… Ck then put Cand into Ck

}
End

Figure 12.3 Algorithm of function apriori_gen(Lk:�1 )
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time and is attached to the candidate, which will accelerate the program greatly by

avoiding scanning the total transaction database to obtain the support of candidates.

Next, count the support of all candidates in Ck . By comparing the support of all can-

didates in Ck with the threshold of min_sp, the large itemset Lk is then determined.

The apriori_gen function is crucial in the algorithm because the sequence of el-

ements in candidate Ck must be managed correctly according to the EDU of two

subsets in Lk�1 that formed it, which is what we are mainly concerned with. From

pass 2 to pass 4, the new candidate Cand is created as the intersection of each two

sets of Lk�1 under the rule of operator �
*

_�. Pass 7 ignored those new candidates

whose length are greater than k. Pass 8 and pass 9 calculate the TIDs list of new can-

didates, as well as its support. Because of the special storing form of the candidate

designed above, the itemsets and corresponding support is calculated out with high

efficiency. The transactions in D that contain p.{items} have been already saved as

a subset attached to p, i.e., p. {TIDs}. The intersection of p. {TIDs} and q.{TIDs},

i.e., p.{TIDs}_q.{TIDs}, include all the transactions that contain the items of both

p and q. Pass 10 calculates the EDU of the new candidate. Pass 11 is to ensure that

the candidates in Ck are unique.

12.3.5 Other Considerations of Correlation

Wong et al. (2003, 2005) proposed a loss rule, which described that total profit of

an item (set) not only comes from itself but also from another item (set) that has

a cross-selling effect associated with it. Therefore, the reduction in profits could not

be ignored if the confidence of the loss rule is reasonable large. Note that the loss

rule can apply to all items, even several items might have very small confidences,

which is an important characteristic of inventory classification, so that we can use it

as a criterion to evaluate the importance of an item. However, because the reduction

of profit is not convenient to operate the items, the same consideration but a reverse

version of loss rule can be used to contribute a criterion to classify inventory items.

For example, we can use the concept of total loss profit (TLP) of an item (set) I to

evaluate the importance of an item as follows:

TLP.I / D

m
X

iD1

2

4prof.I; ti /C
X

S2t 0
i

prof.S; ti / � conf.S ! I /

3

5

where, prof.I; ti / is the profit of item I in transaction ti . prof.S; ti / is the profit of

item S in transaction ti while S is not selected. conf.S ! I / is the confidence of

the loss rule and can be calculated as the number of transactions containing I and

any element in S divided by the number of transactions containing I . Therefore,

TLP(I ) presents the total loss profit of item I if item I was lost. The more and the

stronger the related items, the larger the TLP. We can rank the items by TLP when

the TLP is considerably serious in the purchasing behaviors.
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12.4 Numerical Example and Discussion

The consideration of the new classification algorithm is illustrated by using an

example adopted from Zhang and Zhang (2002). Let an inventory itemset be

I D fA; B; C; D; Eg and inventory transactions set be D D f1; 2; 3; 4g, and let

the prices of items be A D 5, B D 4, C D 2, D D 2, E D 1. By using tridational

ABC classification, let the dollar usage of items be A D 10, B D 12, C D 6, D D 2,

E D 3. Then rank items in descending order starting with the largest value of dollar

usage; the ranking list is (BACED).

As shown in Table 12.1, TID D f1; 2; 3; 4g are the unique identifies of the four

inventory transactions. Each row in Table 12.1 can be taken as an inventory transac-

tion. The frequent itemsets can be calculated easily by using the enhanced Apriori

algorithm.

Table 12.1 An inventory transaction database

TID Items

1 A C D
2 B C E
3 A B C E

4 B E

Let min_sp D 2 (to be frequent, an itemset must occur in at least two inventory

transactions). According to step 1 and step 2 of the new algorithm of inventory clas-

sification, the enhanced Apriori algorithm in Figure 12.2 is employed to generate

the generations of all large frequent itemsets. The results are shown in the form of

h id, {items}, length, {TIDs}, support, EDUi in Table 12.2. By ranking these indi-

vidual items and frequent itemsets of Table 12.2 in descending order starting with

the largest value of EDU, the following list of itemsets can be obtained:

fBEg; fBECg; fBCg; fBg; fAg; fACg; fCg; fCEg; fEg; fDg :

According to step 3 of the new algorithm, replace the frequent itemsets with their

elements to get the ranking list of items as follows:

fBEBECBCBAACCCEEDg :

Then scan the ranking list from the beginning to the end and withdraw the re-

peated items. Then, we obtain the final ranking list as below:

fBECADg :

It is a very different order compared with the result {BACED} of the traditional

ABC classification. To explain such a new order, we can see in traditional ABC
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classification, the dollar usage of item E is small so that it was ranked at the latter of

the list. However, in the new classification, item E has a cross-selling effect influence

over other items, such as B, so that its ranking position is moved forward, even

surpassing item A, which has a higher dollar usage.

Furthermore, for item E, its family set of frequent itemsets includes {E}, {BE},

{CE} and {BEC}. Although the {BEC} has a longer length, according to the defi-

nition, the {BE} should be regarded as the key frequent itemset of item E because it

has the highest EDU.

12.5 Empirical Study

To evaluate the new algorithm and find out how much impact considering associ-

ation rules will have on the inventory policy, we used two datasets to compare the

results when traditional ABC classification and the new algorithm are applied.

12.5.1 Datasets

The first dataset is acquired from a Japanese convenient store in the countryside

over one month. This dataset carries thousands of different items and 15,000 sales

transactions. Each item in a transaction is associated with a Japanese Yen usage.

We also generated a synthetic database of transactions with stronger cross-selling

effect to see more differences through comparing. This database is downloaded from

a known benchmark for association rule data mining from the website: http://cucis.

ece.northwestern.edu/projects/DMS/MineBench.html.

There are 96,554 transactions made by 1000 items on file:

data.ntrans_100.tlen_5.nitems_1.npats_2000.patlen_2 :

However, this database is not associated with the dollar usage. Because the pur-

pose of the experiment data is to represent the difference of the algorithms, we

randomly initiated the price of all items between 1 and 100 (dollar) to make the

items follow the common rule that nearly 20% of items count for 80% of total dol-

lar usage. The EDU of an item is then equal to (price � support).

12.5.2 Experimental Results

Firstly, we calculated the inventory classification by both the traditional algorithms

and the new algorithm presented here to find out how much the difference of the

two results will be. The comparison of the results when applied to the Japanese
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Figure 12.4 The number of items affected by the new algorithm

convenient store database is shown in Figure 12.4. The curve shows the variety of

the number of affected items, i.e., the items that have a larger expected Japanese

Yen usage than when the association rule effect is considered, and should move

forward in its position in the ranking list of ABC classification when the min_sp is

changed. The curve was obtained by many iterations of calculation with increasing

min_sp. There should be no doubt that some items will have a change in position,

and would be moved forward when the association rule influences are taken into

account. However, the main question is how much would this influence be? Is it

enough for the manager to reconfigure his inventory policy? Generally, we found

that about 0.5 to 2% of the key items that make up the 80% of total Japanese Yen

usage will be changed in our experiences.

To what extent the difference will be depends on the strength of the association

rules of the database and the variable min_sp, on which the association rules depend.

Though the curve in Figure 12.4 shows a monotonically decreasing trend of the

number of affected items when the min_sp varies, it should not be assumed to always

being that way. According to our analysis, there is an antimonotonic rule that when

the min_sp grows, the length of the key frequent itemset of individual items will

always decrease; the EDU of individual items may have a vertex in this process.

Secondly, to know more about characteristics of the influence by association rules

when classifying inventory items, the same comparisons had been made on a larger

dataset downloaded from a known website, which is a benchmark dataset of trans-

actions for data mining and has stronger association rules. The similar comparisons

are shown in Figure 12.5, the curve in which shows the number of affected items

by the new algorithm in percentage, which presents a similar result but with more

items that are affected. Generally, about 10 to 40%, when the min_sp varies, of the



12.5 Empirical Study 265

100 200 300 400 500
0

5

10

15

20

25

30

35

40

45

50

min_sp

p
e

rc
e

n
ta

g
e

 o
f 

it
e

m
s

Figure 12.5 The percentage of items affected by the new algorithm

1000 total items have to be moved forward in the ranking list of the new classifi-

cation because of their increased weights by the influences of association rules. It

is very obvious that the manager should not ignore such a considerable influence

when he makes the inventory policies of individual items. Because nearly half of

the items have changed their weights in the new algorithm, it is also noticeable that

the variable of min_sp is very crucial in the algorithm. The influence of association

rule will be gradually reduced when the min_sp becomes large. How to determine

an optimal min_sp will be discussed in the last part of this section.

Thirdly, We have made more calculations to find out how many items, with the

consideration of association rules, that used to be assigned to B or C by traditional

ABC classification will be forced into category A even if their dollar usage does

not reach the traditional criterion. We also discover how many items that were to

be assigned to group A will lose their qualification and be moved out from A. The

dataset applied is the benchmark transactions. The result is shown in Figure 12.6,

the two curves in which show the number of items that are forced into or out of the

A group by the association rules, respectively. Curve 1 represents the items forced

into A; curve 2 is the number of items moved out of A. Both are varied along with

min_sp. The two curves are obtained by many cycles of calculations with different

min_sp.

Finally, we focus on discussing the variable min_sp, because all the calculation

results are of high concern. Generally, min_sp is the threshold criteria for judging

an itemset to be frequent or not, and differing values of min_sp will lead to different

EDUs of individual items as well. Therefore, there must be questions from man-

agers: is there an optimal min_sp for all items or will each individual item have its

own optimal one? How does one find this out? Liu et al. (1999) and Lee et al. (2005)

thought that different items might have different criteria to judge its importance, and

the minimum support requirements should then vary with different items. Lee et al.
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Figure 12.6 The number of items forced into and out of category A by association rules

(2005) gave a method of maximum constraint to defining the minimum supports of

itemsets when items have different min_sp, and presented an improved Apriori al-

gorithm as well. We are not intending to discuss the algorithm of finding association

rules with multiple min_sp of items here. Instead, we are more concerned about how

to determine the optimal min_sp of individual items. As mentioned before, the EDU

of the i th item is related to its min_sp, which can be denoted by a function format

EDUi D fi .min_sp/.

Therefore, we can simply define the min_sp with the maximum EDU to be the

optimal min_sp of an item. Every item has its own optimal min_sp. The following

two definitions are accurate for an individual item and itemset:

1. The optimal min_sp of the i th item is the min_sp with maximum EDUi .

2. The optimal min_sp of an itemset is the maximum optimal min_sp of the item

in the set.

Based on the discussions above, we performed exhaustive calculations to search

for the maximum EDU of all items by letting the min_sp increase gradually in the

algorithm, and ranked the items by their maximum EDU starting with the largest

value. After that, by comparing with the ranking list of traditional ABC classifi-

cation, we found that 458 items that make up the 45.8% of total 1000 items have

a greater EDU than traditional dollar usage and their positions in the new ranking

list will be promoted consequently. About 86 items that make up the 8.6% of total

1000 items are added into A groups by the association rules effect. Here the A group

is defined as 80% of dollar usage occupancy. Therefore, by the definitions of opti-

mal min_sp of an item and itemset above, it is no longer necessary for the manager

to spend time specifying the min_sp of individual items, because the optimal min_sp

of each item are “hidden” in the transaction database and the computer program can

automatically find and use them to determine the frequent itemsets.



References 267

12.6 Concluding Remarks

In this chapter, a new approach of ranking inventory items is presented. By using the

association rules the cross-selling effect of items is introduced into classification of

inventories. We presented a new algorithm for ranking all inventory items. A numer-

ical example was presented to illustrate the utility of the new approach. Empirical

experiments using a database from a benchmark and practice were conducted to

evaluate the new algorithm’s performance and effectiveness, which indicated that

a considerable part of inventory items should be revaluated for their importance and

therefore change positions in the ranking list of ABC classification. Many items

that traditionally belonged to the B or C group were moved into the A group by the

cross-selling effect.

The subsequent studies on this topic should be carried out in two respects. The

first is to find out a more efficient algorithm of searching the maximum EDU of

items with different min_sp. The second is to evaluate how much opportunity will

be lost when the cross-selling effects are ignored. This insight can lead to the de-

velopment of a new method to estimate opportunity cost (lost sales) quantitatively,

which is an important decision factor in inventory control. Moreover, how to deter-

mine the inventory policies in the frequent itemsets is also an important decision

problem because the items in a frequent itemset may be from different classes and

correlate with each other.
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Chapter 13

Applying Self-organizing Maps to Master Data
Making in Automatic Exterior Inspection

In modern electronics and the electronic device industry, the manufacturing pro-
cess has been changed tremendously by introducing surface mountain technology
(SMT). Many automatic machines for inspecting exteriors have been added into the
assembly line, in order to find automatically those products with exterior defects.
Usually image processing technology and equipment are used in automatic exte-
rior inspection due to the requirement of high inspection speed and accuracy. The
pattern-matching method is the most frequently used method for image processing
in exterior inspection, in which, a reference must be made as a representative image
of the object to be inspected, the so-called master data. How the master data should
be generated is a very important issue for increasing the inspection accuracy. In this
chapter, we propose a method of making master data by using the self-organizing
maps (SOM) learning algorithm and prove that such a method is effective not only
in judgement accuracy but also in computational feasibility. We first apply the SOM
learning algorithm to learn the image’s feature from the input of samples. Secondly,
we discuss theoretically the learning parameters of SOM used in the new master
data making process. Thirdly, we propose an indicator, called continuous weight, as
an evaluative criterion of learning effects in order to analyze and design the learning
parameters. Empirical experiments are conducted to demonstrate the performance
of the indicator. Consequently, the continuous weight is shown to be effective for
learning evaluation in the process of making the master data.

This chapter is organized as follows. Section 13.1 introduces our motivation for
the research. Section 13.2 presents how to make the master data. In Section 13.3 the
sample selection methods are defined in detail. In Section 13.4 comparison experi-
ments are presented and discussed. Concluding remarks are given in Section 13.5.

13.1 Introduction

In modern electronics and the electronic device industry, the exterior inspection
equipment using image processing technologies has been dramatically developed

Y. Yin et al., Data Mining. © Springer 2011 269
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(a survey can be found in Sakaue 1997). Unlike visual inspections previously per-
formed by humans, the new modern equipment is very useful and effective. Employ-
ing not only a hardware unit (such as an advanced optical system) but also an image
processing system (such as filters, judgment methods, and so on) leads to these
highly effective imaging systems being used in exterior inspection in the electronics
and electronic device industry. Such automatic exterior inspection systems domi-
nate when compared to the human visual inspection speed; however, several weak
points on the sides of cost and accuracy still exist. For example, exterior inspection
is often operated to inspect some defects in the surface of the product, such as chips,
projections, foreign material, spots, and especially letters and characters printed on
the surface of product. Inspection of exterior letters and characters usually contains
two requests, i.e., “no good” products (NG, meaning defective products) must be
removed and good products must be passed. In practice, these requirements some-
times are conflicting because that which determines if the product is good or not
depends on the inspection method and judgment measure used. When the same in-
spection method and judgment measure are used the NG products often mingle with
the good products. The accuracy of exterior inspection is usually defined to evaluate
such methods and judgment measures. Since there is a strong enterprise principle
that the NG must be removed, the accuracy of exterior inspection can be defined as
how many good products may be misjudged as NG in one production cycle.

There are many judgment measures in the image processing system; the most
useful one is pattern matching, which compares the inspecting image to a good im-
age registered beforehand (master data) to determine whether the inspecting image
is accurate (Iijima 1973). Although there are various ways to compare these images,
the block-matching algorithm was proved to be very effective in the practical inspec-
tion process (Sakusabe 1991). However, even when the block-matching method has
been used, the accuracy of exterior inspection is still a serious problem. According
to our experiences, when exterior inspections are operated in a production line, the
accuracy of exterior inspection varies between 1 and 5% of product outputs in the
electronic device industry (Sakusabe 1991).

There are a number of reasons for the fluctuation of the accuracy of exterior in-
spection. One of the reasons to consider is the fact that the master data is made from
one image, and is not representative of the whole population of inspecting images,
since the master data is usually made from the first good product at the beginning
of a production cycle. To overcome such a problem, the question of how to make
the master data is an important one. We have made a series of studies by using
the self-organizing maps (SOM) learning algorithm to solve this problem, in which
the master data can be built automatically from one or several samples of inspect-
ing images (Fujiwara et al. 2001, 2002a,b; Kaku et al. 2003). In this chapter several
contributions of the studies are presented as follows. Firstly, the SOM learning algo-
rithm is applied to learn the image’s features from the input of samples. How should
the input of samples be made and communicated to the algorithm is very impor-
tant because that can influence the learning result directly. Also, sample selection
methods from several samples will be discussed, which can contribute to a more
effective accuracy in the exterior inspection. Secondly, we discuss theoretically the
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learning parameters of SOM used in the new master data making process, which can
guarantee the inspection accuracy in the learning process. Thirdly, we propose an
indicator, the continuous weight, as an evaluative criterion of learning effect in order
to analyze and construct the learning parameters. Finally, empirical experiments are
performed for proving the performance of the indicator. Consequently, the continu-
ous weight is effective for learning evaluation in the process of making the master
data.

13.2 Applying SOM to Make Master Data

Simply, SOM, which was developed by Kohonen (1997), is an unsupervised neural
network approach, which is widely used in many research fields. The SOM is in-
spired by the functioning of the human brain in the group which does not require ex-
plicit tutoring by input-output correlations and which spontaneously self-organizes
upon internal presentation of input patterns. We have given a theoretical illustration
of the convergence of SOM in Chapter 5. Therefore, Using the SOM approach, the
features of an input pattern can be detected automatically. Figure 13.1 shows the
structure of SOM.

Figure 13.1 The self-
organizing maps (SOM)

Map layer 

Input layer  

Weight wji

j neurons

i neurons

As shown in Figure 13.1, the SOM is formed by a two-layer competitive learning
network, which consists of an input layer and a two-dimensional map layer. There
are two i neurons on the input layer and there are j neurons with two dimensions on
the map layer. Weights wj i represent the competitive learning relation between a j
neuron on the map layer and an ineuron on the input layer. The size of the map layer
can be defined by the user, and in our master data-making problem it is defined as
the same as the input image size. The SOM learning algorithm is shown as follows:

Step 1 Initialize the network.
All weights wj i are initialized uniformly or located following a normal distribu-
tion, which has a mean in the center of the learning image.
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Step 2 Samples selection.
Theoretically, the master data must be representative of the population of in-
spection images, so that some statistical concepts can be used to build a new
sample selection method. Additionally, we have investigated several sample se-
lection methods (Kaku et al. 2003). Four methods of sample selection have been
considered. The first method is called random selection, by which the sample is
selected randomly and will be changed at each learning time. Second method
is called index image, by which the mean and the standard deviation of each
coordinate will be estimated from all samples. Then, a statistical image can be
generated as an input of the sample. This generation will be performed at each
learning time. The third method is similar to the second method. The difference
between them is just on the timing of generation. In the third method, the mean
and the standard deviation of each coordinate is generated only by (the number
of learning/the number of samples). Therefore, the third method is called simpli-
fied index image. Typically, traditional sample selection method is employed by
input of samples, which is just changed by (the number of samples) times, where
each sample will be learned continuously by (the number of learning/the number
of samples) times. It is never used again if the sample of image has been learned.
The result of comparing experiments shows the method of simplified index im-
age has an advantage over other methods.
The simplified index image method is illustrated in Figure 13.2, where x.� X/

and y.� Y / correspond to the coordinates of the horizontal axis and vertical
axis, respectively, in the image. Assume A.x; y/ (the illumination value located
at coordinate .x; y/ with a gray-scale of Œ0; 255�) has a normal distribution, the
mean and the standard deviation of A.x; y/ can be estimated from all samples.
Then, a new image can be built which has the estimated mean and the estimated
standard deviation of each coordinate. This generation will be done at each T=N
time, where T is the number of total learning times and N is the number of
selected samples.

Step 3 Generate an input vector.
An input vector v D Œv1; v2� is generated from the description of an image sample
with an occurrence probability PA.x; y/, which is defined by

PA .x; y/ D
A .x; y/

PX;Y
iD1;j D1A .i; j /

: (13.1)

Using the occurrence probability PA.x; y/, the input vector v can be generated
with the following equation:

v D min

8

<

:

�

x

y

�

ˇ

ˇ

ˇ

ˇ

ˇ

ˇ

x;y
X

iD1;j D1

A.i; j / > k

9

=

;

; (13.2)

where k is an integer generated randomly, and
PX;Y

xD1;yD1 A.x; y/ is with lexico-
graphic order.
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Figure 13.2 Simplified index image

Step 4 Calculate distances.
Distance is defined as a Euclidean distance between all weights and input vector.
The distance dj of the weight wj i and an input vector v is denoted by

dj D


v;wj �



 : (13.3)

Step 5 Competitive selections.
Minimize the calculated distance by

dj � D min
�

dj

�

; (13.4)

where j � is the selected neuron.

Step 6 Update of weight.
The weights corresponding to the j � neuron and its neighbors are updated fol-
lowing:

�wj i D �t ht

�

j; j �
�

�
�

vi �wj i

�

; (13.5)

where t is the number of learning times, �t is a learning multiplier and ht .j; j �/

is the neighbor multiplier, which are defined by

�t D

8

<

:

�0 �

�

1 �
t

T�

�

if t � T� ;

0 otherwise
; (13.6)

ht

�

j; j �
�

D

8

<

:

1 �
d

rt
if d � rt ;

0 otherwise
(13.7)
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and

rt D

8

<

:

r0 �

�

1 �
t

Tr

�

if t < Tr ;

0 otherwise :
(13.8)

In Equation 13.6, �0 and T� are the default value of learning multiplier and the
coefficient of learning multiplier. In Equations 13.7 to 13.9, d is the Euclidean norm
on the map layer between j and j � as shown in Figure 13.3, rt is the neighbor value,
r0 is the default value of the neighbor value and Tr is the coefficient of neighbor
value. Equations 13.6 and 13.7 contribute a mechanism in which the neighbor value
rt of neuron j � will be decreased to zero when t D Tr , so that learned neighborhood
will become only neuron j �. Also, the learning rate will be decreased when the
numbers of learning increase.

The algorithm above will be repeated T times, defined as the number of learning
times.
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Figure 13.3 Euclidean distance on map layer

Figure 13.4 shows the flowchart of this algorithm and Figure 13.5 shows the
learning process of the master data making by SOM algorithm. As shown in Fig-
ure 13.5, when the learning time is increasing, the feature of the original input image
is learned perfectly.
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Figure 13.4 The flow chart of making master data

Figure 13.5 The learning process of SOM algorithm: (a) original, (b) after 1000 times, and (c) af-
ter 200,000 times
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13.3 Experiments and Results

Usually, the Latin alphabet, Arabic numerals, and some special symbols (such as
C;�) are used for practical purposes in electronic device products. The main task
of exterior inspection is the identification of whether these are printed correctly
on the surface of the products. In this chapter, several character samples (includ-
ing the Latin alphabet and Arabic numerals) that are cut out from electronic device
products are prepared for the empirical experiments (Table 13.1). Twenty samples
of each character were prepared, which are good images but have been misjudged
once by the common master data. Additionally, the material of the samples is plastic
mould and the character is sealed by a YAG laser. The size of each character is uni-
formly set to 42�80 pixels. For comparing the learning effect of the criteria, we use
the parameters shown in Table 13.2 throughout all the experiments. All programs
were coded in Microsoft Visual C++ version 6 and implemented on a PC (CPU:
Pentium IV 2 GHz, OS: Microsoft Windows XP).

Figure 13.6 shows the inspection accuracy of the selected products. In Fig-
ure 13.6, the horizontal axis represents the character samples (i.e., 1: sample of 1, 2:
sample of 6, 3: sample of N, 4: sample of Z) and vertical axis represents the inspec-
tion accuracy. Different bars show the different sample selection methods as defined
below the graph. Comparing the inspection accuracy of different sample selection

Table 13.1 The samples of an image

Type 1 Type 2 Type 3 Type 4

Example
image

Table 13.2 The parameter list of SOM

Factor Symbol Value

Initial value of
learning multiplier

�0 0.9

Coefficient of
learning multiplier

T� 600,000

Initial value of
neighbor value

r0 4

Coefficient of
neighbor value

Tr 220,000

Number of
total learning times

T 200,000
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Figure 13.6 The inspective
accuracy of the selected sam-
ples
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methods, all of the sample selection methods except traditional selection can obtain
a high level of inspection accuracy (note that these samples have been misjudged
before). That means the SOM approach is very effective for such a misjudgement
problem in exterior inspection. Therefore, these new sample selection methods are
superior in inspection accuracy to the traditional one. Moreover, because the index
image method takes many times in the master data making process (about 40 s), it
can be considered that the index image method is imaginary.

13.4 The Evaluative Criteria of the Learning Effect

The above master data-making algorithm is proved be effective on inspection accu-
racy. However, several issues remain. One of them is how to evaluate the learning
effect of the new algorithm during the learning process, and to decide when the
learning process should be ended. This work is straightly related with the determi-
nation of the learning parameters (includes initial weight, number of total-learning
times, learning rate, neighbor function), and how to update these parameters. In fact,
whether the new master data can be used in practice is based on its computational
feasibility. There are several criteria to evaluate the learning effect. For example, we
have used the convergence rate of Euclidean distance between the input vector v

and a vector whose elements are weightswj i corresponding to neuron j � for evalu-
ating the learning effect. However, as shown in Figure 13.7, there is little difference
between the convergence rate of successful learning and the failed one. The failed
master data contains a lot of noise so it cannot be used in practice.

For evaluating the learning effect, we consider an indicator which is called con-
tinuous weight. Basically in the learning process like SOM, all weights are ordered
continuously corresponding to the positions of neurons on the map layer when
the learning times are increased. We define such a continuous order as continu-
ous weight using a color system shown in Figure 13.8, i.e., the learning process is
successful if there is the continuous weight in the map layer. Otherwise, the learning
process is a failure. Figure 13.9 shows the examples. In Figure 13.9 (a), the image
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Figure 13.7 The ineffective
criterion
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Figure 13.8 Color system of continuous weight

Figure 13.9 The examples of continuous weight: (a) success and (b) failure

is learned successfully because the continuous weight is in the color order defined
by Figure 13.8. According to the same consideration, in Figure 13.9 (b), the image
is learned unsuccessfully because the continuous weight is not in the correct color
order. There are some discontinuous segments that can be found in Figure 13.9 (b).
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Therefore, using the continuous weight, the learning effect of different criteria
can be compared. Here, four evaluative criteria are proposed:

• Chi-squared test;
• Square measure of close loops;
• Distance between adjacent neurons;
• Monotony of close loops.

13.4.1 Chi-squared Test

First, we define the classical evaluative criterion of the chi-squared test as Echi fol-
lowing:

Echi D

4;4
X

mD1;nD1

�

Cw .t; m; n/� AD .m; n/ � SA

SC

�2

AD .m; n/ � SA

SC

; (13.9)

where AD.m; n/ is the sum of the illumination values located on each area .m; n/
that is divided into 16 blocks as in Figure 13.10, Cw.t;m; n/ is the number of weight
wj i in the map layer corresponding to area .m; n/ when the learning time is t , SA is
P4;4

mD1;nD1AD.m; n/ and SC is the number of all neurons on the map layer.
It can be considered that the continuous weight is satisfied if Echi is small enough.

Figure 13.10 The chi-squared test

13.4.2 Square Measure of Close Loops

Second, we define the evaluative criterion of square measure of two close loops on
the input image as Esqr following:

Esqr D

P

j

.ja1 � b2 � a2 � b1j C jc1 � d2 � c2 � d1j/

X � Y
; (13.10)
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a j j1 

j2 j3 

b 

c 

d 

Figure 13.11 The positional relationship of neurons

where parameters fai ; bi ; ci ; di ji D 1; 2g are elements of each vectors a from j

to j1, b from j to j3, c from j2 to j3, and d from j2 to j1, where j1, j2 and j3 are
adjacent neurons to a neuron j on the map layer as shown in Figure 13.11.

It can be considered that the continuous weight is satisfied if Esqr diminishes to
a value proportional to the total square of lines of the learned image.

13.4.3 Distance Between Adjacent Neurons

Third, we define the evaluative criterion of distance between adjacent neurons, using
the Euclidean distances between j neuron and two neurons that are adjacent to it on
the map layer in Figure 13.11, as Eadj following:

Eadj D

P

j

�


wj �;wj1�



 C


wj �;wj3�





�

X � Y
: (13.11)

It can be considered that Eadj also will be diminished if the learned map layer
satisfies the continuous weight.

13.4.4 Monotony of Close Loops

Finally, we define the evaluative criterion of monotony as Emon in the following:

Emon D

ˇ

ˇ

ˇ

Pp
j �

Pq
j

ˇ

ˇ

ˇ

X � Y �
Pr

j

; (13.12)

where p, q and r are defined by

p D

(

1 if a1 � b2 � a2 � b1 > 0 ;

0 otherwise ;
(13.13)
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q D

(

1 if a1 � b2 � a2 � b1 < 0 ;

0 otherwise
(13.14)

and

r D

(

1 if a1 � b2 � a2 � b1 D 0 ;

2 otherwise
; (13.15)

where parameters fai ; bi ji D 1; 2g are defined above.
It can be considered that the continuous weight is satisfied if Emon is close to 1.

13.5 The Experimental Results of Comparing the Criteria

The results of experiments are shown respectively in Figures 13.12 to 13.15 with
different criteria. In these figures, the horizontal axis shows the number of learning
times and the vertical axis shows the value of the evaluative criterion; the dark curves
show success learning and light curves show failure learning. Each curve has been
represented by each sample.

Figure 13.12 shows the chi-squared test criterion. From this figure, it can be
considered that the chi-squared test criterion is not appropriate for evaluating the

Figure 13.12 The Chi-
squared test method
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Figure 13.13 The square
measure method
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Figure 13.14 The adjacent
distance method
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Figure 13.15 The monotony
method
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learning effect because the values of the evaluative criterion of successful samples
are worse (and larger) than ones of failed samples. Figure 13.13 shows the square
measure of close loops. From this figure, it also can be considered that the criterion
of square measure of close loops is not appropriate for evaluating the learning effect
because there is not significant distinction between success and failure in evaluation
values.

However, the criterion of the monotony of close loops shown in Figure 13.15
distinguishes clearly the successful learning case except only a few samples, which
is the highest curve of failure in the case of the criterion of distance between adjacent
neurons shown in Figure 13.14. It can be explained from Figure 13.16 where the
monotony criterion is effective in the result map layer, but the adjacent distance
criterion is not satisfied because some discontinuous segments can be found in the
figure. However, on the other hand, the distance between adjacent neurons of such
discontinuous segments increases. Therefore, it is possible to make an evaluating
index by combining two criteria: the distance between adjacent neurons and the
monotony of close loops.

Figure 13.17 shows the correlation diagram of the criteria for all samples. As
shown in Figure 13.17, the whole of successful samples are located together in the
dashed line area. Therefore, it can be considered that the learning effect should
be evaluated by combining two criteria, the monotony of close loops and distance
between adjacent neurons, and the successful result can be obtained.
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Figure 13.16 Example of the exception
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Figure 13.17 The correlation diagram

13.6 Conclusions

In this chapter, we applied the SOM approach to make master data, which is very im-
portant in the exterior inspection in the electronic device industry. Several key issues
were discussed and practiced with experiments using real product images. Firstly,
we successfully developed a SOM-based algorithm to learn an image’s characteris-
tics from one or several real images. Secondly, three sample selection methods of
making the input of samples were described. These methods have been evaluated
to be superior in the inspection accuracy of the exterior inspection. As a result, the
random simplified index image methods can improve the inspection accuracy and
take a smaller time to make master data comparing with the traditional method, so
that the method can be considered to be superior in the master data making process.
Thirdly, we discussed a theoretical problem on the evaluative criteria of the learning
effect. For evaluating the learning effect an indicator called continuous weight is
proposed. Four criteria were evaluated by using the indicator. The results of exper-
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iments show that combining the monotony of close loops and the distance between
adjacent neurons can obtain a very good result. This fact can lead us to the optimal
analysis of the learning parameter and development of a new judgement method in
exterior inspection.

Additionally, it should be pointed out that the master data made by the SOM ap-
proach has a very different data feature compared with the common approach. The
SOM master data has a 3D image, in which more neurons have been collected to-
gether around the region that represents the feature of the original image. Our further
work is to develop a new judgment approach that can use such a characteristic.
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Chapter 14

Application for Privacy-preserving Data Mining

Recently, data mining with capability of preserving privacy has been an area gaining
a lot of researcher attention. In fact, researchers working on inference control in
statistical databases have long raised a number of related concerns. In the literature,
different approaches have been proposed, including the cryptographically secure
multiparty computation, random perturbation, and generalization.

Nowadays, the main data mining tasks include association rule mining, classi-
fication, clustering and so on. According to different mining missions, there are
different privacy-preserving data mining algorithms.

This chapter is organized as follows. Section 14.1 presents the application for
privacy-preserving association rule mining. In Section 14.2 privacy-preserving clus-
tering is discussed. In Section 14.3, we give a scheme to privacy-preserving collab-
orative data mining. In Section 14.4, we introduce the evaluation of privacy preserv-
ing and future work. Finally, the conclusion is presented in Section 14.5.

14.1 Privacy-preserving Association Rule Mining

Since its introduction in 1993 by Agrawal, association rule mining has received
a great deal of attention. It is still one of most popular pattern-discovery methods
in the field of knowledge discovery. The goal of association rule mining is to dis-
cover meaningful association rules among the attributes of a large quantity of data
(Agrawal et al. 1993). One of the most important association rule mining algorithm
is the Apriori algorithm, and many research efforts are based on it.

14.1.1 Privacy-preserving Association Rule Mining in Centralized

Data

One crucial aspect of privacy-preserving frequent itemset mining is the fact that
the mining process deals with a trade-off: privacy and accuracy, which are typically

Y. Yin et al., Data Mining. © Springer 2011 285
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contradictory, and improving one usually incurs a cost in the other. One alternative
to address this particular problem is to look for a balance between hiding restrictive
patterns and disclosing non-restrictive ones. Oliveira and Zaiane (2002) proposed
a framework for enforcing privacy in mining frequent itemsets. They combine, in
a single framework, techniques for efficiently hiding restrictive patterns: a transac-
tion retrieval engine relying on an inverted file and Boolean queries, and a set of al-
gorithms to “sanitize” a database. In addition, they introduce performance measures
for mining frequent itemsets that quantify the fraction of mining patterns, which are
preserved after sanitizing a database.

The main idea of the algorithm is: let D be a transactional database, P be a set
of all frequent patterns that can be mined from D, and RulesH be a set of decision
support rules that need to be hidden according to some security policies. A set of
patterns, denoted by RP , is said to be restrictive if RP � P if and only if RP

would derive the set RulesH . � RP is the set of non-restrictive patterns such that
� RP [RP D P .

This process is composed of four steps as follows:

1. In the first step, the set P of all patterns from D is identified.
2. The second step, distinguishes restricted patterns RP from the non-restrictive

patterns � RP by applying some security policies. It should be noted that what
constitutes as restrictive patterns depends on the application and the importance
of these patterns in a decision process.

3. Sensitive transactions are identified within D. In this approach, a very efficient
retrieval mechanism called the transaction retrieval engine is used to speed up
the process of finding the sensitive transactions.

4. Finally, step 4 is dedicated to the alteration of these sensitive transactions to
produce the sanitized database D 0 .

In general, the process of searching for sensitive transactions through the trans-
actional database follows three steps:

1. Vocabulary search. Each restrictive pattern is split into single items. Isolated
items are transformed into basic queries to the inverted index.

2. Retrieval of transactions. The lists of all transaction IDs of transactions contain-
ing each individual item are retrieved.

3. Intersections of transaction lists. The lists of transactions of all individual items
in each restrictive pattern are intersected using a conjunctive Boolean operator
on the query tree to find the sensitive transactions containing a given restrictive
pattern.

The approaches to remove information (item restriction-based algorithms) have
essentially four major steps:

1. Identify sensitive transactions for each restrictive pattern.
2. For each restrictive pattern, identify a candidate item that should be eliminated

from the sensitive transactions. This candidate item is called the victim item.
3. Based on the disclosure threshold  , calculate for each restrictive pattern the

number of sensitive transactions that should be sanitized.
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4. Based on the number found in step 3, identify for each restrictive pattern the
sensitive transactions that have to be sanitized and remove the victim item from
them where the sensitive transactions to be sanitized are selected.

Then we can make D 0 public, where all the sensitive rules have been removed
from access by other people for data mining to furthermore preserve privacy.

In Evfimievski et al. (2002), the authors present a framework for mining asso-
ciation rules from transactions consisting of categorical items where the data has
been randomized to preserve privacy of individual transactions. While it is feasible
to recover association rules and preserve privacy using a straightforward “uniform”
randomization, the discovered rules can unfortunately be exploited to find privacy
breaches. They analyze the nature of privacy breaches and propose a class of ran-
domization operators that are much more effective than uniform randomization in
limiting the breaches. Also they derive formulae for an unbiased support estima-
tor and its variance, which allow us to recover itemset supports from randomized
datasets, and show how to incorporate these formulae into mining algorithms.

The authors in Rizvi and Harista (2002) present a scheme, based on probabilistic
distortion of user data, called mining association with secrecy konstraints (MASK).
The scheme can extract association rules from large historical databases, simultane-
ously provide a high degree of privacy to the user and retain a high degree of accu-
racy in the mining results. The scheme is based on a simple probabilistic distribution
of user data, employing random numbers generated from a predefined distribution
function. It is this distorted information that is eventually supplied to the data miner,
alone with a description of the distortion procedure.

14.1.2 Privacy-preserving Association Rule Mining in Horizontal

Partitioned Data

Horizontal distribution refers to the cases where different database records reside in
different places, while all the places have the same attributes. For this kind of data
distribution, most research employs encryption technology. At present, we often
use secure multiparty computation (SMC), based on cryptology, to achieve privacy
preservation.

Following the idea of SMC, people have designed privacy-oriented protocols for
the problem of privacy-preserving collaborative data mining. Clifton et al. (2002)
proposed four efficient methods for privacy-preserving computations: secure sum,
secure set union, secure size of set intersection, and scalar product. They also show
how they can be used to solve several privacy-preserving data mining (PPDM) prob-
lems.

Secure sum is often given as a simple example of secure multiparty computation.
Distributed data-mining algorithms frequently calculate the sum of values from indi-
vidual sites. Assuming three or more panics and no collusion, the following method
securely computes such a sum.
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Assume that the value u D
Ps

iD1 ui to be computed is known to lie in the
range Œ0; n�.

One site is designated the master site, numbered 1. The remaining sites are num-
bered 2; : : :; s. Site 1 generates a random number R, uniformly chosen from Œ1; n�.
Site 1 adds this to its local value u1, and sends the sum .R C u1/ mod n to site 2.
Since the value R is chosen uniformly from Œ1; n�, the number .R C u1/ mod n is
also distributed uniformly across this region, so site 2 learns nothing about the actual
value of u1.

For the remaining sites l D 2; : : : ; s � 1, the algorithm is as follows. Site l

receives V D .R C
Pi�1

lD1 uj / mod n.
Since this value is uniformly distributed across Œ1; n�, i learns nothing. Site i then

computes V D .R C
Pi

j D1 uj / mod n D uj CV mod n and passes it to site lC 1.
Site s performs the about step, and sends the result to site 1. Site 1, knowing R,

can subtract R to get the actual result. Note that site 1 can also determine
Ps

lD2 ul

by subtracting u1. This is possible from the global result regardless of how it is
computed, so site 1 has not learned anything from the computation. This method
shows an obvious problem if sites collude. Sites l � 1; lC 1 can compare the values
they send/receive to determine the exact value for ul . The method can be extended
to work for an honest majority. Each site divides ul into shares. The sum for each
share is computed individually. However, the path used is permuted for each share,
such that no site has the same neighbor twice. To compute ul , the neighbors of L
from each iteration would have to collude. Varying the number of shares varies the
number of dishonest (colluding) panics required to violate security.

SMC provides us a good research framework of conducting computations among
multiple parties while maintaining the privacy of each party’s input. However, all of
the known methods for secure multiparty computation rely on the use of a circuit to
simulate the particular function, which becomes the efficiency bottleneck. Even with
some improvements (Gennaro et al. 1998), the computational costs for problems of
interest remain high, and the impact on real-world applications has been negligible.

In Kantarcioglu and Clifton (2002), authors present a scheme aimed at address-
ing secure mining of association rules over horizontally partitioned data. The meth-
ods incorporate cryptographic techniques to minimize the information shared, while
adding little overhead to the mining task.

14.1.3 Privacy-preserving Association Rule Mining in Vertically

Partitioned Data

Vertical data distribution refers to the cases where all the values for different at-
tributes reside in different places; each party has different sets of attributes but the
key of each record is the same.

Vaidya and Clifton (2002) address the problem of association rule mining where
transactions are distributed across sources. Each site holds some attributes of each
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transaction, and the sites wish to collaborate to identify globally valid association
rules. However, the sites must not reveal individual transaction data. They present
a two-party algorithm for efficiently discovering frequent itemsets with minimum
support levels, without either site revealing individual transaction values. The ab-
sence or presence of an attribute is represented as 0 or 1. Transactions are strings of
0 or 1. The algorithm, based on the Apriori algorithm, can achieve association rules
without sharing information other than through scalar product computation.

The complete algorithm to find frequent itemsets is:

1. L1 D large one-itemsets
2, for (k D 2ILk�1 ¤ �Ik++) do begin
3. Ck D apriori-gen.Lk�1/

4. for all candidates c 2 Ck do begin
5. if all the attributes in c are entirely at A or B
6. that party independently calculates c.count

7. else
8. let A have l of the attributes and B have the remaining m attributes

9. construct
!

X on A0 s side and
!

Y on A0 s side where
!

X D
Q l

iD1

!

Ai

and
!

Y D
Q M

iD1

!

Bi

10. compute c.countD
!

X ✁
!

Y D
Pn

iD1 x�
i y

i

11. end if
12. Lk D fc 2 Ckjc:count � min � supg
13. end
14. end
15. Answer L D [kLk

In step 3, the function apriori-gen takes the set of large itemsets Lk�1 found in
the (k � 1/th pass as an argument and generates the set of candidate itemsets Ck .
This is done by generating a superset of possible candidate itemsets and pruning
this set. Given the counts and frequent itemsets, we can compute all association
rules with support � min_sp.

Only steps 1, 3, 10 and 12 require sharing information. Since the final result
[ kLk is known to both parties, steps 1, 3 and 12 reveal no extra information to
either party. We now show how to compute step 10 without revealing information.

Secure computation of a scalar product is the key to our protocol. Scalar product
protocols have been proposed in the SMC literature (Agrawal and Srikant 2000),
however, these cryptographic solutions do not scale well to this data-mining prob-
lem. They give an algebraic solution that hides true values by placing them in equa-
tions masked with random values. The knowledge disclosed by these equations only
allows for the computation of private values if one side learns a substantial number
of the private values from an outside source.

We assume without loss of generality that n is even.
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Step 1 A generates random R1; R2; : : : ; Rn. From these,
!

X , and a matrix C form-
ing coefficients for a set of linear independent equations, A sends the following

vector
!

X0to B:
�

x1 C c1;1
�R1 C c1;2

�R2 C : : :C c1;n
�Rn

�

�

x2 C c2;1
�R1 C c2;2

�R2 C : : :C c2;n
�Rn

�

: : :
�

xn C cn;1
�R1 C cn;2

�R2 C : : :C cn;n
�Rn

�

:

In step 2, B computes
!

X 0 �
!

Y . B also calculates the following n values:
�

c1;1
�y1 C c2;1

�y2 C : : :C cn;1
�yn

�

�

c1;2
�y1 C c2;2

�y2 C : : :C cn;2
�yn

�

: : :
�

c1;n
�y1 C c2;n

�y2 C : : :C cn;n
�yn

�

:

But B cannot send these values, since A would then have n independent equa-
tions in n unknowns .y1; y2; : : :; yn/, revealing the y values. Instead, B generates
r random values, R0

1; R0

2; : : :; R0
r . The number of values A would need to know to

obtain full disclosure of B’s values is governed by r .
B partitions the n values created earlier into r sets, and the R0 values are used to

hide the equations as follows:
�

c1;1
�y1 C c2;1

�y2 C : : :C cn;1
�yn CR

0

1

�

: : :
�

c1;n=r
�y1 C c2;n=r

�y2 C : : :C cn;n=r
�yn CR

0

1

�

�

c1;.n=rC1/
�y1 C c2;.n=rC1/

�y2 C : : :C cn;.n=rC1/
�yn CR

0

2

�

: : :
�

c1;2n=r
�y1 C c2;2n=r

�y2 C : : :C cn;2n=r
�yn CR

0

2

�

: : :
�

c1;..r�1/n=rC1/
�y1 C c2;..r�1/n=rC1/

�y2 C : : :C cn;..r�1/n=rC1/
�yn CR

0

r

�

: : :
�

c1;n
�y1 C c2;n

�y2 C : : :C cn;n
�yn CR

0

r

�

:

Then B sends S and the n above values to A, who writes:

SD
�

x1 C c1;1
�R1 C c1;2

�R2 C : : :C c1;n
�Rn

�

�y1

C
�

x2 C c2;1
�R1 C c2;2

�R2 C : : :C c2;n
�Rn

�

�y2

: : :
�

xn C cn;1
�R1 C cn;2

�R2 C : : :C cn;n
�Rn

�

�yn
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Simplifying further and grouping the xi
�yi terms gives:

SD
�

x1
�y1 C x2

�y2 C : : :C xn
�yn

�

C
�

y1
�c1;1

�R1 C y1
�c1;2

�R2 C : : :C y1
�c1;n

�Rn

�

C
�

y2
�c2;1

�R1 C y2
�c2;2

�R2 C : : :C y2
�c2;n

�Rn

�

: : :

C
�

yn
�cn;1

�R1 C yn
�cn;2

�R2 C : : :C yn
�cn;n

�Rn

�

:

The first line of the R.H.S. can be succinctly written as
Pn

iD1 xi
�yi , the desired

final result. In the remaining portion, we group all multiplicative components verti-
cally, and rearrange the equation to factor out all the Ri values, giving:

S D
Xn

iD1
xi

�yi

CR1
�
�

c1;1
�y1 C c2;1

�y2 C : : :C cn;1
�yn

�

CR2
�
�

c1;2
�y1 C c2;2

�y2 C : : :C cn;2
�yn

�

: : :

CRn
�
�

c1;n
�y1 C c2;n

�y2 C : : :C cn;n
�yn

�

Adding and subtracting the same quantity from one side of the equation does not
change the equation in any way.

Hence, the above equation can be rewritten as follows:

S D
Xn

iD1
xi

�yi

C
˚

R1
�
�

c1;1
�y1 C c2;1

�y2 C : : :C cn;1
�yn

�

CR1
�R0

1 � R1
�R0

1

�

: : :

C
˚

Rn=r
�
�

c1;n=r
�yn=r C c2;n=r

�y2 C : : : C cn;n=r
�yn

�

CRn=r
�R0

1 � Rn=r
�R0

1

�

C
˚

Rn=rC1
�
�

c1;n=rC1
�yn=rC1 C c2;n=rC1

�y2 C : : : C cn;n=rC1
�yn

�

CRn=rC1
�R0

2 � Rn=rC1
�R0

2

�

: : :

C
˚

R2n=r
�
�

c1;2n=r
�y2n=r C c2;2n=r

�y2 C : : : C cn;2n=r
�yn

�

CR2n=r
�R0

2 � R2n=r
�R0

2

�

: : :

C
˚

R.r�1/n=rC1
�
�

c1;.r�1/n=rC1
�y.r�1/n=rC1 C c2;.r�1/n=rC1

�y2 C : : :

Ccn;.r�1/n=rC1
�yn

�

C R.r�1/n=rC1
�R0

r � R.r�1/n=rC1
�R0

r

: : :

C
˚

Rn
�
�

c1;n
�y1 C c2;n

�y2 C : : : C cn;n
�yn

�

C Rn
�R0

r � Rn
�R0

r

�

:
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Now A factors out the Ri from the first two components and groups the rest
vertically, giving:

S D
Xn

iD1
xi

�yi

CR1
�
�

c1;1
�y1 C c2;1

�y2 C : : :C cn;1
�yn CR0

1

�

: : :

CRn=r
�
�

c1;n=r
�yn=r C c2;n=r

�y2 C : : :C cn;n=r
�yn CR0

1

�

CRn=rC1
�
�

c1;n=rC1
�yn=rC1 C c2;n=rC1

�y2 C : : :C cn;n=rC1
�yn CR0

2

�

: : :

CR2n=r
�
�

c1;2n=r
�y2n=r C c2;2n=r

�y2 C : : :C cn;2n=r
�yn CR0

1

�

: : :

CR.r�1/n=rC1
�
�

c1;.r�1/n=rC1
�y.r�1/n=rC1 C c2;.r�1/n=rC1

�y2 C : : :

C cn;.r�1/n=rC1
�yn CR0

r

�

: : :

CRn
�
�

c1;n
�y1 C c2;n

�y2 C : : :C cn;n
�yn CR0

r

�

� R1
�R0

1 � : : : � Rn=r
�R0

1

� Rn=rC1
�R0

2 � : : : � R2n=r
�R0

2

: : :

� R.r�1/n=rC1
�R0

r � : : : � Rn
�R0

r :

Party A already knows the n Ri values. Party B also sent n other values, these
are the coefficients of the n Ri values above.

Party A multiplies the n values received from party B with the corresponding Ri

and subtracts the sum from S to get:

Temp D
Xn

iD1
xi

�yi

� R1
�R0

1 � : : : � Rn=r
�R0

1

� Rn=rC1
�R0

2 � : : : � R2n=r
�R0

2

: : :

� R.r�1/n=rC1
�R0

r � : : : � Rn
�R0

r :

Factoring out the R0

i gives:

Temp D
Xn

iD1
xi

�yi

� .R1 C R2 C : : : C Rn=r/�R0

1

� .Rn=rC1 C Rn=rC2 C : : : C R2n=r /�R0

2

: : :

� .R..r�1/n=r/C1 C R..r�1/n=r/C2 C : : : C Rn/�R0

r :
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To obtain the desired final result (
Pn

iD1 xi
�yi /, party A needs to add the sum of

the r multiplicative terms to Temp. In step 3, party A sends the r values to party B,
and party B (knowingR0) computes the final result. Finally party B replies with the
result.

14.2 Privacy-preserving Clustering

Clustering has many important applications such as pattern recognition, image pro-
cessing and marketing. In business, clustering can help marketers discover different
groups among their customers and characterize customer groups based on purchas-
ing patterns. In machine learning, clustering is an example of unsupervised learning.
Clustering is a form of learning by observation, rather than learning by examples
since it does not rely on predefined classes and class-labeled training examples.

14.2.1 Privacy-preserving Clustering in Centralized Data

Oliveira and Zaiane (2004) address the problem of protecting the underlying at-
tribute values when sharing data for clustering. They propose a novel spatial data
transformation method called rotation-based transformation (RBT). RBT can be
seen as a technique on the border with obfuscation since the transformation pro-
cess makes the original data difficult to perceive or understand, and preserves all the
information for clustering analysis.

The major features of their data transformation are: (1) it is independent of any
clustering algorithm; (2) it has a sound mathematical foundation; (3) it is efficient
and accurate; and (4) it does not rely on intractability hypotheses from algebra and
does not require CPU-intensive operations. They show analytically that although the
data are transformed to achieve privacy, they can also get accurate clustering results
by the safeguard of the global distances between data points.

14.2.2 Privacy-preserving Clustering in Horizontal Partitioned

Data

Jha et al. (2005) present the design and analysis of a privacy-preserving k-means
clustering algorithm, where only the cluster means at the various steps of the al-
gorithm are revealed to the participating parties. The crucial step in their privacy-
preserving k-means is privacy-preserving computation of cluster means. They pre-
sent two protocols (one based on oblivious polynomial evaluation and the second
based on homomorphic encryption) for privacy-preserving computation of cluster
means.
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Protocol based on oblivious polynomial evaluation.

Let F be a finite field. Party 1 has two polynomialsP andQ with coefficients in F .
Party 2 has two points ˛ and ˇ in F . Both parties want to compute P.˛/

Q.ˇ/
. In other

words, we want to privately compute the following functionality:

..P; Q/; .˛; /̌/ !
P.˛/

Q.ˇ/
:

We call this problem private rational polynomial evaluation (PRPE).
The protocol PPRPE uses a protocol for oblivious polynomial evaluation, which

is defined below.

Definition 14.1. Let F be a finite field. The oblivious polynomial evaluation or OPE
problem can be defined as follows: Alice A has a polynomial P over the finite
field F , and Bob B has an element x 2 F . After executing the protocol implement-
ing OPE B should only know P.x/ and A should know nothing.

They provide a protocol PPRPE..P;Q/; . ;̨ ˇ// for PRPE, which uses POPE.P;˛/

as an oracle. The protocol is shown below.

Step 1 Party 1 picks a random element z 2 F and computes two new polynomials
zP and zQ. In other words, party 1 “blinds” the polynomials P and Q.

Step 2 Party 2 computes zP .˛/ and zQ.ˇ/ by invoking the protocol for OPE twice,
i.e., invokes the protocol POPE.zP;˛/ and POPE.zQ; ˇ/.

Step 3 Party 2 computes P.˛/
Q.ˇ/

by computing zP.˛/
zQ.ˇ/

and sends it to party 1.

Protocol based on homomorphic encryption.

Let (G, E , D, M ) be a encryption scheme (where G is the function to generate
public parameters, E and D are the encryption and decryption functions, and M is
the message space, respectively) with the following properties:

• The encryption scheme (G, E , D) is semantically secure. Essentially, an encryp-
tion scheme is semantically secure if an adversary gains no extra information by
inspecting the ciphertext.

• For all m 2 M and ˛ 2 M , m1 2 E.m/ implies that m˛
1 2 E.m˛/. Encrypting

the same message twice in a probabilistic encryption function can yield a dif-
ferent ciphertext, so E.m/ denotes the set of ciphertexts that can be obtained by
encrypting m.

• There is a computable function f such that for all messages m1 and m2 the
following property holds:

f .E.m1/; E.m2// D E.m1 Cm2/
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The protocol is shown below:

Step 1 Party 1 encrypts x and n and sends the encrypted values x1 2 E.x/ and
n1 2 E.n/ to party 2.

Step 2 Party 2 computes a random message z 2 M , and encrypts z � y and z � m

to obtain z1 2 E.z � y/ and z2 2 E.z � m/. Party 2 computes the following two
messages and sends it to party 1:

m1 D f .mz
1 ; z1/

m2 D f .nz
1 ; z2/ :

Step 3 Using the two properties of the probabilistic encryption scheme (G, E , D),
we have the following:

m1 D E.z � x C z � y/

m2 D E.z � nC z �m/ :

Therefore, party 1 can compute z.xC y/ and z.nCm/, and hence can compute
x C y
mC n

. Party 1 sends x C y
mC n

to party 2.

14.2.3 Privacy-preserving Clustering in Vertically Partitioned Data

Vaidya and Clifton (2003) present a method for k-means clustering when different
sites contain different attributes for a common set of entities. Each site learns the
cluster of each entity, but learns nothing about the attributes at other sites. They
introduce the family of geometric data transformation methods (GDTM) to meet
privacy preservation in clustering analysis.

Let V be a d-dimensional vector subspace, where each element vi , 1 � i � d , is
the form vi D .a1; a2; : : :; ad /, and each ai in vi is one observation of a confiden-
tial numerical attribute, and let N D .hop1; e1i; : : :; hopd ; ed i/ be a uniform noise
vector. They define a geometric transformation function f as d -dimensional space
into itself, which transforms V into V 0 by distorting all attributes of vi in V ac-
cording to its corresponding i th element in N . Each vector v0 of V 0 is the form
v0 D .ha1Œop1�e1i; : : :; had Œopd �ed i/, and 8i , hai Œopi �ei i 2

sR. They consider
the following geometric transformation functions: translation, scaling, and rotation
whose corresponding operations are Add, Mult, and Rotate.

All transformation data algorithms have essentially two major steps: (1) identify
the noise term and the operation that must be applied to each confidential attribute.
This step refers to the instantiation of the uniform noise vector N . (2) Based on the
uniform noise vector N , defined in the previous step, transform V into V 0 using
a geometric transformation function.
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The Translation Data Perturbation Method

In this method, denoted by TDP, the observations of confidential attributes in each
vi 2 V are perturbed using an additive noise perturbation. The noise term applied
to each confidential attribute is constant and can be either positive or negative. The
set of operations Di .OP / takes only the value corresponding to an additive noise
applied to each confidential attribute. The sketch of the TDP algorithm is given as
follows:

TDP algorithm

Input: V , N

Output: V 0

Step 1 For each confidential attribute Aj in V , where 1 � j � d do
1. Select the noise term ej in N for the confidential attribute Aj

2. The j th operation opj  fAddg

Step 2 For each vi 2 V do
For each aj in vi D .a1; a2; : : :; ad /, where aj is the observation
of the j th attribute do
a0

j  transform.aj ; opj ; ej /

End

The Scaling Data Perturbation Method

In the scaling data perturbation method (SDP), the observations of confidential at-
tributes in each vi 2 V are perturbed using a multiplicative noise perturbation. The
noise term applied to each confidential attribute is constant and can be either positive
or negative. The set of operations Di .OP/ takes only the value {Mult} correspond-
ing to a multiplicative noise applied to each confidential attribute. The sketch of the
SDP algorithm is given as follows:

SDP algorithm

Input: V , N

Output: V 0

Step 1 For each confidential attribute Aj in V , where 1 � j � d do
1. Select the noise term ej in N for the confidential attribute Aj

2. The j th operation opj  fMultg

Step 2 For each vi 2 V do
For each aj in vi D .a1; a2; : : :; ad /, where aj is the observation
of the j th attribute do

a0

j  transform.aj ; opj ; ej /

End
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The Rotation Data Perturbation Method

The rotation data perturbation method (RDP) works differently from previous meth-
ods. In this case, the noise term is an angle �. The rotation angle �, measured clock-
wise, is the transformation applied to the observations of the confidential attributes.
The set of operations Di .OP/ takes only the value {Rotate} that identifies a com-
mon rotation angle between the attributes Ai and Aj . Unlike the previous methods,
RDP may be applied more than once to some confidential attributes. For instance,
when a rotation transformation is applied this affects the values of two coordinates.
In a 2D discrete space, the X and Y coordinates are affected. In a 3D discrete space
or higher, two variables are affected and the others remain without any alteration.
This requires that one or more rotation transformations are applied to guarantee that
all the confidential attributes are distorted in order to preserve privacy. The sketch
of the RDP algorithm is given as follows:

RDP algorithm

Input: V , N

Output: V 0

Step 1 For each confidential attribute Aj , Ak in V , where
1 � j � d and 1 � k � d do

1. Select an angle � for the confidential attribute Aj , Ak

2. The j th operation opj  fRotateg

3. The kth operation opk  fRotateg

Step 2 For each vi 2 V do
For each al in vi D .a1; a2; : : :; ad /,
where al is the observation of the l th attribute do

a0

l
 transform.al ; opl ; el/

End

The Hybrid Data Perturbation Method

The hybrid data perturbation method (HDP) combines the strength of our previous
methods: TDP, SDP and RDP. In this scheme, they select randomly one operation
for each confidential attribute that can take the values {Add, Mult, Rotate} in the set
of operations Di .OP/. Thus, each confidential attribute is perturbed using either an
additive, a multiplicative noise term, or a rotation. The sketch of the HDP algorithm
is given as follows:

HDP algorithm

Input: V , N

Output: V 0

Step 1 For each confidential attribute Aj in V , where 1 � j � d do
1. Select the noise term ej in N for the confidential attribute Aj

2. The j th operation opj  fAdd; Mult; Rotationg
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Step 2 For each vi 2 V do
For each aj in vi D .a1; a2; : : :; ad /,
where aj is the observation of the j th attribute do

a0

j  t ransform.aj ; opj ; ej /

End

14.3 A Scheme to Privacy-preserving Collaborative Data Mining

In this section, we combine the data perturbation methods and the secure compu-
tation methods and propose a scheme to privacy-preserving collaborative k-nearest
neighbor (k-NN) search in data mining (Zhu 2009).

14.3.1 Preliminaries

In this section, we first describe the cryptographic tools and definitions used here.

14.3.1.1 Homomorphic Encryption

A homomorphic encryption scheme is an encryption scheme that allows certain
algebraic operations to be carried out on the encrypted plaintext, by applying an
efficient operation to the corresponding ciphertext (without knowing the decryption
key!). Let .e; d / denote a cryptographic key pair and e.:/ denotes the encryption
function with public key e, d.:/ denotes the decryption function with private key d .
A secure public key cryptosystem is called homomorphic if it satisfies the following
requirements:

• Given that the m1 and m2 are the data to be encrypted, there exists an efficient
algorithm to compute the public key encryption of m1 Cm2, denoted as

e.m1 Cm2/ D e.m1/ ✂ e.m2/ :

• e.m1/k D e.km1/

Because of the property of associativity, e.m1 Cm2 C: : :Cmn/ can be computed
as e.m1/ ✂ e.m2/ ✂ : : : ✂ e.mn/, where e.mi / ¤ 0. That is,

e.m1 C m2 C : : : C mn/ D e.m1/ ✂ e.m2/ ✂ : : : ✂ e.mn/ :

14.3.1.2 ElGamal Encryption System

In cryptography, the ElGamal encryption system is an asymmetric key encryption
algorithm for public key cryptography which is based on the Diffie–Hellman key
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agreement. It was described by Taher Elgamal in 1984 (Elgamal 1985). ElGamal
encryption can be defined over any cyclic group G. Its security depends upon the
difficulty of a certain problem in G related to computing discrete logarithms.

ElGamal encryption consists of three components: the key generator, the encryp-
tion algorithm, and the decryption algorithm.

The key generator works as follows:

• Alice generates an efficient description of a multiplicative cyclic group G of
order q with generator g.

• Alice chooses a random x from f0; 1; : : :; q� 1g.
• Alice computes y D gx mod q as her public key. Alice retains x as her private

key, which must be kept secret.

The encryption algorithm works as follows: to encrypt a message m to Alice
under her public key .G; q; g; y/.

• Bob convertsm into an element of G.
• Bob chooses a random r from f0; 1; : : :; q � 1g, then calculates c1 D gr and
c2 D myr .

• Bob sends the ciphertext .c1; c2/ to Alice.

The decryption algorithm works as follows: to decrypt a ciphertext .c1; c2/ with
her private key x.

• Alice computesm D c2=c
x
1 as the plaintext message.

14.3.1.3 The k-nearest Neighbor Search

In the k-NN method, a number of patterns k within a region are fixed, whereas a re-
gion size (and thus a volume V ) varies depending on the data. The k-NN probability
density estimation method can be simply modified as the k-NN classification rule.
The k-NN query is one of the most common queries in similarity search and its
objective is to find the k nearest neighbors of points in horizontally partitioned data.
The formal definition for k-NN search is given below (Shaneck et al. 2006):

Definition 14.2. In a distributed setting, given m horizontally distributed data sets
S1; S2;: : :; Sm, and a particular point x 2 Sj .1 � j � m/ and a query parameter k,
k-NN search returns the set Nk.x/ � S D [m

iD1Si of size k, such that, for every
point z 2 Nk.x/ and for every point y 2 S , y … Nk.x/ ) d.x; z/ � d.x; y/,
where d.x; y/ represents the distance between the point x and y.

The nearest neighbors of an instance are defined in terms of a distance function
such as the standard Euclidean distance. More precisely, let point x D .a1.x/; a2.x/,
: : :; ar .x//, where ai .x/ denotes the value of the i th attribute of instance x. Then
the distance between two instances xi and xj is defined as d.xi ; xj /, where

d.xi ; xj / D

v

u

u

t

r
X

qD1

.aq .xi / � aq .xj //2 :
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Here, we use the square of the standard Euclidean distance d 2.xi ; xj / to compare
the different distances.

14.3.2 The Analysis of the Previous Protocol

In this section, we analyze the protocol given in Zhan and Matwin (2006) and point
out its secure flaw in malicious adversaries.

For privacy-preserving k-NN search, a solution for privacy-preserving k-NN
classification is developed in Zhan and Matwin (2006). There, the authors focus
on how to prevent inside attackers from knowing private data in collaborative data
mining in the semihonest model.

In vertical collaboration, each party holds a subset of attributes for every in-
stance. Given a query instance xq , we want to compute the distance between xq and
each of the N training instances. Since each party holds only a portion (i.e., partial
attributes) of a training instance, each party computes her portion of the distance
(called the distance portion) according to her attributes set. To decide the k-NN
of xq , all the parties need to sum their distance portions together. For example,
assume that the distance portions for the first instance are s11; s12;: : :; s1nIand the
distance portions for the second instance are s21; s22;: : :; s2n. To compute whether
the distance between the first instance and xq is larger than the distance between
the second instance xq , we need to compute whether

Pn
iD1 s1i �

Pn
iD1 s2i . How

can we obtain this result without compromising data privacy? In Zhan and Matwin
(2006), the authors developed a privacy-oriented protocol to tackle this challenge.

Protocol 1 consists of three steps (Zhan and Matwin 2006). We briefly depict
their idea in the following.

In step I, in order to compute e.
Pn

lD1 si l/ for i 2 Œ1; N�, Pn generates a cryp-
tographic key pair .e; d / of a semantically secure homomorphic encryption scheme
and publishes its public key e. Pl generates N random numbers Ri l , for all
i 2 Œ1; N�; l 2 Œ1; n�. Then forward transmission is as in Figure 14.1. In Fig-
ure 14.1 (a), when P2 received the message e.si1 C Ri1/ from P1, he computes
e.si1 C Ri1/ C e.si2 C Ri2/ D e.si1 C si2 C Ri1 C Ri2/ and sends them to P3,
and so on. In Figure 14.1 (b), they send the random numbers Ri l encrypted by the
public key on the backward order.

In this protocol, if Pn�2 and Pn collude to get the Pn�1’s private data si.n�1/,
Pn�2 only sends e.�Ri.n�1// to Pn (shown as dashed line in Figure 14.1). Pn de-
crypts it and gets the random number Ri.n�1/, then gets the si.n�1/. Figure 14.2 is an
example to explain the procedure of collusion attack when n = 4. In the Figure 14.2,
P4 and P2 collude, and they can get Ri1 and Ri3. From the forward transmission
message, they can obtain the private data si1 and si3. In Figure 14.2, we use dashed
line to express the attacking step.

In step 2 of protocol 1, the procedure of computing e.
Pn

lD1 �sjl / is similar to
the step 1. This protocol cannot prevent a colluded attack and cannot provide the
data privacy in data mining.
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Figure 14.1 Step 1 of protocol 1 in Zhan and Matwin (2006): (a) forward transmission, and
(b) backward transmission

Figure 14.2 The protocol of
four parties: (a) forward trans-
mission, and (b) backward
transmission
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14.3.3 A Scheme to Privacy-preserving Collaborative Data Mining

The condition to conduct data mining is the same as in Zhan and Matwin (2006). In
vertical collaboration, each party holds s subset of attributes for every instance. The
notation is seen in Section 14.3.2. In this scheme, we use the ElGamal encryption
system and symbols shown in Section 14.3.1.2. We define the operations as follows:

Ey.m1/CEy.m2/ D
�

gr1Cr2 ; m1m2yr1Cr2
�

Ey.m1/ � Ey.m2/ D .m1 � m2/yr ;

where r; r1; r2 are chosen to be random numbers from [0; q � 1].

14.3.3.1 Initialization

In the following, we restrict our discussion to one group of respondents and de-
note the l respondents in this group by P1, P2; : : :; Pl . We assume that there is
a private and authenticated communication channel between each respondent and
miner. Each party Pi has a key pair .xi ; yi / (xi 2 Œ0; q � 1�; yi 2 G) such that
yi D gxi in G, where G is a cyclic group in which the discrete logarithm is hard.
Let g be a generator of G and jGj D q, where q is a large prime. Here, the public
key yi is known to all parties, while the private key xi is kept secret by party Pi .
Let y D

Ql
iD1 yi and x D

Pl
iD1 xi . In this scheme, we use this public value y

as a public key to encrypt respondent data. Clearly, y D gx . So, decrypting these
encryptions of respondent data needs this secret value x, which is not known to any
party.

Parties may not trust each other, but all parties are aware of the benefit brought
by such collaboration. In the privacy-preserving model, all parties of the partnership
promise to provide their private data to the collaboration, but none of them wants
the others or any third party to learn much about their private data.

14.3.3.2 Compute the k-NN

After the initial phase, each party has a public key y, where this can be done by
the initiator (also miner). Encryption is under a homomorphic encryption scheme.
The protocol of computing the k-NN is as follows. In the protocol, ri is a random
number from [0; q � 1] by party Pi privately, i D 1; : : :; l .

Protocol: Compute the k-NN

Define array e [1; : : :; N ]

Note: collect the data

For i D 1 to N

eŒi � D 0



14.3 A Scheme to Privacy-preserving Collaborative Data Mining 303

For j D 1 to l � 1 do
Pj Calculate eij D Ey.sij /

Pj Send eij to Pl

Pl computes eŒi � D eŒi � C eij

End for

Note: Pl obtained eŒi � D eŒi � C ei l D
�

c1
i ; c2

i

�

End for

Note: Decryption and obtain the result

Define D, D1 array of [1: : :N; 1: : :N ]
For i D 1 to N

For j D 1 to N

DŒi; j � D c2
i � c2

j D

 

l
Q

kD1
sik �

l
Q

kD1
sjk

!

y

l
P

kD1
rk

End for
End for
D1 D Permutation �.D/

Pl sends c1
1 to P1; P2; : : :; Pl�1

Note: c1
1 D c1

2 D : : : D c1
N

For i D 1 to l � 1
Pi computes .c1

1/xi ;
Pi sends .c1

1/xi to Pl ;
End for

Pl computes and obtains .c1
1/

l
P

iD1
xi

D g

l
P

iD1
ri

l
P

iD1
xi

D y

l
P

iD1
ri

For i D 1 to N

For j D 1 to N

Pl computes and gets D1Œi; j � D

 

l
P

kD1
sik �

l
P

kD1
sjk

!

;

If D1Œi; j � � 0 then D1Œi; j � D C1;
else D1Œi; j � D �1;

End for
End for

Finally, Pl can compute k smallest elements as in Zhan and Matwin (2006) and
then gets the k-NN for a given instance.

14.3.4 Protocol Analysis

By analyzing this scheme, we come to the conclusion that this scheme is correct and
efficient.
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14.3.4.1 Correctness

The correctness of the protocol can be verified as follows. We choose the ElGamal
encryption system as encryption algorithm. In order to simplify, we assume that
there are four parties to conduct collaborative data mining, i.e., l D 4. We assume
that there are N records in the database and each party holds a subset of attributes
for every record. For record i , Pj .j D 1; : : :; 4/ holds a subset of attributes sij .

In initialization phase, four parties have an agreement to conduct collaborative
data mining and P4 is a miner. Pj .j D 1; : : :; 4/ has key pairs .xj ; yj /, where yj

is the public key and xj is the private key. Pj .j D 1; : : :; 4/ all can compute the
y D

Q4
j D1 yj because every yj is public.

In collecting the data phase:

Define array eŒ1; : : :; N ]
For i D 1 to N

eŒi � D 0;
P1 Calculate ei1 D Ey.si1/ D .gr1 ; si1yr1/ and send ei1 it to P4;
P2 Calculate ei2 D Ey.si2/ D .gr2 ; si2yr2/ and send ei2 it to P4;
P3 Calculate ei3 D Ey.si3/ D .gr3 ; si3yr3/ and send ei3 it to P4;
P4 computes

eŒi � D ei1 C ei2 C ei3 C .gr4 ; si4yr4/

D .gr1Cr2Cr3Cr4 ; si1si2si3si4–yr1Cr2Cr3Cr4/ D
�

c1
i ; c2

i

�

End for

In computing the k-NN phase:

Define D, D1 array of [1: : :N; 1: : :N ]
For i D 1 to N

For j D 1 to N

DŒi; j � D eŒi � � eŒj � D c2
i � c2

j

D .si1si2si3si4 � sj 1sj 2sj 3sj 4/yr1Cr2Cr3Cr4

End for
End for
D1 D Permutation �.D/;
P4 sends gr1Cr2Cr3Cr4 to P1; P2; P3;
P1; P2; P3 decrypts gr1Cr2Cr3Cr4 using its private key xi , respectively,
and then send to P4;
P4 computes and gets .gr1Cr2Cr3Cr4/x1Cx2Cx3Cx4 D yr1Cr2Cr3Cr4 ;
For i D 1 to N

For j D 1 to N

P4 computes and gets D1Œi; j � D .si1si2si3si4 � sj 1sj 2sj 3sj 4/;
If D1Œi; j � � 0 then D1Œi; j � D C1;

else D1Œi; j � D �1;
End for

End for
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Finally, P4 can compute k smallest elements as in Zhan and Matwin (2006) and
then gets the k-NN for a given instance. When the protocol finishes, we can obtain
the correct result.

14.3.4.2 Data Privacy and Security

Proposition 14.1. This scheme can provide data privacy.

Proof. This scheme consists of three phases.
Phase 1 is the initial phase. In this phase, initiator can obtain the public key of all

participators and computes the public encryption key y. The corresponding private

key x D
lP

iD1
xi is not known to any individual party.

In phase 2, the initiator collects the data from other parties. Every party encrypts
their private data using the public key y and no party can obtain the private data
because they do not know the private key x.

In phase 3, the initiator computes the k-NN. The initiator stores the collected
data from participators into the array e and then computes the difference between
any two elements of the array e. Because no party knows the private key, the initiator
cannot decrypt the encrypted data. Only when all the participators join to decrypt
the data, can the initiator obtain the array D1 and compute the k-NN. Because D1
is a permutation of D, the initiator cannot find any private data fromD1.

Therefore, this scheme can provide data privacy.

Proposition 14.2. This scheme is secure in the semihonest model and can prevent

colluded attack, the inside and outside attack.

Proof. In this scheme, no one can obtain the private data if one of the participators
does not join the decryption operation.

In the semihonest model, each party follows the rules of the protocol properly,
but is free to use all his intermediate computation records to derive additional infor-
mation about others’ inputs. This scheme satisfies these conditions.

If some parties collude to obtain others’ input data, this is impossible unless they
obtain their private keys. For the same reason, this scheme can prevent the inside
and outside attack.

14.3.4.3 Efficiency

The communication complexity analysis:

In this scheme, l denotes the total number of parties and N is the total number of
records. Assume that ˛ denotes the number of bits of each ciphertext and ˇ stand for
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the number of bits of each plaintext. The total communication cost is ˛.l � 1/N C

2˛.l � 1/.
The total communication cost of the protocol in Zhan and Matwin (2006) is

2˛lN C 2˛lN C ˛N.N � 1/ C ˇ.N � 1/ C 3
2˛l

2 C .̨l � 1/.
Compared with the protocol in Zhan and Matwin (2006), the communication

complexity of this scheme is lower.

The computation complexity analysis:

Comparing with the protocol in Zhan and Matwin (2006), the computation costs
are included in Table 14.1. If we do not consider the effect of different public key
systems, this scheme is more efficient.

Table 14.1 Comparison of the computation cost

Computation cost Protocol in Zhan and Matwin (2006) This scheme

Numbers of keys One cryptographic key pair 0
Random numbers 2N l
Number of encryption 4lN lN C l � 1
Number of multiplication N 2 C 4lN C 3N 3l
Number of decryption N.N � 1/ l
Number of addition 2lN l C N.N � 1/

Sorting N number gNlog.N/ 1
2 gN log.N/

In this section, we discussed the related research work on privacy-preserving data
mining and pointed out the flaw of security, which cannot prevent from colluded at-
tack. Then we presented a scheme to privacy-preserving collaborative data mining
which can be used to compute the k-NN search based on the homomorphic en-
cryption and ElGamal encryption system in distributed environment. This scheme
is security in the semihonest model and is efficient.

14.4 Evaluation of Privacy Preservation

An important aspect in the development and assessment of algorithms and tools for
privacy-preserving data mining is the identification of suitable evaluation criteria
and the development of related benchmarks. It is often the case that no privacy-
preserving algorithm exists that outperforms all the others on all possible criteria.
Rather, an algorithm may perform better that another on specific criteria, such as
performance and/or data utility. It is thus important to provide users with a set of
metrics which will enable them to select the most appropriate privacy-preserving
technique for the data at hand, with respect to some specific parameters they are
interested in optimizing.
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Verykios et al. (2004) proposed the following evaluation parameters to be used
for assessing the quality of privacy-preserving data mining (PPDM) algorithms:

• The performance of the proposed algorithms in terms of time requirements, that
is the time needed by each algorithm to hide a specified set of sensitive informa-
tion, which mainly includes computational cost and communication cost.

• The data utility after the application of the privacy-preserving technique, which
is equivalent to the minimization of the information loss or else the loss in the
functionality of the data.

• The level of uncertainty with which the sensitive information have been hidden
can still be predicted.

• The resistance accomplished by the privacy algorithms, to different data-mining
techniques.

Wu et al. (2007) assessed the relative performance of PPDM algorithms:
In terms of computational efficiency, rule hiding is less efficient than data hiding,

because one has to identify the items that contribute to the sensitive rule first and
then hide the rule. For the privacy requirement, we think the hiding rule is more crit-
ical than hiding data, because after the sensitive rules are found, more information
can be inferred. This is not to say that rule hiding is more accurate than data hiding.
The selection of either hiding data or rule often depends on the goal of privacy pre-
serving (hiding purpose) and data distribution. For instance, we can only hide data
under a distributed database environment.

In general, clustering is more complex than classification (including association
rules) because it often requires using an unsupervised learning algorithm. The algo-
rithm used for the association rule and classification can learn from known results,
thus, they are more efficient. However, the preserving power and accuracy are highly
dependent on the hiding technique used or the algorithm used, not the data-mining
task.

The inherent mechanism of blocking and sanitization is basically similar. The
former uses a “?” notation to replace selected items to be protected, while the latter
deletes or modifies these items from viewing; therefore, their complexity is almost
the same. However, the privacy-preserving capability of blocking is lower than san-
itization. Moreover, like sanitization, the blocking technique is NP-hard. Therefore,
these two modification methods cannot be used to solve larger-sized of problems.

Most existing studies that use distortion methods focus on maintaining the level
of privacy disclosure and knowledge discovery ability. It seems that efficiency and
computational cost are not the most important issues for the distortion method. In
general, data distortion algorithms have good effectiveness in hiding data. However,
these methods are not without faults. First, the distorting approach only works if
one does not need to reconstruct the original data values. Thus, if the data-mining
task changes, new algorithms need to be developed to reconstruct the distributions.
Second, this technique considers each attribute independently; as a result, when the
number of attributes become large, the accuracy of data-mining results will degrade
significantly. Finally, there is a trade-off between accuracy of data-mining results
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and data security using distortion methods. These methods may not be suitable for
mining data in situations requiring both high accuracy and high security.

The generalization technique has been widely used in protecting individual pri-
vacy with the k-anonymity model in the past; however, it is relatively new to the
data-mining community. Since generalization has the advantage of not modifying
the true value of attributes, it may have a higher accuracy of data-mining results
than data distortion techniques.

Cryptography-based secure multiparty computation (SMC) has the highest accu-
racy in data mining and good privacy-preservation capability as well; however, it has
strict usage as it is only applicable to a distributed data environment. Two models
of SMC are available: the semihonest model and malicious model. The semihonest
models assume each party follows the protocol rules, but is free to later use what
it sees during execution to compromise security. The malicious model, on the other
hand, assumes parties can arbitrarily “cheat,” and such cheating will not compro-
mise either security or the results. How to prevent or detect a malicious party in
a computation process is an unsolved issue. Not to mention that SMC has the bur-
den of high communication cost, when the number of parties participating increases.
Usually, the communication cost increases at an exponential speed when data size
increases linearly. Also, different problems need different protocols and the com-
plexities vary naturally.

14.5 Conclusion

Data mining is a well-known technique for automatically and intelligently extracting
information or knowledge from a large amount of data. It can however disclose
sensitive information about individuals, which compromises the individual’s right
to privacy. Moreover, data-mining techniques can reveal critical information about
business transactions, compromising the free competition in a business setting.

Driven by one of the major policy issues of the information era, the right to pri-
vacy, privacy-preserving data mining (PPDM) has become one of the newest trends
in privacy and security research. There has been great interest in the subject from
both academic and industry: (a) the recent proliferation in PPDM techniques is evi-
dent; (b) the interests from academic and industry have grown quickly; (c) separate
workshops and conferences devoted to this topic have emerged in the last few years.
Therefore, PPDM is fast becoming an increasingly important field of study.
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