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Preface

Optimisation of large technical systems development makes it necessary to apply
systems analysis and dynamic multi-step optimisation methods to observe reci-
procal interconnections of system elements over time and space. A characteristic
feature of systems analysis is that for selecting an optimal solution, sophisticated
systems must be investigated within the development process. To realize this kind
of approach, modelling methods of the existing system development have to be
used. They must adequately reflect real systems characteristics and perform system
technical, economic and ecological criteria calculation. Besides, effective opti-
mization methods are required to solve optimization tasks with discrete variables.

The authors work at the Laboratory for Power Systems Mathematical Model-
ling (PSMM) of Institute of Physical Energetics, established in 1969. The sphere
of scientific research of the laboratory is dynamic methods for electric power
systems development optimization.

Initially, research work embraced medium voltage distribution networks; then it
was extended to transmission grid and generation systems. In the nineties of the
20th century low voltage network dynamic development optimizations models
were also created and development optimization models of generation systems and
medium voltage distribution networks were dispersed. The research was conducted
in line with practical problems solution in Latvia, former Soviet Union, Baltic
States and European Union, in cooperation with power systems managers and
designers.

In this book, with system sustainability we identify the fact that up to now in
designing process of electrical power systems not enough attention has been drawn
to consequences of the made decisions that must not be ignored. Taking into
consideration the above-mentioned, we suggest using dynamic methods in system
development sustainability analysis, which allows observing development process
and far perspective.

Historically, research focused on dynamic methods elaboration was already
initiated in the middle of the 20th century, when R. Bellman worked out his
dynamic programming method. Still dynamic programming in direct way may
only be used for large systems development tasks if the number of alternative
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development actions is not considerable. Then, increasing variable number phe-
nomenon appeared which R.Bellman named as dynamic programming ‘‘curse’’—
the expo-nential growth of calculation time. The specialists of Laboratory for
Power Systems Mathematical Modelling (PSMM) have been working to overcome
and clear this ‘‘curse’’ and have developed a new original method—‘‘optimal
initial states method’’ (OIS), which provides opportunity to consider up to 50
alternative development actions and solve real large technical systems develop-
ment optimization tasks. OIS allows one to comprehensively motivate decisions,
through modelling situation and its created consequences, thus evidently helping
to select an optimal option. In case of electric power systems, nowadays the
decisions must often be made at the state governmental level and under infor-
mation uncertainty conditions employing fast operable information technologies.

The purpose of the book is to present Laboratory’s valuable long-term expe-
rience through elaboration of electric power systems development optimization
methods in order to compile the basic principles of these methods and experience
realization in practice, so that it might also be used for management of other large
technical systems sustainable development with dynamic optimization methods.

The book is intended for engineering scientific and IT researchers, various
systems management and operation control specialists and engineering technical
staff, systems programmers, as well as for faculty lecturers and students of tech-
nical higher educational establishments.

The book is composed of ten Chapters which are divided into three parts:
Basic concepts and definitions—Chapters 1, 2 and 3 (authors Z. Krishans and I.

Oleinikova);
Family of optimal initial state methods—Chapters 4, 5, 6 and 7 (authors Z.

Krishans and A. Mutule);
Management technology for LTS sustainable development—Chapters 8, 9 and

10 (authors Z. Krishans and Y. Merkuryev).
The first three Chapters review general mathematical basics of a dynamic

model of large technical systems sustainable management. Chapters 4 and 5
consider the basic principles of dynamic development optimization methods
advancement (optimization area extension). Chapters 6 and 7 examine a set of
opti-mal initial states methods (OIS), considered by the authors as the best system
for development optimization. Dynamic systems development optimization
methods are discussed in detail in Chapters 2 to 7. Chapters 8 to 10 provide a
review of in-formation technology for electric power systems, transmission net-
work and generation sources sustainable development management.

The aforementioned methods have been elaborated in the Institute of Physical
Energetics, Laboratory for Power Systems Mathematical Modelling, for electric
power systems development planning, including also problem solution on sus-
tainable development management. We consider that these methods may also be
em-ployed for other systems sustainable development management. Therefore, we
suggest creating dynamic development management systems in the systems with
similar development problems. This shall be done now to ensure that the decisions
made nowadays be adequate and viable for next generations.
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Chapter 1

Problem Statement

Abstract This chapter describes the basics of large technical system (LTS)
development management: the problems of optimal development plan (D-plan)
selection, LTS sustainable development methods, and LTS development optimi-
zation criteria. This chapter explains that LTS development process (D-process) is
dynamic—the creation or reconstruction of system objects is performed in dif-
ferent locations of the system and at different time moments. The relative effi-
ciency of D-plans in D-process is variable—it means that decision has to be taken
considering long-time period. In real tasks, D-plan total can reach up to 1020, due
to those new methods of LTS optimization have to be developed. LTS sustainable
development management is sophisticated activity because of uncertainty of
future. To overcome this condition, in this chapter, we come forward with dynamic
management methods. This chapter describes LTS development optimization
multi-criteria problem, as well as presents new solutions of this problem.

1.1 Key Points of Large Technical Systems Sustainable

Development Management

The general structure of large technical system (LTS) is shown in Fig. 1.1. Usu-
ally, the structural scheme can be represented as a graph with nodes and transport
network. The nodes are subdivided into production and consumption nodes. The
nodes are connected with transport network links. Let us use the concept definition
system elements to denote nodes and network links with.

LTSs are steadily developing. Generation nodes capacity and location is being
altered. In addition, the figure of consumption nodes volume is a changeable
figure; it may either increase or decrease. Similarly, parameters of transport net-
work links are changing periodically—new links are constructed and existing
least-loaded links are removed.

Z. Krishans et al., Dynamic Management of Sustainable Development,
DOI: 10.1007/978-0-85729-062-5_1, � Springer-Verlag London Limited 2011
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The changes in consumption cause modifications of system structure and
parameters that result in new consumption nodes establishment and system ele-
ments obsolescence. That defines the necessity to reconstruct or to eliminate
certain elements of the existing system.

The D-process of LTS is managed by system management executive repre-
sentatives and respective management departments as well as by engineering and
technical personnel and design organizations. A large number of decisions must be
made in this management process concerning the capital investments required and
these decisions must be thoroughly substantiated.

In real conditions, the tasks to be solved are rather diversified. In many cases,
the task may be solved using just the experience gained, so the solution is visible.

But still there are a lot of cases in the sustainable D-process of LTS when
prospective D-plans are multiple and diversified; therefore, to find and determine
the optimal D-plan is a very sophisticated task. Only by applying the specialized
methods, it is possible to reach the utmost results.

System development optimization process is shown schematically in Fig. 1.2.
The development problems of the existing functioning systems are becoming

ever more complicated, which enlarges the number of prospective D-plans and
calculation scope for estimation of each D-plan [1, 2].

T - number of development 

steps in estimation period 

t  - development step 

et - system development 

state 

xt - development actions set 

in step t 

Pt - consumption in step t 

a  - technical data  

b  - reliability figures  

c  - ecological figures 

d -  annual income minus 

      investment cost 

d 

a 

c 

b Pt 

x 

t : = 0 
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No 
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Fig. 1.2 Estimation process of multi-step D-plan

- Generation node 

- Consumption node 

- Production transport link 

Fig. 1.1 Structural scheme
of LTSs
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Rather often, in making an optimal decision, it is indispensable to review and to
estimate the system D-process for the longer time period not for particular
development ‘‘horizon’’, as the decisions made in primary state may essentially
affect system further development. In case if transport network consists of two
levels—distribution and transmission, the development of both network complexes
must be estimated and reviewed simultaneously.

For D-plan optimization, it is indispensable to apply dynamic optimization
methods which are considered in detail in Chaps. 4–6 of the book.

1.2 Criteria of LTS Sustainable Development Management

Optimization incorporates the methods and algorithms, by which the maximum for
objective function F is determined, usually with many variables, observing sup-
plemental conditions, including limitations which are expressed by equations or
inequations. In tasks on technical systems, development variables are development
actions (D-actions), but technical criteria are limitations, such as links maximal
capacity, etc. Usually, for development optimization tasks multiple criteria are
defined (see Fig. 1.3) [3–5].

As can be seen from Fig. 1.3, there are capital investments on one side of scales
required for D-actions realization, while on the second side there are benefits
gained by the D-actions performed:

1. Operation and maintenance costs reduction (C);
2. Overload reduction (P);
3. New consumers connection (W);
4. Power supply security improvement (R), etc.

Part of this gained benefit has monetary value but there are such benefits which
can hardly be evaluated financially. Still to initiate optimization it is required.

The economic estimation of D-actions is a thorny task. The D-actions must be
estimated applying the method which is named as economic life cycle concept.
Capital contributions efficiency is estimated observing operation, maintenance,
and technical costs, caused by emergency situations/faults and others.

When estimating D-action, its criterion calculation must not be based on only
1-year figures; the criterion must reflect the whole economic life-cycle of the
object.

P 

C 

R 

W
K

Benefits InvestmentFig. 1.3 Estimation of
D-actions
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The development optimization is hampered by the fact that it occurs under
information uncertainty conditions. It should be taken into consideration in the
process of decision-making, and the appropriate methods have to be applied.

Economic criteria. The major economic efficiency ratios are Net Present Value
(NPV), Internal Profit Rate (IRR) and Pay Back Period (PB). Net Present Value
ratio complies with discounting or monetary value reduction in accordance with
discount rate. NPV value is expressed in monetary value units. If NPV[ 0, then
D-action is economically effective; and the higher NPV, the more effective
D-action is. But, if NPV\ 0, then D-action is not effective; it is not paid back and
causes losses. If NPV = 0, then D-action is paid back but is not profitable.

NPV ¼
X

T

t¼0

Ct �
1

1þ ið Þt
¼
X

T

t¼0

Ct � d tð Þ; ð1:1Þ

where i income rate, Ct annual costs in development step (D-step) t, d(t) discount
rate in D-step t.

In addition to the aforementioned criteria, IRR is used additionally that dem-
onstrates accumulative capacity of D-action (income accumulation speed), and the
higher IRR value is, the faster the D-action will be paid back. IRR value is
expressed in percentage. According to the situation available in credit resources
market and basic principles of LTS investment policy, the D-actions are consid-
ered as economically efficient if IRR[ 10%.

The payback period of contributions (investments) is a period when the system
income sum taking into account monetary value reduction during the period is
equal to costs sum of the system. In order to consider the D-action as economically
efficient, its payback period shall be shorter than the D-action technical life cycle
(depreciation period). The less payback period, the more favorable D-action from
economic viewpoint.

In order to estimate these ratios in the preliminary stage of D-actions, cash flow
shall be calculated for the whole economical per year life-cycle of respective
D-action. If cash flow is calculated including D-action and excluding it, then the
ratios of economic efficiency of the D-action can be estimated.

Technical criteria. Technical criteria depend on the specific system. In dynamic
models for development optimization, technical parameters limitation is observed
not with strict constraint values, but with so-called fuzzy constraint method.
Applying fuzzy constraint method the objective function is supplemented by
additional criteria (penalty functions) (see Fig. 1.4). Penalty function value within
the limits is not high, but as the distances expand, it increases considerably.
Applying fuzzy constraint method extra opportunities arise.

Objective function. The major criterion for LTS D-plan is management opti-
mization objective function, which shall display and integrate technical, economic,
power supply reliability, ecological, etc., parameters depending on specific tech-
nical system [6]. Let us designate this objective function as system D-plan g
quality criterion and mark it with F(T, g). Further on, the objective function will be
calculated by a formula

4 1 Problem Statement



F T; gð Þ ¼
X

T

t¼1

F e tð Þð Þ; ð1:2Þ

where t D-step serial number, T number of D-steps in estimation period, F(e(t))
system quality criterion in D-step t and D-state e(t), G D-plan e(1), e(2),…,
e(t),…,e(T)

According to formula (1.2), the objective function is the sum from F(e(t)), i.e.,
an additive function [7].

Let us assume that a system graph, consumption and generation are constant
values at the D-step but D-actions are only realized in transition from D-step t - 1
to D-step t. Observing these assumptions, F(e(t)) model may look as follows:

F e tð Þð Þ ¼ k tð Þ � s tð Þ � d tð Þ; ð1:3Þ

where k(t) system quality criterion in the first year of the D-step t; s(t) number of
years in D-step t; d(t) discount (reduction) coefficient in D-step t

Given that the assumed conditions are observed, F(e(t)) is not dependent on
D-plan up to D-state e(t). Thus, the assumed objective function (1.2) allows
dynamic programming application for task solution on LTSs sustainable
development management.

1.3 Development Optimization Principles under Uncertainty

Conditions

Calculation results credibility depends on initial data credibility and calculation
methods.

In the process of systems sustainable development management the following
uncertainty groups shall be taken into consideration:

1. Physical uncertainties;
2. Financial uncertainties;
3. Regulators uncertainties.

Additional 
criterion

Parameters (for 
example, a flow) 

Constraint 

Valid Non-valid

Fig. 1.4 Fuzzy constraint
method
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Selecting optimal D-plans under uncertainty, it is necessary to form: informa-
tion package set, representing information credibility range (further on package i

will be named as prognosis i); credibility estimation criteria and comparable
D-plans.

As research data demonstrate, estimating D-plans under uncertainty conditions
is sufficient with relatively small information package set which represents
information credibility range. This is due to the following aspects: objective curve
of optimum in district is very flat and system parameters change discretely.

In LTS sustainable development management, significant information is
demand and prices forecast. In general case, the demand may either increase or
drop. It is essential to improve forecasting methods. However, forecasts will
always be inaccurate. The longer is the forecast period, the higher is prognosis
error. The longer the estimation period, the higher prognosis error.

Selection of D-plans (decision making) under information uncertainty condi-

tions. The analysis of LTS sustainable development in compliance with the
methods must be performed for the whole economic life cycle of the object (for
technical system it, in general, is 20–25 years). D-plan estimation period T can be
assumed equal or higher than economic life cycle period.

The objective function must be calculated for the whole estimation period
T. Under information uncertainty conditions, the final decision must be made
specifically for not durable time period, not far perspective of 3–5 years. Let
us call this time interval decision making period td\T and period from td up to
T—adaptation period (see Fig. 1.5).

When estimating technical systems sustainable development, T must be
assumed longer than economic life cycle period—advisable up to 50 years.

Information on LTS sustainable management estimation during the estimation
period is uncertain, therefore, the decisions made have to be specified regularly.

Development management process is going on gradually; it includes these
stages [8]:

1. Observing external information particularization (specification);
2. Utilizing initial information decisions of previous phases made on specific

objects (horizontal information flow);
3. Utilizing specified information on previous system development (vertical

information flow).

Let us review dynamic LTS sustainable development management process
assuming that estimation period is 20 years, which is relatively divided into four
5-year duration phases (see Fig. 1.6). Besides, there is ‘‘0’’-phase, when technical
economic analysis (feasibility study), decision making and designing of the

1 

t 

Ttd 

tad Fig. 1.5 Estimation (T ),
decision making (td) and
adaptation (tad) period
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selected D-action is performed. The decision is only made on those D-actions that
will be realized (constructed or reconstructed) in the Ist phase. In order to perform
technical economic analysis with the preliminary approach, it should be assumed
what D-actions shall be realized for II, III and IV phases.

The final decisions on these D-actions shall be made during the next phases of
LTS sustainable development management (after 5, 10 and 15 years), specifying
the respective information [8].

The comparable D-plans are obtained by optimizing the technical system
considered and utilizing average data (basic forecast). Because of optimization, up
to ten best competitive D-plans are obtained. Further on system analyst, sharing his
experience may reduce or supplement this set. The risk analysis is utilized for
optimal D-plan selection. Risk analysis enables selection of optimal D-plan under
information uncertainty conditions.

For the tasks on large systems sustainable development management the most
appropriate is minimal maximal risk:

min
j2m

R jð Þmax¼ min
j2m

max
i2l

F j; ið Þ � F ið Þð Þ; ð1:4Þ

where F(i) minimal objective function value in case of forecast i, F(j, i) objective
function for D-plan j in forecast i, i serial number of forecast, j serial number of
D-plan, l set of forecasts, m set of plans (Tables 1.1, 1.2)

LTS sustainable development adaptation. Decision making and estimation
period differentiation (td\T) demands radical modification of D-plan definition.
The respective statement is illustrated in the Table 1.3.
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Fig. 1.6 Development man-
agement dynamic process [8]
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1.4 Problem of Optimal D-Plan Selection

If not only realizable D-actions set is to be optimized but optimal realization time
is determined too, then the calculation time required for essentially increasing
(1.6). When only one calculation level is considered, optimal realization time
usually affects optimal D-plan. Only multi-steps dynamic models ensure adequate
model and objective decision motivation. This is due to competitive D-plan rel-
ative efficiency dynamic characteristics. Relative efficiency of D-plan g in D-step t

can be characterized with D-plan serial number w(t), because in optimization
process comparable D-plans are arranged by criterion (1.5) descending values.

F t; gð Þ ¼
X

t

t¼1

F e tð Þð Þ: ð1:5Þ

Table 1.1 Risk matrix
D-plans

1 … j …

Forecast
1 R(1, 1) … R(1, j) …

… … … …

i R(i, 1) … R(i, j) …

… … … … …

Table 1.2 Risk matrix for
wires cross-section selection
in the task

D-plans

1 S1 2 S2 3 S3

Forecast
1 0 0.06 0.25
2 0.10 0 0.15

Max risks 0.10 0.06 0.25

Optimal D-plan is S2

Table 1.3 Example of LTS sustainable development adaptation

1st forecast 2nd forecast

t M1 M2 M1 M2

1 A1 A2 A1 A2 Estimation
2 (td) B1 B2 B1 B2 Estimation
3 a1 a2 a3 a4 Adaptation
4 (T) b1 b2 b3 b4 Adaptation
Objective function F(1, 1) F(1, 2) F(2, 1) F(2, 2)

M1, M2 D-plans
A, B D-actions, realized in the period of decision-making depend on D-plan specifically but not
on forecast
a, b D-actions, realized beyond the period of decision-making, acquired by adaptation (dynamic
optimization)
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Criterion (1.5) of the D-plan with w(t) = 1 has maximal value.
As shown in Fig. 1.7, there are different efficient D-plans in different time

periods. D-plan 1, which has the least objective function, is the less favorable in
initial period than the worst D-plan 2. The example is real—it considers trans-
mission network is considered. The task on voltage selection is solved (330 or
750 kV) for the lines transporting power and energy generated by big power
plants. In the first D-plan 750 kV is selected, in the second—330 kV.

The reviewed example demonstrates that D-plans are to be compared by
objective function value (1.2) during the estimation period. Alternative D-plans
will be analyzed to the end of estimation period to make a decision on optimal
D-plan.

Figure 1.8 indicates that the number of LTS D-plans is increasing rapidly if
D-actions are enlarged and the number of estimation period steps is enlarged too.

Let us calculate total number of LTS D-plans. Each D-plan is characterized by
realized D-plans number n and its realization moment T, as well as by each
D-action realization type. The total number of D-plans may be calculated by the
following formula:

V ¼
Y

n

i¼1

Vi ¼ T þ 1ð Þn
Y

n

i¼1

mi; ð1:6Þ

where n number of D-actions, mi D-action realization type (for example, gener-
ation unit capacity) number, i D-action serial number, T number of D-steps in
estimation period

If for all D-actions mi = 1, then V = (T ? 1)n. It means that D-action may be
realized in any D-step or not to realize at all.

As can be seen from Fig. 1.8, also in real tasks (for example, n = 11, T = 15,
zone e) the number of comparable D-plans attains astronomic quantity (1015).
Hence, it is required to apply specialized dynamic optimization methods need to be
applied in LTS sustainable development management process.
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10

30

20

1

2
3
4

Fig. 1.7 Competitive
D-plans relative efficiency
dynamics
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Chapter 2

Mathematical Basics of LTS Sustainable

Development Dynamic Management

Abstract This chapter describes the basic concepts of mathematical basis for LTS
sustainable development management: LTS development actions, LTS develop-
ment state set, and LTS development process. Using these terms, mathematical
model of development process was elaborated, and algorithmic aspects of devel-
opment process management were analyzed. This chapter presents the concepts of
development process management recursion equation and optimal initial state.
The analysis of the model has shown that it is possible to calculate LTS optimal
development plan considering only OIS set.

2.1 Principal Concepts

Development period of LTS may be represented as a multi-step D-process. To
elaborate mathematical basics of dynamic management methods, we use dynamic
programming created by Bellman [1, 2] as a starting point, with whose help optimal
multi-step tasks solutionsmay be determined. Dynamic programming is based on the
following optimum characteristics: technical system optimal operation depends only
on the systemD-state at the specific timemoment but not on its previous D-plan until
the specific moment. This kind of assumption may be applied if optimization cri-
terion is expressed as a sum. Many LTS development management criteria are
represented by sum, for example, the total discounted cost criterion.

This chapter deals with selecting dynamic programming recursive equation for
LTS development optimization.

In the book, we apply graph and set theory concepts and methods for modeling
LTS D-plan and development states (D-states) [5].

Graph theory investigates graph characteristics and related interconnections, as
well as elaborates algorithms for its characteristics identification and sub-graphs
determination. Initial systematic researches in this area belong to L. Euler. As an

Z. Krishans et al., Dynamic Management of Sustainable Development,
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independent subject, graph theory was established in 1936 when the world’s first
book on graph theory written by Hungarian mathematician D. König was published.

Graph is a mathematical model showing interconnections among objects. Graph
is described with the following sets: nodes or vertex set V and edge set E. If all the
edges are various, that is a unigraph, if edges are repeated—a multigraph. The
significant characteristic is node incidence level. Graphs can be guided (see
Fig. 2.1) and non-guided. Special graphs are loop, tree, path and planar graphs (see
Fig. 2.1).

Set theory is the branch of mathematics that studies sets, which are collections
of objects. Although any type of object can be collected into a set, set theory is
applied most often to objects that are relevant to mathematics. Set theory, how-
ever, was founded by a single paper in 1874 by Georg Cantor: ‘‘On a Charac-
teristic Property of All Real Algebraic Numbers’’.

Set theory begins with a fundamental binary relation between an object o and a
set A. If o is a member (or element) of A, we write o e A. Since sets are objects,
the membership relation can relate sets as well. A derived binary relation between
two sets is the subset relation, also called set inclusion. If all the members of set A
are also members of set B, then A is a subset of B, denoted A ( B. For example,
{1, 2} is a subset of {1, 2, 3}, but {1, 4} is not. From this definition, it is clear that
a set is a subset of itself; in cases where one wishes to avoid this, the term proper
subset is defined to exclude this possibility. Just as arithmetic features binary
operations on numbers, set theory features binary operations on sets. These are
union, intersection, complement, symmetric difference, Cartesian product, and
power set.

The mathematical logic [4] as well as combinatorial [3, 6] concepts and methods
are also used for system D-plan and D-states creation and analysis provided in
the book.

LTS D-plan may be described with the following basic concepts.
LTS D-actions. Basic concept definition D-actions is a specific feature of LTS

development optimization model; it is not applied in classical dynamic pro-
gramming model where only concept definitions D-state and optimization steps are
used. We consider that the application of D-actions provides opportunity to solve
real systems development optimization tasks.

D-actions form development model. Development model is used to determine
optimal plan with dynamic optimization model as well as by applying plans

j  li k

(b) 

j i 

l 

k

(d) 

i j

(a) 

i (c) 

Fig. 2.1 Illustration of graph
theory basic characteristics: a
Guided graph, b path, c loop,
d tree
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estimation method. Important concept related to system economic analysis com-
plex is possible (alternative) actions.

Let us define D-action. Generally, D-action reflects activity, new system
object construction, as well as existing objects extension, reconstruction, and
modernization.

D-action is assigned along with capital investments and relevant network ele-
ments (elements that are included or excluded from the estimation calculation
scheme because of the D-action). The D-actions are assigned by user according to
the specific task, experience, etc. Dynamic optimization of user software assigned
D-actions is employed as ‘‘bricks’’ for creating D-plan and synthesizing optimal
plan. D-actions are systems development dynamic optimization task options. All
possible D-actions set constitute this task optimization area. ‘‘D-actions’’ may be
interpreted as ‘‘purchases’’. D-action is always interrelated with activity. Such
variables differ from traditional approaches in many other optimization models
where elements parameters are modeled: we are searching for ‘‘what to do’’ and
‘‘how to do’’; elements parameters are created because of activities.

D-actions are structured as follows: elementary and compound. The compounds
are formed from elementary actions, applying logical conditions: ‘‘one from’’ and
‘‘after’’.

D-states formation scheme is depicted in Fig. 2.2, but information scheme of
D-state e(t) calculation is shown in Fig. 2.3.

Definition D-action realization denotes respective object construction, recon-
struction or liquidation completion (commissioning or decommissioning), but not
time period of object construction, reconstruction, or liquidation. It is assumed in
the model that D-action is realized at the beginning of the first year of D-step.
Constructions, reconstructions, or dismantling are finished within this year. This
time interval duration is observed when the respective D-action costs (capital
investments) are calculated. As soon as the D-action is realized, estimation
calculation scheme is altered.

Existing 
state e(t-1) 

Realized 
development 

actions 

Development 

state e(t) + =

Fig. 2.2 D-states formation
scheme

Capital investments System graph System parameters 

System development state 

Alternative development actions 

Realized development actions 

Fig. 2.3 Formation of infor-
mation system calculation for
D-state e(t)
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Possible realization period. The beginning of this period is usually determined
by time length required for object construction, reconstruction, or liquidation.
Usually, its completion is concurrent to estimation period completion, but under
specific conditions, eventual realization period may be finished faster, if, for
example, on plot where construction of new substation is envisaged, other civil
works might be started prior to calculation period completion.

D-actions will be marked with x(i), number of D-actions—with n.
LTS D-state. Technical system D-state in optimization task is specified by

system graph, its elements parameters and other technical, economic, ecological,
etc. parameters. Let us mark D-state with e(j), where j is a sign or sign group,
which determines D-state reciprocal dissimilarities. As a distinctive sign, D-step
serial number t can be used. Then D-plan is

gðkÞ ¼ eð0Þ; eð1Þ; eð2Þ; . . .; eðtÞ; . . .; eðTÞ: ð2:1Þ

D-state e(0) is existing D-state, where no any D-action is realized. In common,
case D-state may be defined as realized D-actions within the period 0–t:

eðtÞ ¼ eð0Þ [ fxð1Þg [ fxð2Þg. . . [ fxðtÞg; ð2:2Þ

where {x(t)}—all step t initial realized D-actions set.
D-state can be classified as technically valid or technically non-valid—if at

least one technical limit in D-state is not observed.
LTS D-step. LTS D-step is time period when none of D-actions is realized—

system graph and its parameters are not changed. In D-step period, it is assumed
that annual consumption of the first year of D-step, 24 h, seasonal and monthly
consumption is preserved for the period of all further years. Performing mathe-
matical calculations, we assume that all D-step period realized D-actions are
realized simultaneously, going on from D-step t - 1 to D-step t. In such a way,
real continuous calculation process is modeled by discrete D-plan. In general, D-
step length is from 1–3 up to 10–13 years. In the initial phase of estimation period
D-steps are shorter, the next D-steps length is longer, but the last D-steps are the
longest.

LTS D-plan. In estimation period, which is divided into T D-steps, may be
various D-states e(t). A sequence of D-states e(t), if t = 1, 2,…,t,…,T, is called
large technical system D-plan, which will be marked with g(k). Graphical model of
D-plan is guided path graph (see Fig. 2.4).

Graph vertices and edges can be logical admissible or non-admissible (if at least
one logical condition in D-plan is not observed).

D-plan g(k) may be unambiguously characterized by realized D-actions and
their realization time as well as estimated by summary, at the initial moment
reduced, system quality criterion—objective function (investments, generation,

e (t-1) e (0) e (1) e (2) e (3) e (t) 

Fig. 2.4 Large technical
system D-plan
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consumption, generating unit production range, transport network flows and
overloads).

D-plans are classified into two groups:

1. Logically admissible D-plans—there is no D-state where all logical conditions
are observed;

2. Logically non-admissible D-plans—in any graph vertex or edge at least one
logical condition is not observed; in order to operate non-admissible D-states, it
is required to realize more supplementary D-actions, i.e. to create another
D-plan g(k).

LTS D-states set. In optimization process, LTSs are required to be reviewed not
only as separate D-states but also as a set of different D-states. Let us mark
D-states set with E. To distinguish different types of D-states, let us use symbol
E(i). The major types of D-states are the following:

1. D-states set E(t), which integrates all of D-step t possible D-states;
2. Subsets of set E(t): (a) D-states subset, in which D-states are integrated forming

development sequel process, preserving the existing D-states or realizing
additional D-actions; such subset is marked with E[t, e(i) ?] and (b) D-states
subset E[t, e(i) /] , E(t), in which D-states are integrated in D-step t - 1,
from which by realizing one or several D-actions (or not realizing any), D-state
e(i) can be formed. It must be taken into consideration that in specific D-state
e(i) only one D-action x(j) is allowed, because D-action is the realized fact and
cannot be cancelled;

3. Subsets of set E(t) that integrate D-states with equal number of realized
D-actions.

Finally, let us review operations with D-states sets used in dynamic optimi-
zation process:

1. Membership of D-state e in set E:e [ E;
2. Calculation of function F(e) for all e [ E: F(e);
3. Union of two D-states sets E(1) and E(2): E(3) = [E(1)[ E(2)].

2.2 Graphical Model of Development Process

LTS D-states e(i) can be regarded as graph G vertices, but graph edges are lines
that connect two D-states (graph G vertices). Graph edges represent probable
transition from D-state e(t - 1) to D-state e(t). Taking into consideration that LTS
D-state is a set of realized D-actions, e(t) = {x} [e(0) = es] (where es—empty
set), the transition from e(t - 1) to e(t) is possible if e(t - 1) , e(t). Thus, graph
G edge corresponds to realized D-actions set {x}p, within transition time; in
particular cases there is only one D-action or that is also an empty set {x} = es.
For Graph G edges there is only one direction—from e(t - 1) to e(t).
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Figure 2.5 shows a system with five consumption nodes and one generation
node. The highest consumption is in node 2, which is located within the furthest
distance from generation node. Due to consumption rise in transport network, links
1-3-2 and 1-4-5-2 loads are close to the valid range. In addition, generation node is
almost fully loaded. In order to prevent critical situation in the system, four
alternative D-actions may be applied:

1. Reconstruction of existing links 1-3-2;
2. Reconstruction of existing links 1-4-5-2;
3. Construction of new links 1-2;
4. Construction of new generation node 7 at a higher load of node 2.

D-action combination set is given in Table 2.1.
Let us mark various D-states with e(t, v). Development graph of technical

system considered (if T = 5) is depicted in Fig. 2.6.
System development by T D-steps is illustrated with a succession of D-states

(graph G vertices connected with graph edges), that is with graph loop g, which
starts in vertex e(0, 0) and ends in one of vertices e [ E(T). For example, one of
admissible graph loops is a line, which connects graph vertices sets e(1, 3), e(2, 3),
e(3, 3), e(4, 6) and e(5, 6). For this D-plan summary reduced system quality
criterion can be calculated for five D-steps F(5, g).

If system graph G is given, then all possible system D-plans are given too.
System development graph vertices set. Let us consider these sets:

1. Vertices set in D-step t - E(t);
2. Vertices set in D-step t subsets, in which all vertices have characteristics

i - E(t, i);
3. D-step t vertices subset E[t, E(t - 1, i) ?], where all vertices are related to

D-step t - 1 vertices e(t - 1) [ E[(t - 1, i)] set E[t, E(t - 1, i) ?], we mark
the vertices that are related to sub-set E(t - 1, i). In special case, a set may
contain a single vertex, then vertices e(t) [ E(t - 1, i) are interrelated only with
vertex E(t - 1, i);

4. Initial vertices set E(t - 1, i) related to sub-set E(t, i).

Let us explain definitions of the subsets considered with four examples which
are illustrated in Fig. 2.3.

7 1 62

3

5 4

Fig. 2.5 LTS graph; existing
elements are represented
by uninterrupted line, but
new constructed system
elements—by interrupted

line

16 2 Mathematical Basics of LTS Sustainable Development Dynamic Management



Table 2.1 LTS D-actions sets

No. Code v Set file

1 0 Empty set
2 1 1
3 2 2
4 3 3
5 4 4
6 5 3; 1
7 6 3; 2
8 7 4; 1
9 8 4; 2
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- Development state e (t,χ)  -

Fig. 2.6 Technical system
development graph
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Example 1. A vertex set with a single vertex e(2, 3) is given. Then with the given
set interrelated vertices set is {e(3, 3), e(3, 7), e(3, 8)}.

Example 2. A vertex set {e(2, 4)} is given. Then with the given set related vertices
(development follow-up) set is {e(3, 4), e(3, 6), e(3, 7), e(3, 10)}.

Example 3. A vertex set E(t - 1, i) = {e(2, 2), e(2, 6)} is given. Then with the
given set related vertices set is {e(3, 2), e(3, 6), e(3, 8)}.

Example 4. A vertex set E(t - 1, i) = {e(3, 3), e(3, 5)} is given. Then initial
D-states set is E[(t - 1, i) ?] = {e(2, 3), 2(2, 5), e(2, 0)}.

The following conclusions result from the reviewed concept definitions:

1. In all D-steps, all D-states and transitions must be preserved. Otherwise, D-plan
is terminated.

2. Usually, the reason why D-states are not preserved is that technical constraints
are not met. Generally, irrelevant D-states are occurring by incomplete D-states
set.

3. In order to prevent the occurrence of irrelevant D-states, it is not allowed to
utilize rigid constraint method; instead, fuzzy constraint method and penalty
function must be applied. Then the first optimization can be finalized. After
optimization, the results can be analyzed and D-action set can be supplemented.

2.3 Mathematical Formulation of Development Process

Optimization Task

The target of LTS development optimization is to determine and identify an
admissible D-plan, in which the maximal reduced system development quality
criterion—objective function would be met in T D-steps. Such D-plan will be
marked with optg [T, E(T)] and respective objective function will look like this

f T;EðTÞ½ � ¼ max
g2G

FðgÞ: ð2:3Þ

The right-hand side of expression 2.3 shows that objective function maximi-
zation is taking place (if objective function incorporates also income from the sold
production) over all graph G loops (routes). It may seem that the most elementary
optimization is to consider in succession all probable graph loops. Still this kind of
method is only admissible when D-plans scope is not considerable; but as shown in
Fig. 1.8, in real tasks, astronomic figures may be obtained and calculation of
D-plans might take several years. Optimization method that does not cover
analysis of all D-plans g [ G would be more efficient.

Let us assume that in given D-step t information available is:

1. Valid D-states set, e(t) for step t;
2. Objective function F[e(t)] for development from e(0) to e(t) [ E(t);
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3. Valid D-states set, E(t - 1) for step t - 1;
4. D-states set from which transition is probable to e(t, i):

E t; e t � 1ð Þ !½ �: ð2:4Þ

The transitions from step t - 1 D-states to step t D-states e(t) are determined
for all e(t - 1) [ E(t - 1) or all graph edges are given that connect e(t - 1) with
e(t), as well as respective D-actions characteristics k and system graph changes;

5. Step t - 1 D-states set from which the given D-state e(t) may be attained;

E t � 1ð Þ; e tð Þ  ½ �: ð2:5Þ

Sets 2.5 are given for all D-states e(t) [ E(t).
Besides, let us assume that for all e(t - 1) [ E(t - 1) there is a certain optimal

D-plan optg [t - 1, e(t - 1)].
Let us mark with f [t, e(t)] the maximal summary reduced criterion value within

the period up to D-step t andD-state e(t), i.e. is for optimal development optg [t, e(t)].
Let us call this value functional. It required to calculate for all D-states e(t) [ E(t), if
values f [t - 1, e(t - 1)] are known for all D-states e(t - 1) [ E(t - 1).

Functional f [t, e(t)] must be expressed observing income (?) from production
sold and expenditures (-):

f t;EðtÞ½ � ¼ max
e tð Þ2E tð Þ

f t; eðtÞ½ �: ð2:6Þ

Formula of functional calculation may be expressed as follows:

f t; eðtÞ½ � ¼ F eðtÞð Þ þ max
e t�1ð Þ2E t�1;e tð Þ ½ �

f t � 1; eðt � 1Þ½ �; ð2:7Þ

where F(e(t))—reduced system quality criterion in D-step t and D-state.
Formula 2.7 is dynamic programming recursive equation that is used to opti-

mize LTS D-plan.
In the first D-step of estimation period functional f [t - 1, e(t - 1)] is system

summary reduced quality criterion for previous D-steps that is independent of
system further development and may be omitted in calculation. Assuming that
f [0, e(1)] = 0, we have

f t � 1; eð1Þ½ � ¼ F eð1Þð Þ: ð2:8Þ

Using recursive formula 2.7, starting from the first D-step t = 1, 2, 3,…,T, in
inductive way, one may calculate functional f[t, e(t)] values for all D-steps and
D-states and determine optimal D-plan f[t, e(t)].
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2.4 Algorithmization Aspects of Development

Management Process

LTS development optimization applying dynamic programming recursive Eq. 2.7
can be performed in different ways depending on how recursive Eq. 2.7 is written
down.

First, let us review the option in writing:

f t; e ðtÞ½ � ¼ F eðtÞ½ � þ max
e t�1ð Þ2E t�1; e tð Þ ½ �

f t � 1; e t � 1ð Þ½ �: ð2:9Þ

Recursive Eq. 2.9 is used if all D-states are considered e(t) [ E(t) for each D-
state e(t):

1. To calculate step t objective function item F[e(t)]—to perform system D-state
technical, economic and ecological criteria calculation.

2. To define D-states set E[t - 1, e(t) /], from which integrated D-states e(t - 1)
may reach D-state e(t).

3. To calculate the set functional maximal value max
e t�1ð Þ2E t�1;e tð Þ ½ �

f[t - 1, e(t - 1)].

Thus, optimal initial state is defined e(t - 1) and optimal development up to
D-state e(t) - optg {t - 1, E[t - 1, e(t) /]}.

In order to realize this algorithm, it is required to form operative memory data
array f [t - 1, e(t - 1)] for all D-states e(t - 1) [ E(t - 1) and f [t, e(t)] all
D-states e(t) [ E(t). Comparing with all D-plans calculation, the algorithm
observed essentially reduces calculation time. Still, capacious computer memory
consumption is required for storage of calculation interim results. It considerably
limits capabilities of method application.

Let us review modifications of such recursive equation which enable are to use
calculation algorithm without saving in data array functional f [t - 1, e(t - 1)]
and f [t, e(t)] values on all D-states sets E(t - 1) and E(t).

In order to elaborate such algorithm, the answer to the question must be known.
By what indications the D-states, which can be used in optimal D-plan, must be
identified? If such indications are available, there is no need to bear in mind
functional values for all D-states.

Let us mark with X(t - 1) , E(t - 1) D-states e(t - 1) set that contains step t

optimal initial states.
D-states that belong to setX(t - 1), will be marked with e(t - 1,x) [ X(t - 1),

where x = 1, 2, 3,…,x(max).
The set X(t) may be defined by the following method (see Fig. 2.7).
D-state e(t - 1, x = 1) is determined by formula

f t � 1; eðt � 1;x ¼ 1Þ½ � ¼ max
e t�1ð Þ2E t�1;x¼1ð Þ

f t � 1; eðt � 1Þ½ �; ð2:10Þ

where E(t - 1, x = 1) = E(t - 1).

20 2 Mathematical Basics of LTS Sustainable Development Dynamic Management



E t � 1;x ¼ 1ð Þ ¼ e 1ð Þ; e 2ð Þ; e 3ð Þ; e 4ð Þ; e 5ð Þf g; e t � 1;x ¼ 1ð Þ ¼ e 1ð Þ;

X t � 1;x ¼ 1ð Þ ¼ e t � 1;x ¼ 1ð Þ; . . .f g;

E t;X t � 1;x ¼ 1ð Þ !½ � ¼ e 6ð Þ; e 7ð Þ; e 8ð Þ; e 9ð Þf g;

X t � 1;x ¼ 1ð Þ ¼ e 1ð Þ; e 2ð Þ; e 3ð Þf g; X t � 1;x ¼ 1ð Þ ¼ e 1ð Þ; e 2ð Þ; e 3ð Þf g;

E t � 1;x ¼ 2ð Þ ¼ e 4ð Þ; e 5ð Þf g; e t � 1;x ¼ 2ð Þ ¼ e 4ð Þ;

X t � 1;x ¼ 1ð Þ ¼ e t � 1;x ¼ 1ð Þ; e t � 1;x ¼ 2ð Þf g;

E t;X t � 1;x ¼ 2ð Þ !½ � ¼ e 6ð Þ; e 7ð Þ; e 8ð Þ; e 9ð Þ; e 10ð Þf g;

X t � 1;x ¼ 2ð Þ ¼ e 1ð Þ; e 2ð Þ; e 3ð Þ; e 4ð Þ; e 5ð Þf g;

X t � 1;x ¼ 2ð Þ ¼ e 1ð Þ; e 2ð Þ; e 3ð Þ; e 4ð Þ; e 5ð Þf g; X t � 1ð Þ ¼ e 1ð Þ; e 4ð Þf g:

D-state e(t - 1, x = 1) is optimal development by t - 1 steps final state.
For D-state e(t - 1, x = 1), related set is defined as

E t � 1; e t � 1;x ¼ 1ð Þ !½ �: ð2:11Þ

Sets 2.11 initial set is the set

initial E t � 1; eðt � 1;x ¼ 1Þ !½ �: ð2:12Þ

D-states set 2.12 comprises D-state e(t - 1) [ X(t - 1, x = 1), from which
transition is only possible to set 2.11.

In general case, the transition from set X(t - 1, x = 1) to set E(t) is possible in
many ways, i.e. to several D-states e(t). Each D-state e(t) has its own system
quality criterion value:

F t; eðtÞ½ � ¼ f t � 1; eðt � 1Þ½ � þ F eðtÞ½ �: ð2:13Þ

Formula 2.13 shows that optimal development may not occur through D-state
e(t - 1) [ X (t - 1, x = 1), for which the following condition is valid

f t � 1; eðt � 1Þð Þ þ F eðtÞð Þ\f t � 1; eðt � 1;x ¼ 1Þð Þ þ F eðtÞð Þ: ð2:14Þ

This condition can be verified even without calculating objective function
component F(e(t)) of step t for D-states e(t). Excluding from set X(t - 1, x = 1)
all D-states that do not conform to condition 2.14, we obtain D-states set X(t - 1,

e (1) E (t-1) e (5) e (4) e (3) e (2) 

e (10) e (9) e (8) e (7) e (6) E (t) 

Fig. 2.7 D-states sets X
(t - 1) (required for optimal
development estimation/
calculation) elaboration
algorithm illustration
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x = 1), in which optimal development can be determined only from D-state
e(t - 1, x = 1).

It often happens that condition 2.14 is valid for all D-states e(t - 1) [ X(t - 1,

x = 1). In such cases X (t - 1, x) = X(t - 1, x).
D-states e(t - 1, x = 1) are calculated by formula:

f t � 1; eðt � 1;x ¼ 2Þ½ � ¼ max
e t�1ð Þ2E t�1;x¼2ð Þ

f t � 1; eðt � 1Þ½ �; ð2:15Þ

where

E t � 1;x ¼ 2ð Þ ¼ Eðt � 1Þ � X t � 1; eðt � 1Þð Þ: ð2:16Þ

Let us mark with X(t - 1, x) D-states set

Xðt � 1;xÞ ¼ eðt � 1;x� 1Þ; eðt � 1;x� 2Þ; . . .; eðt � 1;xÞf g: ð2:17Þ

The related D-states set we express as

X t � 1;x ¼ 2ð Þ ¼ X t � 1;x ¼ 1ð Þ [ OIS E t; e t � 1;x ¼ 2ð Þð Þ !½ �: ð2:18Þ

From set 2.18, we exclude all D-states which do not meet this condition:

f t � 1; eðt � 1Þ½ � þ F eðtÞð Þ\f t � 1; eðt � 1;xÞ½ � þ F eðtÞð Þ: ð2:19Þ

The reviewed analysis allows us to draw the conclusion: technical system
development graph loop that is relevant to optimal D-plan may comprise only
vertices E(t - 1), which are included in the subset of optimal initial states set
X(t - 1):

eðt � 1;xÞ 2 Xðt � 1Þ: ð2:20Þ

D-state e(t - 1, x) can be defined using formula:

f t � 1; eðt � 1;xÞ½ � ¼ max
e t�1ð Þ2E t�1;xð Þ

f t � 1; eðt � 1Þ½ �; ð2:21Þ

where

Eðt � 1;xÞ ¼ Eðt � 1Þ � Xðt � 1;x� 1Þ: ð2:22Þ

In order to calculate functional f [t, E(t)] and large technical system optimal
development up to any D-step t, it is required in D-step t - 1 to keep data on all
[x(max)] optimal initial states e(t - 1).

D-states set E is set’s E(t, x) subset, where is D-state e(t, x):

E ¼ E t;xð Þ \ E t; e t � 1;xð Þ½ �: ð2:23Þ

Functional f [t - 1, e(t - 1, x)] value can be calculated using the following
recursive equation:
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f t;Eðt;xÞ½ � ¼ max
e t�1;xð Þ2X t�1ð Þ

f t � 1; eðt � 1;xÞ½ � þ max
e tð Þ2E

F eðtÞð Þ; ð2:24Þ

where

E t;xð Þ ¼ E tð Þ � X t;x� 1ð Þ: ð2:25Þ

Recursive Eq. 2.24 may be used to calculate functional value for the given
D-states set E(t, x) with the algorithm described below.

1. Review all D-states e(t - 1, x) [ X (t - 1) from x = 1 up to x = x(max).
2. For each D-state e(t - 1, x) define max

e tð Þ2E
F [e(t)]. This task corresponds to LTS

statistical optimization, if optimization area is D-states set E. The task solution
is D-state with calculable F[e(t)] maximal value. The D-state must conform to
these two conditions:

– D-state is relevant to set E(t, x),
– The transition from D-state e(t - 1, x) to e(t) must be possible.

3. From all sums max
P

e t�1;xð Þ2X t�1ð Þ

F e tð Þð Þ þ f t � 1; e t � 1ð Þ; x½ �ð Þ the maximal

sum shall be calculated, considering all sets X(t - 1) D-states.

Simultaneously applying formulas 2.24 and 2.25, functionals f [t, E(t, x)] must
be calculated for all x values x = 1,2,…,x(max).

Among D-states e(t, x) [ X (t) there is also an optimal D-plan from t = 1 up to
t = T (in estimation period) D-state e(t, x) in D-step t.

LTS optimization task solution is D-state E(T, x = 1) with summary reduced
system quality criterion f [T, E(t, x = 1)].

Comparing both considered quality optimization algorithms; the following
conclusions can be drawn:

1. The application of recursive Eq. 2.9 makes algorithms execution more simple.
Algorithm drawback is the demand for all potential D-states E(t - 1) and E(t)
to keep calculation interim results and to calculate system quality criteria.
D-states number in set E(t) is

VE ¼ 2n; ð2:26Þ

where n—D-actions number. If n = 20, which is possible in real optimization
tasks, then VE = 220 = 106.

2. Applying recursive Eq. 2.24 and expression 2.25, it is not required to keep
calculation interim results for all D-states E(t - 1) and E(t). This algorithm
allows one to simultaneously utilize dynamic optimization methods, applying
summary reduced system quality criterion, and system D-state static optimi-
zation to one consumption level (one D-step). If static optimization methods of
LTSD-states are effective, then recursive Eq. 2.24 would be effective.
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Unfortunately, such methods have not been established yet and therefore the
authors are not familiar with them.
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Chapter 3

Modeling LTS and their D-Process

Abstract In LTS development process modeling, alternative links and develop-
ment actions, as well as action logical conditions are used. This method gives
opportunity to observe real wide development task set and to create simple
algorithms. To ensure short calculation time it is proposed to express development
state as binary vector and to apply mathematical logic operations. It gives
opportunity to create LTS development process formation methods, which include
simple quick-operating algorithms. This chapter describes static system optimi-
zation method for optimal initial state calculation. PSMM research work has
shown that such methods have not to the best expected results, therefore, Labo-
ratory PSMM made another choice: research of technical system optimal devel-
opment regularization and opportunity to apply gradient methods to optimal initial
state searching. This approach gave beneficial results—new original dynamic
optimization methods group ‘‘optimal initial states method’’ has been elaborated.
This method is presented in Chaps. 5 and 6 of the book. Dale et al. (Dynamic
Programming in Calculation of Power Networks Development 1969); Dale et al.
(Dynamic Optimisation of Electric Powder Networks Development 1990);
(Krishans 5:32–41, 1981); Krishans et al. (13th
Power Systems Computation Conference 2:863–869, 1999); Krishans et al.
(Software for Power Supply Utilities Management 2001); Krishans et al. (7th
WSEAS/IASME International conference on Electric Power System 2007).

3.1 LTS Modeling Principles in Development

Management Process

A mathematical model of LTS is the system and it D-process, which makes it
possible to calculate and assess technical, economic and ecological criteria of the
analyzed system with a view to make justified decisions on system sustainable
development management.

Z. Krishans et al., Dynamic Management of Sustainable Development,
DOI: 10.1007/978-0-85729-062-5_3, � Springer-Verlag London Limited 2011
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To enable computer implementation of the given task, data are required as well as
appropriate software providing optimization algorithm and algorithms for calcu-
lating generating nodes output and transport network links load, which is the basis of
system quality criteria estimation. Taking into consideration calculation size,
methods to be applied must be fast. Similar requirements are also imposed to data.

The input data may be classified into four groups:

• Group 1 data unchangeable within the whole calculation process;
• Group 2 data specific for each D-step;
• Group 3 data specific for each D-state;
• Group 4 data used for analysis of results.

Let us review all groups in detail, assuming technological systems at the
generalized level. Each technical system is specific with its particular data (for
example, electric power engineering, gas, oil refinery, and industrial concern)
which are reviewed in the book as an example only for electric power engineering
system (Chaps. 8–10).

Group 1 In general, LTS may be modeled by a graph. This issue has been partly
considered in Chap. 1 (Sect. 1.1, Fig. 1.1) and Chap. 2 (Sect. 2.2,
Fig. 2.2). In this chapter let us use the system graph shown in Fig. 3.1.
When compared with Fig. 2.2, the number of D-actions has increased
from 4 to 10.

The following information is obligatory on the graph links:

lc Link code;
n(1) Initial node;
n(2) End node;
a Link existence mark: a = 1—link is in the scheme, a = 0—link is not in

the scheme, non-realized D-action, interrupted line;
ls Link length;
Ps Link capacity;
jsp Link parameters code that provides opportunity to identify values required

for system quality criterion calculation, including production capacity flow
per link and its transport costs calculation.

The following information on Graph nodes is obligatory:
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Fig. 3.1 LTS graph
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For consumption nodes:

nc Node code;
P Consumption in D-step, operational state;

For generation nodes:

ig Node code;
P1 Maximal generation capacity;
Cg Product selling price.

The software must provide a procedure for calculating optimal generation
capacity in D-step and D-state.

Group 2 Depending on D-step, the following information must be put in the
forward to computer: to consumption node: consumption prognosis and
product selling price; to generation node: consumption prognosis and
product selling price. These data must be sent once in each D-step.

Group 3 Data that are specific for each D-state represent information on realized
D-actions set. The creation of system graph must be fast with the least
computer run-time consumed.

Group 4 These are: data that provide D-plan determination from the last D-step T
in reverse direction and data required for risk analysis of information in
uncertainty conditions—these are the main data about development
conditions forecast.

3.2 Modeling Methods of LTS D-State in Development

Optimization Process

LTS development optimization is aimed to determine a sequence of D-actions
which would provide admissible (with technically valid and logically admissible
D-states) development in estimation period with maximal system quality criterion
summary reduced value. Such a definition of development optimization is valid for
any technical system.

For example, a technical system represented in Fig. 3.1 may raise a variety of
issues to be considered in optimizing system development such as: whether it is
required to reinforce the system in principle; whether the existing transport net-
work links are to be rebuilt and in what sequence; whether new transport network
links 1–2 is to be built and with what capacity (P1 or P2); whether the maximal
capacity of existing generation node 6 is to be increased; whether a new generation
node 7 is to be constructed and with what maximal capacity.

The purpose of optimization task is to calculate D-action realization time tr. If
tr[ T, then there is no need to realize the D-action.
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Table 3.1 summarizes the D-actions considered. In the optimization task, ten
D-actions or 1,024 various D-states have been considered.

The following D-actions are reviewed in the example:
D-action 1—concurrent reconstruction of transport links 1–3–2. D-action sys-

tem graph is supplemented with two links 7 and 8, but links 2 and 3 are removed.
The parameters of new links and removed links differ.

D-actions 2 and 3 provide opportunity to gradually consider (links 1–3 and links
3–2) the reconstruction of links 1–3–2.

D-actions 4, 5 and 6 provide opportunity to consider the reconstruction of the
whole links 1–4–5–2 either gradually or simultaneously.

D-actions 7 and 8 are modeling the construction of new links 1–2, considering
two link options. In the option with two new links, logical conditions of D-actions
are not provided.

D-action 9 is modeling the reconstruction of the existing generation node.
D-actions 10 and 11 are modeling the construction of new generation node 7 in

two options—generation capacity P1 or P2. The construction of two generation
nodes is not acceptable, this condition is modeled by two logical conditions ‘‘or’’.

Table 3.1 The list of D-actions

Action
no.

Action characteristics Link
code
(is)

ais
a Logical

condition

1 Reconstruction of links 1–3–2 increasing
transmission capacity

7 + Action 1 or 2
2 - Action 1 or 3
8 +
3 -

2 Reconstruction of links 1–3 increasing transmission
capacity

7 + Action 2 or 1
2 -

3 Reconstruction of links 3–2 increasing transmission
capacity

8 + Action 3 or 1
3 -

4 Reconstruction of links 1–4 increasing transmission
capacity

9 + Action 4 or 1
4 -

5 Reconstruction of links 4–5 increasing transmission
capacity

10 +
5 -

6 Reconstruction of links 5–2 increasing transmission
capacity

11 +
6 -

7 Links 1–2 construction with transmission capacity
Pl1

12 + Action 7 or 8

8 Links 1–2 construction with transmission capacity
Pl2

13 + Action 8 or 7

9 Reconstruction of generation node 8 increasing capacity 14 +
1 -

10 Construction of new generation node 7 with capacity P1 15 + Action 10 or 11
11 Construction of new generation node 7 with capacity P2 16 + Action 11 or 10

a Link code is connected to system graph (+) or removed from the system graph (-)
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Besides, economic and ecological ratios are given to each D-action: investment;
operation costs of system element (which D-state or parameters are altered when
realizing D-action); amount of harmful emissions etc.

Let us review calculation scheme of total reduced quality criterion for an LTS
in system D-state e(t) (see Fig. 3.2).

The major issue of LTS D-state illustration is representation method of realized
D-actions set. It must meet the following requirements (taking into consideration a
considerable number of D-states):

1. For recording one realized D-actions set, random access memory must be
utilized;

2. Set formation algorithm must be simple and fast;
3. Set decoding algorithm for system development calculation process must be

simple and fast;
4. Also verification e(t - 1) , e(t) (i.e., transition possibility from D-state in step

t - 1 to D-state in step t) algorithm must be simple and fast.

These requirements may be represented by realized D-actions set in a vector
format:

e tð Þ ¼ v ¼ Mn;Mn�1; . . .;Mi; . . .;M2;M1f g; ð3:1Þ

where Mi D-action i realization type, i D-action index number, n number of
D-actions.

Let us assume that in the task under consideration, D-actions are allowed to be
used that contain only two D-states: non-realized = 0 and realized = 1. More
types of realized D-actions are also admissible, for example: construction of new
links 1–2, considering two options; new generation node construction in node 7,
considering two options by generation capacity. As shown in the example
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System graph 
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parameters 

for initial state 
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Operative 
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on 

development 
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about 

realized 
action 
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Information 
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development 
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consumption, 
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Fig. 3.2 System graph e(0)
transition as system graph in
D-step t for D-state e(t)
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(see Table 3.1), in such cases the number of D-actions must be increased (7 ? 8)
and (10 ? 11), and these logical conditions must be applied: ‘‘or’’, ‘‘one from the
set’’, and ‘‘after’’.

If D-action comprises only two values, 0 or 1, then vector (3.1) is binary
vector—line that may be recorded in integer type variable extended cell up to
n = 30.

Let us review two D-states in our example.
D-actions realized in D-state 1:

1. D-action 1 (reconstructed links 1–3–2),
2. D-action 4 (reconstructed links 1–4),
3. D-action 5 (reconstructed links 4–3),
4. D-action 6 (reconstructed links 3–2);
5. D-action 9 (increased capacity of the existing generation node).

D-actions realized in D-state 2:

1. D-action 7 (links 1–2 is constructed—option 1),
2. D-action 10 (new generation node is constructed—option 1)

D-states binary vectors are given in Table 3.2.
Consequently, the D-state 1 the binary vector e(1) is expressed by the integer

number v(1)10 = 413, but the binary vector e(2) is expressed as v(2)10 = 576. It
means that little random access memory is required for D-states storage, even if
the number of D-states to be stored is considerable—up to 10,000.

Let us now review a method and algorithms for decoding D-state v(i) and
forming technical system graph for D-state e(t, i).

The method is based on binary unit diagonal matrix (UDM) (see Table 3.3).
Matrix row is binary unit vector UDM (i) with length n.

Table 3.2 Description of D-states with binary vectors

i 2i - 1 M1 M2 M1 � 2
i - 1 M2 � 2

i - 1

1 1 1 0 1 0
2 2 0 0 0 0
3 4 0 0 0 0
4 8 1 0 8 0
5 16 1 0 16 0
6 32 1 0 32 0
7 64 0 1 0 64
8 128 0 0 0 0
9 256 1 0 256 0
10 512 0 1 0 512
v 413 576

where i D-state vector element index number, M1 vector element of D-state 1, M2 vector element
of D-state 2
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The decoding of D-state binary vector v is formed by one-dimension integer
type data array rav(30) (realized D-actions in D-state e). Decoding algorithm is
depicted in Fig. 3.3.

where k integer type operable cell, ^ logical ‘‘and’’ (conjunction) that occurs for
all D-state vectors elements v and UDM(i) bits, observing conditions given in
Table 3.4 [7].

If in the given D-state, D-action i is not realized, then rav(i) = 0, otherwise
rav(i) = 1.

If it is known which D-actions are realized, then existence mark ais can be
recorded to all links, total capital investments and operation costs can be calcu-
lated, as well as system quality criterion in D-state F(e(t)) can be estimated.

Table 3.3 Unit diagonal matrix—UDM(i, j)

i j

1 2 3 4 5 6 7 8 9 10

1 1 0 0 0 0 0 0 0 0 0
2 0 1 0 0 0 0 0 0 0 0
3 0 0 1 0 0 0 0 0 0 0
4 0 0 0 1 0 0 0 0 0 0
5 0 0 0 0 1 0 0 0 0 0
6 0 0 0 0 0 1 0 0 0 0
7 0 0 0 0 0 0 1 0 0 0
8 0 0 0 0 0 0 0 1 0 0
9 0 0 0 0 0 0 0 0 1 0
10 0 0 0 0 0 0 0 0 0 1

Fig. 3.3 D-state decoding
algorithm

Table 3.4 Conjunction and disjunction conditions for all D-state vector elements

v UDM(i) Conjunction Disjunction

1 1 1 1
1 0 0 1
0 1 0 1
0 0 0 0

3.2 Modeling Methods of LTS D-State in Development Optimization Process 31



3.3 Formation Methods of LTS D-Process

In the process of LTS development optimization, the correlation of chains of
related D-states has been considered. Generally, technical systems are developing
gradually by D-steps. If D-states e(t - 1) are developed to step t - 1, then for step
t, development extension e(t) must be formed such that transition to it from any
D-state e(t - 1) would be possible.

Let us assume expression

v t � 1ð Þ ! v tð Þ; ð3:2Þ

which shows that the transition from D-state e(t - 1) to e(t) is possible.
Expression (3.2) is equivalent to expression (3.3):

e tð Þ 2 E t; e t � 1ð Þ !½ �: ð3:3Þ

The state of technical system graph G of all links (existing and alternative)
depends on D-state vector vt. Probable transitions from any vector component i
may be represented by the directed graph. Let us assume expression

M t � 1; ið Þ ! M t; ið Þ: ð3:4Þ

If transition is not possible, then let us use negation expression

M t � 1; ið Þ ! :M t; ið Þ: ð3:5Þ

In the example
1 ! 1;

0 ! 1;

0 ! 0;

1 ! : 0:

If D-action is realized (the fact has taken place), it can never be assumed as
non-existent.

Transitions from M(t - 1,i) to M(t, i) may also depend on other components,
for example, on component j state. If M(t, j),M(t - 1, i) = 0 and M(t, i) = 1, then
M(t - 1, i)?:M(t, i), that is, D-actions i and j may not be realized concurrently in
one D-state. Examples of such conditions were reviewed in Table 3.1. To take into
consideration, this kind of situation, logical conditions of D-actions realization
must be applied. In development optimization of LTSs, two types of logical
conditions might be required.

Type 1 ‘‘Only one D-action from the set’’. For example, if the task is to be
solved that addresses capacity of newly constructed links or selection of generation
node capacity. For each condition, the number of D-actions is assigned in the set
under consideration and index numbers of the D-actions, comprised in the set. In
data array rav, the number of realized D-actions m contained in the set is verified.
If m[ 1, then D-state e(t) is not logically by admissible.
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Type 2 ‘‘After’’. D-action j can be realized only in the case, if D-action i has
been already realized. The second type of logical condition is applied if gradual
construction of new elements is considered (construction takes place in several
stages): (a) D-action j—first stage construction, (b) D-action i—second stage
construction. Also verification basis for logical condition of type 2 is binary state
vector v of coding array rav. D-state e(t) is logically admissible, if rav(i) = 1 and
rav(j) = 1, but is not logically admissible, if rav(i) = 1 and rav(j) = 0.

If for all D-state vector v elements i = 1, 2,…,n the condition M(t - 1,
i)?M(t, i) is logically admissible and also all logical conditions are observed, then
also

v t � 1; ið Þ ! v t; jð Þ: ð3:6Þ

When optimizing LTS development [applying recursive equations and condi-
tions (2.10), (2.21), (2.24) and (2.25)], it is required to verify several times,
whether the transition from one D-state to another is possible.

When utilizing dynamic programming, the opportunity of the transition from
the D-state in step t - 1 to another D-state in step t must be examined.

The verification performed according to condition (3.6) is not complicated. If
D-states vectors v(t - 1, 1) and v(t, 2) are given, the verification is done in the
following sequence:

1. Consider all D-state vector elements i = 1, 2,…,n;
2. For each element i compare D-state vector elements values M(i, 1) and M(i, 2)

(see Table 3.5).

The condition that from the first D-state there may be the transition to the
second v(1)?v(2) is fulfilled (not taking into consideration logical conditions) if
all state vector elements i = 1, 2,…,n meet the condition M(i, 1)?M(i, 2).

Condition (3.6) may be verified with this operation:

v t � 1; ið Þ _ v t; jð Þð Þ ¼ v t � 1; ið Þ; ð3:7Þ

where _—logical ‘‘or’’ (disjunction) that occurs for all D-state vector elements v
and UDM(i) bits, observing given conditions [1] in Table 3.4.

If condition (3.7) is fulfilled, then condition (3.6) is also observed—the tran-
sition is possible from D-state v(t - 1, i) to D-state v(t, j) is possible.

In Table 3.6, some examples are shown to illustrate how condition (3.7) is
functioning.

Table 3.5 Element i
transition state vector
possible (b = +) and
impossible (b = -) values

M(i, 1) M(i, 2) b

0 0 +
0 1 +
1 1 +
1 0 -
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Condition v(1)?:v(2) is also fulfilled if

v 1ð Þ\v 2ð Þ: ð3:8Þ

Example 5 (see Table 3.6), v(1)10 = 22 and v(2)10 = 14; in accordance with
condition (3.8), the transition is not possible, as value 22 is higher than 14.

3.4 Conclusion

The suggested LTS development formation algorithm is simple and fast.
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Table 3.6 Examples of condition (3.7) verifications

j v(1)10 v(2)10 v(1) M(i) v(2) M(i) v(1)^ v(2) M(i) Transition

1 2 3 4 5 1 2 3 4 5 1 2 3 4 5

1 0 27 0 0 0 0 0 1 1 0 1 1 0 0 0 0 0 There is
2 22 23 0 1 1 0 1 1 1 1 0 1 0 1 1 0 1 There is
3 22 30 0 1 1 0 1 0 1 1 1 1 0 1 1 0 1 There is
4 22 31 0 1 1 0 1 1 1 1 1 1 0 1 1 0 1 There is
5 22 14 0 1 1 0 1 0 1 1 1 0 0 1 1 0 0 There is no

j—example number; v(1)10—vector value in decimal system
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Chapter 4

LTS D-Process Dynamic Optimization

on all D-States

Abstract This chapter is an introduction to OIS methods family analysis (Part II).
Using the concepts from Chaps. 1–3 and LTS development process model, we
perform development process plan optimization in all development steps saving all
development states. The aims of this research work are: (1) to prove that the
method reviewed is only valid for small technical system development optimi-
zation; (2) to create new LTS development optimization algorithms; (3) to explore
these algorithms for finding new ways of method development. To achieve this
goal we research system development process. The research has shown that in real
development optimization tasks, it is necessary to consider only a small part of
development states. This characteristic feature of optimization process gives
opportunity to develop new dynamic optimization methods with a wider utilization
range and a larger number of alternate development actions and development
steps.

4.1 Recursive Equation Calculation Algorithm

This chapter discusses realization algorithm for LTS sustainable development
optimization, using recursive Eq. 2.9. In the algorithm, we use the systems
analyzed in Chap. 3 and their D-process modeling algorithms. Having observed
that D-states e(t) and e(t - 1) may be expressed with D-state binary vectors
v(t) and v(t - 1), let us rewrite recursive Eq. 2.9 as follows:

f ½t; vðtÞ� ¼ F½eðtÞ� þ max
vðt�1Þ!vðtÞ

f ½t � 1; vðt � 1Þ� ð4:1Þ

where f[t,v(t)] is system objective function from the initial D-state v(0,0) up to
D-state v(t) in D-step t; f[t - 1,v(t - 1)] is system objective function from the
initial D-state v(0,0) up to D-state v(t - 1) in D-step t - 1; and F[e(t) is D-state
e(t) quality criterion in D-step t.

Z. Krishans et al., Dynamic Management of Sustainable Development,
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Expression
vðt � 1Þ ! vðtÞ ð4:2Þ

indicates that functional maximization occurs only in such D-states set, from
which the transition to D-state v(t) is possible.

LTS development optimization, based on recursive Eq. 4.1, is occurring
gradually by filling out data arrays given in Table 4.1. Let us describe in what
sequence optimization occurs. The first row of Table 4.1 contains records of all
possible D-states that are expressed with D-state vector v in the numerical form. v
is placed in the first line, from v = 0 and v = 1 in ascending order of v numerical
value up to V-1, where the number of D-states V is calculated by formula
Eq. 2.26. Numerical v value can be decoded applying diagonal matrix, and system
D-state vector in data array rav can be formed.

Optimization is started with first D-step t = 1, considering all D-state vectors v,
that are placed in the first row of Table 4.1 and for each v as follows:

1. Calculate realized D-actions for D-state v recorded in data array rav, where
rav(i) = 1, if D-action i is realized, otherwise rav(i) = 0.

• Calculate summary investments and their costs per year.
• Calculate operation costs that are caused by D-action realization.
• Create system calculation graph in D-state v, adding new links and discon-
necting links to be removed; thus system parameters are changed and flow
calculation can be performed.

2. Calculate output generation nodes.

• Calculate transport flows of network links and overloading of links.

3. Verify the technical validity of v: if system D-state is valid, then p[v] = 1,
otherwise p[v] = 0.

Table 4.1 Information structure in LTS development optimization, storing information on all D-
states

t i Value D-state

1 v 0 1 2 … V-1

1 2 p[v(1)] a a a
…

a

3 f[1, v(1)] a a a
…

a

4 optg [v(1)] a a a
…

a

2 5 p[v(2)] a a a
…

a

6 f[2, v(2)] a a a
…

a

7 optg[v(2)] a a a
…

a

… … … … … … … …

T 8 p[v(T)] a a a
…

a

9 f[T, v(T)] a a a
…

a

10 optg[v(T)] a a a
…

a

i Row number
a Table elements, where calculated values are recorded
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4. Calculate system D-state quality criterion in the first D-step F(e(1,v)), taking
into consideration investment in D-action realization and supplementary
operation costs that are caused by D-action realization; if system D-state
is invalid, then in calculating F(e(1,v)) penalty functions related to overload-
ing and breach of other technical requirements must be taken into
consideration.

5. Calculate functional f[1,v]; calculate the value of functional f[1,v] with recur-
sive Eq. 4.1; since for all D-states, in the first step there is only one initial
D-state v(0,0) = 0, then

f ½1; vð1Þ� ¼ Fð1; vð1ÞÞ; ð4:3Þ

6. Record in the fourth row the initial D-state v(t - 1) of optimal development
optg[v(1)]; note that in the first D-step for all D-states v(t - 1) = v(0,0).

After rows 2, 3 and 4 of the table are filled out for all D-states v = 0,1,…,V-1,
then calculation of the first step is completed and its results (rows 2, 3 and 4)
become the initial data of the second step.

Similarly, consider all D-states v from 0 up to V-1 in the second D-step. For
each v:

1. Calculate realized D-actions data array rav, total investments, system graph and
its parameters.

2. Calculate manufactured production, flows and overloading of transport network
links.

3. Calculate technical validity p[v].
4. Calculate system D-state quality criterion in the first D-step F(e(2,v)).

Fig. 4.1 Recursive Eq. 4.1 calculation algorithm
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5. Calculate functional f[2,v]; calculation algorithm for functional f[2,v] in the
sixth row differs from the first step algorithm—this already utilizes to full
extent recursive Eq. 4.1.

Functional f[t - 1,v(t - 1)] maximization algorithm (see Fig. 4.1) is simple; it
is based on all D-states v(t - 1) considered consecutively (Fig. 4.1).

The second step calculation is completed if rows 5, 6 and 7 are completed for
all D-states.

The calculation of the third, fourth and all other steps including D-step T, is
performed in the same way as in the second D-step.

When all steps are considered, optimization result corresponds to functional
f[T,v(T)] maximal value in the ninth row. Optimal D-process can be calculated in
reverse mode—undo step t: = T, t - 1,…, 2, 1, utilizing data array optg(e(t)) with
t values T, t - 1,…,2, 1.

4.2 Algorithm Programming Aspects

The algorithm discussed in Sect. 4.1 provides opportunity to elaborate software
for LTS development optimization. The creation of D-states with v index-con-
secutive numbering ensures opportunity not to store D-states in computer memory
(see Table 4.1, first row). It is sufficient to provide some space for two D-steps
t - 1 and t. The stored data arrays required for dynamic optimization are as
follows.

p½vðt � 1Þ�;

p½vðtÞ�;

f ½t � 1; vðt � 1Þ�;

f ½t; vðtÞ�:

ð4:4Þ

The length of each data array stored is V.
In transition from recurrent step t to the next step t ? 1, step t data array content

is forwarded to step t - 1 data array.
When data arrays Eq. 4.4 are only used, system development can be optimized;

however, in this way we obtained data only on the system latest D-state optv(T).
The latter determines which D-actions must be realized but we are not aware when
these must be realized. We are also not aware that the most optimal D-process is
within the entire optimization period.

In order to print out complete D-plans description either on optimal D-plan or
competitive D-plans including realized D-actions and realization time, information
on optimal initial state in the previous step optg(e(t)) must be stored for all steps
and D-states in each step. For storing one initial state, two bites of computer
memory are required. The scope of initial D-states to be stored is calculated by the
following formula:
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V ¼ 2n � T ; ð4:5Þ

where n is the number of D-actions and T is the number of D-steps. Capacity
figures of memory required for storing D-plan are presented in Table 4.2.

Modern computers have enough memory to store the information required. The
structure and architecture of LTS development optimization software is depicted in
Fig. 4.2.

Table 4.2 Computer random
access memory required for
optimal and other
D-processes storage

No. n T Random access memory

1 10 10 10 kb
2 16 10 60 kb
3 20 20 400 mb

Procedure 2; 

Procedure 2.1; 

for t:=1 to T do begin; 

end; 

Procedure 1; 

for i:=1 to V-1 do begin; 

Procedure 2.2; 

Procedure 2.2.1; 
Procedure 2.2.2; 
Procedure 2.2.3; 
Procedure 2.2.4; 

Procedure 2.2.5; 

 

end; 

Procedure 3.1; 

for t:=T to 1 do; 

Procedure 3; 

Start

Stop 

Fig. 4.2 Software architec-
ture for LTS development
optimization
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The software consists of 11 major procedures (software blocks).

Procedure 1 Date entry from database.
Procedure 2 Optimization process cycle by D-steps.
Procedure 2.1 D-step t data input, for example, consumptions.
Procedure 2.2 Cycle by D-steps, calculation of system indicators for all

D-states (see Table 4.1).
Procedure 2.2.1 v: = i, decoding of v in data array rav(n), utilizing unit

diagonal matrix UDM(n). Calculation of investments. Creation
of system calculation graph for D-state v.

Procedure 2.2.2 Calculation of generation nodes capacity, transport network
links flows and overloads.

Procedure 2.2.3 Determination of D-state technical validity p[v].
Procedure 2.2.4 Calculation of technical system D-state quality criterion in

D-step t and in D-state v-F(v(t)).
Procedure 2.2.5 Calculation of functional for D-state v(t): if t = 1, then

f[1,v(i)] = F[1,v(i)]; if t[ 1, then f[t,v(i)] is calculated using
procedure illustrated in Fig. 4.1.

Procedure 3 In undo D-step for 10 best D-plans, D-processes v(T), v(t - 1),
…, v(t), v(t - 1),…, v(1) are formed.

Procedure 3.1 v(t) is determined.

Optimization results are extracted in the form of a table for 10 D-plans (see
Table 4.3).

4.3 System D-Process

In order to estimate the advantages of dynamic programming, let us review
development optimization process using routine electric network development
optimization as an example (see Fig. 4.3) [1, 2].

Table 4.3 Optimization results

D-plans 1 2 … 10

Quality criterion a a
…

a

Realized D-actions
D-action 1b b b

…
b

D-action 2 b b
…

b

… … … … …

D-action n
b b

…
b

a D-plan quality criterion value
b D-action realization D-step in specific D-plan; if D-action is not realized, in the respective box
there is ‘‘–’’
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In the above example, eight D-states are considered (see Table 4.4).
Here, optimization is reviewed for a 20 year estimation period that is structured

into five D-steps. It is assumed that in the example considered, in all D-plans the
quantity and price of the product to be sold is equal. Under such conditions, total
reduced operation costs can be used as an optimization criterion.

FðT ; eðTÞÞ ¼
X

T

t¼1

FðeðtÞÞ: ð4:6Þ

Optimization results are presented in Table 4.5.
In the example, the system initial D-state already in the first step is technically

invalid. Therefore, in the first D-step the system must be reconstructed—proper
D-action must be selected.

Optimization results analysis proved that in the example provided, the first
D-action can only be selected if system development further process is estimated

1 4 

C 

1

5
1 5

6

1

7
8

7

1

6
9 B 

12 

4 
3

1
2

1

3
1

1

2
8 A

Fig. 4.3 System calculation
graph

Table 4.4 D-states example
v D-action

Numeral Vector

0 000 System initial D-state
1 001 Graph loop 1–4 reconstruction
2 010 Graph loop 4–4 reconstruction
3 011 D-actions 1 and 2 joint realization
4 100 New generation node 10 construction
5 101 D-actions 1 and 4 joint realization
6 110 D-actions 2 and 4 joint realization
7 111 D-actions 1, 2 and 4 joint realization

Table 4.5 Optimization example results

D-plan F(T = 5), m.u. v(5) optg

v(1) v(2) v(3) v(4) v(5)

1 -1797 111 010 010 011 111 –
2 -181.7 110 010 010 110 110 110
3 -205.7 101 001 101 101 101 101
4 -208.8 100 100 100 100 100 100
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and considered. For instance, taking into consideration only the first D-step, the
most advantageous D-action is construction of new power supply source, not
reinforcing network links (D-plan 4). Still, in the fourth D-plan expenditures up to
the fourth D-step are higher than in the second D-plan with D-actions 3 and 2.
Therefore, expenditures of one D-step insufficiently justify the decision made.

Optimization example evidently demonstrates that estimation period must be
sufficiently long as excess expenditures at the beginning may be paid off in the
future.

The significant fact is that expenditures in D-state in the dated step depend only
on realized D-actions set and not on when the D-actions are realized, i.e., F(e,t)
does not depend on system development up to the step t. If in D-process D-actions
costs are changed, then one D-action must be modeled with several D-actions,
where each D-action is planned with its own realization period allowed.

Let us review how many D-plans are possible in the example. In the example,
there are three, not interrelated, independent D-actions; only one type of each
D-action can be realized. Each D-action can be realized in D-step 1, 2, 3, 4 and 5

Table 4.6 D-plans by t D-steps from v(0) up to v(t)

t v(t)

0 1 2 3 4 5 6 7
1 2 3 4 5 6 7 8 9
1 �

�
0
1

0
1

0
1

0
1

0
1

0
1

0
1

2 �
�

�
�

2
1

1;2;3
1

4
1

1;4;5
3

2;4;6
3

1;2;3;4;5;6;7
7

3 �
�

�
�

�
�

2;3
4

4
1

4;5
4

2;4;6
5

2;3;4;5;6;7
18

4 �
�

�
�

�
�

�
�

4
1

4;5
5

4;6
6

3;4;5;6;7
33

5 �
�

�
�

�
�

�
�

4
1

4;5
6

4;6
7

4;5;6;7
44

Technically non-valid D-state

- non-valid D-state
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7 Fig. 4.4 System example
development graph and
optimal D-plan, if T = 5
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or may be not realized at all. Thus, theoretically the number of possible D-plans is
216. In order to calculate all prospective D-plans in sequence, 1,080 D-states must
be estimated and calculated. Utilizing dynamic programming method only 10
D-states must be calculated. Therefore, in this simple example also dynamic
programming is more effective than the revision of all D-plans. By increasing the
number of D-actions, it is not possible to review all D-plans.

Optimization process, based on dynamic programming is illustrated in
Table 4.6 and Fig. 4.4.

In Table 4.6, the following values are given: in numerator part—D-states
v(t - 1) (numerical values), from which may be the transition to D-state v(t).
Optimal initial D-state is indicated with bold digit. In denominator part, the
number of possible D-plans is given.

Table 4.6 also provides information on optimal development from v(0) up to
v(t). For instance, in order to determine optimal development by three D-steps up
to v(t = 3) = 6, in undo step we can determine v(t = 2) = 2 and v(t = 1) = 2.

Let us analyze the example of optimization process in detail [3, 4]. In the first
D-step t = 1, there are seven technically valid D-states. The existing D-state is
technically invalid. In any D-state, the first D-step can be reached only from the
existing D-state in D-step 0. In the first D-step, only first step D-state technical and
economic criteria as well as D-states quality criteria are calculated, but optimi-
zation does not occur.

In the second D-step t = 2, all probable second step D-states are analyzed. In
the second step, there are six technically valid D-states. In the second D-state,
there is only one possible D-plan from the second D-step. This is the optimal
D-plan.

In the third D-state, the second D-step can be reached from D-states 1, 2 and
3 in the first D-step. Optimal development by total reduced system quality crite-
rion by two D-steps is the transition from the second D-state. The two remaining
D-plans further on are not considered (these are abandoned) as already in the
second D-step it is known that these are worse than others; so these cannot be
optimal D-plans. Such abandonment process of D-plan is typical for dynamic
programming.

Similarly, on reviewing D-states 4, 5, 6 and 7 in the second D-step, all those
D-plans are abandoned which in the first two D-steps are these D-states sequences:
4,5; 5,5; 4,6; 6,6; 1,7; 3,7; 4,7; 5,7; 6,7 and 7,7. Thus, in the next D-steps, only
those D-plans are considered, which in the first two steps contain one of the
following D-states sequences: 1,5; 2,2; 2,3; 2,6; 2,7 and 4,4.

Having considered development graph in our example (see Fig. 4.4), we come
to the conclusion that out of 18 graph loops, accordingly v = 0, t = 0, in the
second D-step remain only 6.

In the third D-step, t = 3 five possible D-states development routes are ana-
lyzed. The third D-state can be reached by four routes: 1,3,3; 2,2,3; 2,3,3 and 3,3,5.
But D-plans which in the first two D-steps contain D-states sequences 1,3 and 3,3
are already abandoned in the second D-step. Consequently, in the third D-step, for
D-state 3 only two D-plans remain: 2,2,3 and 2,3,3. Optimal D-plan by three
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D-steps is 2,2,3. This D-plan is stored, but D-plan 2,3,3 is abandoned (is not
considered in further optimization).

Optimal D-plan calculation for other D-states of the third D-step occurs in
similar way. Out of 32 graph loops that begin at v = 0, t = 0 and end at v = 0,
1,…,7, t = 3, only 5 are preserved for further optimization process; thus the
number of D-steps increases, the efficiency of dynamic programming is growing
considerably.

In optimizing further steps, similar process occurs in the result of which, in the
last fifth optimization step, out of 58 possible D-plans only 4 remain amid optimal
D-plan too.
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Chapter 5

Optimal Initial States Method

Abstract This chapter describes the analysis of optimal initial state methods
family basics, optimality principles and recursive equation. In this chapter, we
define optimal initial state set characteristics and formation principles. Taking into
consideration OIS methods’ general characteristics, we offer OIS method’s algo-
rithm, which can be adjusted according to system properties. Also, there is
reviewed, the data structure of optimal initial states stored. There are analyzed
optimization process characteristics, utilizing OIS methods. There are different
researched formation methods of development state steps. For determination of
optimization program, optimal initial states set variable, various development
states formation algorithms can be used. For example, if development states
vectors are binary digits, but development states are formed adding one unit
(action), then such algorithm is of considerable drawback—technical system graph
formation process is occasional and such algorithm can only be utilized if
development actions number is not large. The most effective formation methods of
optimal initial states are presented in detail in Chap. 6.

5.1 Dynamic Programming Application for LTS Sustainable

Development Management

Dynamic programming is widely used to solve tasks of diversified power systems
development planning [1–24]. When comparing with other methods, the advantage
of this method is its ability to tackle different practical tasks, in particular, if a task
is subject to a lot of constraints of various nature and if variables are discrete
values, but objective function is non-differential integer nonlinear function. The
authors of the book are of the opinion that there are similar conditions for other
LTSs, and suggest sharing their experience and applying the methods for systems
sustainable development management.

Dynamic programming is intended to solve tasks on multi-step process man-
agement. The basic idea of dynamic programming is worked out by Bellman

Z. Krishans et al., Dynamic Management of Sustainable Development,
DOI: 10.1007/978-0-85729-062-5_5, � Springer-Verlag London Limited 2011
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[25, 26]. He has formulated general characteristics of multi-step solution process.
Bellman’s principle of optimality states: the property of an optimal process is that
whatever the initial state and initially assumed values are; further optimal deci-
sions are made with regard to the state resulted from the first decision made. The
solution of various concrete tasks with dynamic programming is taking place
according to the unified scheme. The task is considered as a T steps decision-
making process during which a decision is made for the current step t. The sig-
nificant structural characteristic of this task is its form independence of the steps
number, so decision-making algorithm execution does not depend on the number
of steps. In such a case, the tasks with different steps number are solved in
sequence. In this process, the decision is obtained on step’s t task, supplementing
step’s t - 1 solution. The essential characteristic of dynamic programming tech-
nique is recursive equation utilization, as well as objective function additivity
(objective function must be expressed as a sum); state criterion must not depend on
how the existing state is achieved. This condition ensures the opportunity to utilize
dynamic programming optimality principle.

Optimality principle of LTSs sustainable development management in case of
optimization is formulated as follows: a technical system in optimal development
time period t ? 1,…,T from D-state e(t) up to D-state e(t) does not depend on
D-process from e(0) to e(t) and such optimality principle formulation allows
composing a recursive equation, with whose help the maximal value of objective
function f(t,e(t)) can be calculated for D-process g from D-state e(0) to D-state e(t)
in time period t:

f t; e 0ð Þ½ � ¼ max
g t;e 0ð Þð Þf g

F e 1ð Þð Þ þ � � � þ F e Tð Þð Þ½ �; ð5:1Þ

where {g(t, e(t))}, admissible D-processes set in time period t up to D-state e(t);
F(e(t)), system state e(t) in D-step t quality criterion.

Objective function (5.1) maximization is illustrated in Fig. 5.1; in this figure
four possible LTS D-processes are presented.

1 

2

e(0)

e(t-1) 

e(t)

Fig. 5.1 Illustration of
recursive equation formation
to maximize objective func-
tion 1 D-process up to
e(t) set, 2 D-process up to
e(t - 1) set
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Let us mark with {e(t - 1) , e(t)} D-states e(t - 1) set, from which transition
is possible to D-state e(t), but with {g(t - 1, e(t - 1))}—D-process from D-state
e(0) to D-state e(t - 1) in time period t - 1.

Objective function maximization may be performed in the following sequence:

f t; e tð Þ½ � ¼ max
e t�1ð Þ�e tð Þ

F e tð Þð Þ þ max
g t�1;e t�1ð Þð Þf g

F e 0ð Þð Þ þ F e 1ð Þð Þ þ � � � þ F e t� 1ð Þð Þ½ �:

ð5:2Þ

In our model, F(e(t)) is independent of e(t - 1). Besides,

f t � 1; e t � 1ð Þð Þ

¼ max
g t�1;e t�1ð Þð Þf g

F e 0ð Þð Þ þ F e 1ð Þð Þ þ � � � þ F e t � 1ð Þð Þ½ �: ð5:3Þ

Thus,

f t; e tð Þ½ � ¼ F e tð Þð Þ þ max
e t�1ð Þ�e tð Þ

f t � 1; e t � 1ð Þð Þ½ �: ð5:4Þ

Expression (5.4) is dynamic programming recursive equation that enables one
to create multi-step optimization process for time period T from e(0) to any e(T).
Optimization procedure is performed in the inductive way starting from the first
D-step and ending with the last one: if t = 1, then f(1, e(1)) = F(e(t)).

Algorithm for objective function maximization in D-step t. All probable D-states
are to be reviewed in sequence e(t) [ {e(t)}. For all e(t), the following operations
are to be fulfilled:

1. Calculate technical, economic, production supply reliability and ecological
criteria as well as D-state e(t) in step t quality criterion F(e(t)).

2. Determine D-states e(-1) set, from which the transition is possible to D-state
e(t) (liabilities verification algorithms are considered in Chap. 3).

3. With the help of recursive equation (5.4) determine D-state e(t) functional f(t,
e(t)) maximal value.

To apply the algorithm, functionals f(t - 1, e(t - 1)) and f(t, e(t)) must be
stored for all D-states (algorithm utilization technique is reviewed in detail in
Chap. 4).

Recursive equation (5.4) can only be used in tasks with a small number of
D-actions (up to 10): as the number of D-actions increases, the scope of possible
D-states grows exponentially. Respectively, calculation time and computer
memory capacity required are growing too. Thus, optimization methods are
required for LTS sustainable development management with the increased alter-
native D-actions number n = 30 and such methods are reviewed in this chapter
and Chap. 6.
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5.2 Recursive Equation for Optimal Initial State Method

To solve the problem of computational resources (time and memory) in multi-step
optimization tasks, attempts have been made to use specialized procedures, for
example, random search method (Monte Carlo) and truncated dynamic program-
ming [8, 27]. The methods elaborated by the Laboratory for Power
System Mathematical Modeling (PSMM) have supplemented optimality principle
by observing logical regularities consequences of LTS D-process, which is
reviewed in detail in Chap. 6. Optimization methods can also be found which are
more effective than recursive equation (5.4) direct realization (see Chap. 4).

In step t for all D-states e(t), there is only one optimal development optg(e(t))
from D-state e(0) up to D-state e(t), as well as initial D-state, which will be marked
with x(t - 1). Let us mark with X(t - 1) initial D-state x(t - 1) set, from which
an optimal transition is possible to any D-state e(t). Let us mark X(t - 1) as
optimal initial states (OIS) set. Development optimization methods that utilize OIS
set will be called OIS methods.

It should be noted that specific D-actions efficiency depends on system D-state
and time moment. Owing to advantageous structural specific characteristics of OIS
methods, there is no need to store all D-states e(t) [ {e(t)}. Still, OIS methods can
only be applied if it is possible to determine OIS set X(t) for unknown functional
f(t ? 1, e(t ? 1)) values in D-step t ? 1. This kind of determination method also
exists.

Functionals f(t,e(t)) must be stored only for OIS set sequence: X(1), X(2), …,
X(t), …, X(t - 1) that provides significant economy of computer memory,
because in real technical system development optimization, tasks set X(t) is
considerably less than set {e(t)}. This is due to local reasons which cause the
necessity of system development. As a rule, D-actions are effective only in some
D-steps as system development causes are structured in time and space.

According to the conditions of technical system D-process, g, {e(t - 1)} ,

{e(t)}. Transitions from {e(t-)} D-states to {e(t)} D-states describe system
D-process in time interval t - 1, t; let us mark them with e(t - 1) , e(t). For
D-states set {e(t)} let us extract subset X(t) , {e(t)}. The properties of D-states
x(t) of set X(t) are defined as follows:

1. In set X(t) for any D-state e [ {e(t)} possible transition can be determined from
D-state x(t) to D-state e.

2. If x(t) , e, then e , :X(t) if condition f(t,x(t)) C f(t, e) is observed, where
f(t, e) is the maximal value of objective function (system development from
D-state e(0) to D-state e within time period t).

Functional f(t, e) value can be determined as a result of t D-steps optimization
process, utilizing recursive equation (5.4). Let us mark with u(t, e) the maximal
objective function value, which we obtain in optimization process of t D-steps, by
using recursive equation (5.5):
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/ t; e tð Þð Þ ¼ F e tð Þð Þ þ max
x t�1ð Þ�e tð Þf g

f t � 1;x t � 1ð Þð Þ: ð5:5Þ

Recursive equations (5.5) and (5.4) differ only in that maximization according
to (5.5) occurs within limits of OIS set, while in (5.4) it occurs within D-states
{e(t - 1) , e(t)} set limits. It can be assured that objective function maximal
value is not varying, therefore u(t, e) = f(t, e). To prove it, let us assume the
opposite:

/ t; eð Þ\ f t; eð Þ: ð5:6Þ

In such a case, there must be D-state e(t - 1) , e that belongs to the set
{e(t - 1)}, but does not belong to set X(t - 1), which means that

f t � 1; e t � 1ð Þð Þ[ max
x t�1ð Þ�ef g

f t � 1;x t � 1ð Þð Þ: ð5:7Þ

However, according to the first property of optimal initial state set X(t - 1)
there must be at least one initial state x(t - 1) , e(t - 1). Then, in accordance
with the second property of optimal initial state we have:

f t � 1;x t � 1ð Þð Þ � f t � 1; e t � 1ð Þð Þ: ð5:8Þ

Condition (5.8) is opposite to condition (5.7), that is, why u(t, e) = f(t, e).
This property also proves that initial states relevancy to the first and second

property of optimal initial states is sufficient to determine OIS.
A general method for OIS determination in D-step t is as follows: D-state

x(t - 1) is determined with the help of the following condition:

f t;x t; 1ð Þð Þ ¼ max
e tð Þf g

f t; e tð Þð Þ: ð5:9Þ

It is obvious that x(t, 1) , X(t), as there is no such e(t), for which

f t; e tð Þð Þ� f t;x t; 1ð Þð Þ: ð5:10Þ

From (5.10) and second property of OIS it follows that all D-states e(t),
observing condition x(t, 1) , e(t), cannot be OIS.

The next optimal initial state can be determined using condition (5.11):

f t;x t; 2ð Þð Þ ¼ max
e t;1ð Þf g

f t; e t; 1ð Þð Þ; ð5:11Þ

where {e(t, 1)} = {e(t)} - {x(t, 1) , e(t)}; from optimization area there are
excluded all those e(t), to which one can pass from x(t, 1).

It is obvious that x(t, 2) is the most optimal initial state, although f(t, x(t,
2) B f(t, x(t, 1); still x(t, 1) , :x(t, 2). Besides, in set {e(t, 1)} there is no D-
state that observes condition f(t, e(t) C f(t, x(t, 2).

If optimal initial states sequence x(t, 1), x(t, 2),x(t, 3),…,x(t, i - 1) is
determined, then next optimal initial state x(t - 1) can be obtained using
condition
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f t;x t; ið Þð Þ ¼ max
e t;ið Þf g

f t; e t; ið Þð Þ; ð5:12Þ

where {e(t, i)}—maximization area.
For all D-states e(t, i), these i - 1 conditions must be observed:

x t; 1ð Þ � :e t; ið Þ;

x t; 2ð Þ � :e t; ið Þ;

� � �

x t; i� 1ð Þ � :e t; ið Þ:

ð5:13Þ

If determination of OIS is continued {e(t, i)} = 0, then all x(t, i) in D-step t are
determined.

The concept of the most optimal initial state and its determination general
method are illustrated in Fig. 5.2. LTS D-states set {e(t)} = {1, 2, 3, 4, 5, 6, 7, 8}
is shown as a guided graph. D-states e(t, i) and e(t, j) that are connected with graph
edges directed from e(t, i) to e(t, j), meet condition e(t, i) , e(t, j).

The first optimal initial state x(t, 1) is determined, employing condition

f t;x t; 1ð Þð Þ ¼ max
e tð Þf g

f t; e tð Þð Þ: ð5:14Þ

Let us assume that x(t, 1) = 3. To obtain the second optimal initial state
x(t, 2), this condition is used:

f t;x t; 2ð Þð Þ ¼ max
e t;1ð Þf g

f t; e t; 1ð Þð Þ; ð5:15Þ

where maximization area is {e(t, 1)} = {1, 2, 4}, which corresponds to condition
x(t, 1) , :e(t, 1). Let us assume that x(t, 2) = 2. Thus x(t, 3) is determined
utilizing condition

{e(t)}  

7 

8 
6 

5 

4 

{e(t,1)}  

ω(2)=2

ω(1)=3
ω(3)=1

{e(t,2)}  

Fig. 5.2 Illustration of OIS
determination general method
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f t;x t; 3ð Þð Þ ¼ max
e t;2ð Þf g

f t; e t; 2ð Þð Þ; ð5:16Þ

where maximization area is {e(t, 2)} = {1, 4}.
Let us assume that x(t, 3) = 1, where 1 is the initial state. Thus x(t, 3) is the

latest optimal initial state.
Recursive equation (5.5) allows one to optimize LTS development from e(0) up

to e(T) within time period T, storing only X(t - 1) and X(t), f(t - 1, x(t)) and f(t,
x(t)) in optimization process.

Optimal initial states recursive equation

f t; eð Þ ¼ F e tð Þð Þ þ max
x t�1ð Þ�ef g

f t � 1;x t � 1ð Þð Þ ð5:17Þ

allows to work out algorithms that are appropriate for real practical tasks solution
on LTS development optimization.

4 Calculating F( (t)) and (t, (t)); searching for (t-1)  

3 Decoding , forming graph 
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Fig. 5.3 Flowchart for LTS
development optimization,
applying OIS method mt max
number of realized D-action
in D-step t
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5.3 Algorithmization Principles of OIS Method

OIS method can be realized in various optimization programs and such software
algorithm structure is represented schematically in Fig. 5.3. Block main function is
to calculate, in step t, for D-states step quality criterion F(e(t)) for functional F(t,
e(t)) development from e(0) to e(T).

LTS development optimization process is cyclic in D-steps t = 1,…,T, where
the result of calculation in step t, moving to the next step t ? 1, becomes its input
data. D-step t initial data and results structure is given in Table 5.1. It illustrates
OIS set of D-process in steps t - 1 and t.

Table 5.1 OIS method data structure

i Optimal initial state Functional i(t - 1)

Input data
t - 1 1 1 1 0 0 0 0 0 0 0 0 0 115.2

2 1 0 0 0 1 0 0 0 0 0 0 115.0
3 1 0 0 0 0 0 0 0 0 0 0 114.9
4 0 0 0 1 1 0 0 1 0 0 0 113.7
5 0 0 0 1 1 0 0 0 0 0 0 113.7
6 0 0 0 0 1 0 0 0 0 0 0 113.5
7 0 1 1 0 0 0 0 0 0 0 0 112.8
8 0 0 1 0 0 0 0 1 1 0 0 112.1
9 0 0 1 0 0 0 1 1 0 0 0 112.1

10 0 0 1 0 0 0 0 1 0 0 0 112.0
11 0 0 1 0 0 0 0 0 1 0 0 111.6
12 0 0 1 0 0 0 0 0 0 0 0 111.6
13 0 0 0 0 0 1 1 0 0 0 0 111.5
14 0 0 0 0 0 1 0 0 0 0 0 109.3
15 0 0 0 0 0 0 1 0 0 0 0 107.3
16 0 0 0 0 0 0 0 0 0 0 0 94.8

Results
t 1 1 0 0 0 0 0 0 0 0 0 0 236.6 3

2 0 0 0 0 1 1 0 0 0 0 0 234.1 6
3 0 0 0 0 1 0 0 0 0 0 0 232.9 6
4 0 0 1 0 0 0 0 1 0 0 0 232.5 10
5 0 0 1 0 0 0 0 0 1 0 0 232.1 11
6 0 0 0 0 0 1 1 0 0 0 0 231.7 13
7 0 0 1 0 0 0 0 0 0 1 0 231.6 12
8 0 0 1 0 0 0 1 0 0 0 0 231.5 12
9 0 0 1 0 0 1 0 0 0 0 0 231.3 12

10 0 1 1 0 0 0 0 0 0 0 0 230.8 7
11 0 0 1 0 0 0 0 0 0 0 0 230.3 12
12 0 0 0 0 0 1 0 0 0 0 0 229.8 14
13 0 0 0 0 0 0 1 0 0 0 0 227.0 15
14 0 0 0 0 0 0 0 0 0 0 0 211.9 16
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It is recommended to employ an algorithm that arranges OIS in descending
order beginning from functional maximal value and such algorithm is used in
processing the data presented in Table 5.1. Then, index of consecutive numbering
i = 1 indicates that functional f(t, x(t, 1)) is maximal, f(t, x(t, 2)) is the second
with regard to functional maximal value and so on.

OIS disposition in descending sequence of functional f(t, x(t, i)) values makes
execution of various frequently repeated operations fast and easy, for instance,
when searching for an optimal initial state x(t - 1) , e (see Fig. 5.3, block 4),
this simplified condition can be used:

x t � 1; ið Þ � e i ¼ 1; 2; . . .; imin; ð5:18Þ

where imin—the least index number of consecutive numbering for optimal initial
state x(t - 1), from which there is transition to D-state e.

For example, the transition to D-state x(t) = 0010010000 is possible from D-
states x(t - 1), which are recorded in rows with index number i(t - 1) = 12 and
i(t - 1) = 14. Optimal transition corresponds to the highest functional f(t - 1,
x(t - 1)) value, i.e., imin = 12.

LTS D-steps optimization results are presented in Table 5.1. In such data
arrays, OIS x(t) and functionals values that correspond to optimal D-process up to
x(t) are recorded. Besides, in such data, arrays other demanded values can be
recorded as well.

As shown in Chap. 4, D-states may be expressed with binary vectors v, whose
components are binary digits 0 or 1. That structural form was used to represent
OIS x(t) in Table 5.1. In specific software, the data format must be utilized, which
makes it possible to consider optimal initial state x(t) too as a binary vector v.
That, in turn, ensures compact D-state recording in computer memory and fast data
processing that is particularly significant due to a capacious amount of
information.

In D-step t = 0 only one row is recorded: i(0) = 1, x(0) = 0, f(0,x(0)) = 0. In
step t = T in the first row, there are data on optimal D-process by T D-steps from
e(0) to x(T, i = 1). Objective function f(T, x(T, i = 1)) value is global maximum
and is at the same time optimization task solution.

A characteristic feature of dynamic programming is obtaining not only optimal
solution i = 1, but also other competitive solutions up to all OIS x(t, 1) in step T.

If optimization result is obtained in the form of data array rows for all D-steps
t = 0, 1, 2,…,T, then in undo step D-states optimal sequence e(0),x(1),x(2),…,
x(t, i) can be determined, which unambiguously corresponds to optimal D-actions
realization sequence and realization moment.

OIS number WM is usually changing by D-steps (see Fig. 5.4). The illustration
presents a 20-step optimization task. The OIS number of optimization process is
changed from 1 to 56. When comparing with total D-states number 800, the OIS
number is not considerable. Still, utilizing OIS method in practice, it has been
found that OIS data array repletion is probable that would consequently cause a
loss of worse OIS. According to Fig. 5.4, D-process D-states indexes are not
high—in the example reviewed the maximal index does not exceed 8.
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In the example of another research, the maximal index was 10. In practical
tasks, not losing global optimum, it is sufficient with data array maximal lines
number up to 50. The issue on limited table utilization will be reviewed in detail in
Chap. 7.

OIS set in D-step t can be determined by various methods, for instance, by
iteration method. From D-states set {e} in we select D-states em, m = 1, 2,…,mM a
certain sequence. Let us mark with {e}m D-states set that comprises D-states e1,
e2,…,em, but with X(t, m)—OIS set that is determined from {e}m.

If m = 0, then set X(t, m) is empty. The first iteration (m = 1), {e}m=1 comprises a
single D-state em=1. Thus, also OIS set X(t, m) comprises only one optimal initial
state

x ¼ em¼1: ð5:19Þ

In some iteration m, where m[ 1, let us select D-state em, for which we calculate
functional f(t, e(m)). D-state em belongs to the set X(t, m), if in the set there is no
such optimal initial state, which concurrently corresponds to the following
conditions:

f t;x � e t; mð Þð Þ[ f t; e t; mð Þð Þ: ð5:20Þ

If e(t, m) [ X(t, m), then X(t, m), besides e(t, m), comprises also state x [ X(t,
m - 1), which corresponds to the condition

e t; mð Þ � :x tð Þ ð5:21Þ

or
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e t; mð Þ � x; f t; e t; mð Þð Þ\ f t;x tð Þð Þ: ð5:22Þ

If e(t, m) [ :X(t, m), then X(t, m) , X(t, m - 1). The iteration procedure of OIS
searching continues while condition (5.23) is fulfilled

X t; mð Þ � X tð Þ: ð5:23Þ

For determination of optimization program OIS set, various D-states e(t, m)
formation algorithms can be used. For example, if D-states vectors are binary
digits, but D-states are formed adding one unit (see Fig. 5.3), such algorithm is of
considerable drawback - technical system graph formation process is occasional
and such algorithm can only be used if D-actions number is not large.

Considerably more effective is D-state e(t, m) formation algorithm, which
allows performing OIS searching, applying functional characteristics. This kind of
algorithm is based on the fact that all D-states set of LTS development optimi-
zation tasks can be structured into subsets

ef g ¼ e t; 0ð Þf g [ e t; 1ð Þf g [ � � � [ e t;Mð Þf g [ � � � [ e t; nð Þf g; ð5:24Þ

where M realized D-actions number, M is equal to D-state vector v one unit sum.
In this case, formation of D-state e(t, m) is occurring at {eM}, adding a new

realized D-action. If such formation method is utilized, then there is opportunity to
interrupt D-states formation, if all OIS are determined.

To verify the membership of D-state e(t, m) in the set of OIS, in correspondence
with condition (5.20), it is required to calculate functional f(t, e(t, m). This cal-
culation process is labor consuming as transport network with many nodes of
production flow distribution must be calculated. Therefore, prior to functional
calculation, it must be verified (if it is possible) by fast operable, or even by
approximate method, whether e(t, m) can in principle belong to OIS set and such
preliminary examination can be logical conditions verification or also control of
admissible capital investments.
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Chapter 6

Optimal Initial States Searching Methods

Abstract Optimal initial state searching method is essential part of OIS method. It
affects on development optimization process duration. Optimal initial state
methods with different OIS searching methods together form OIS methods’
family. This chapter describes OIS methods searching principles and criteria. It is
verified that utilization of LTS properties can greatly improve OIS methods. There
is presented LTS functional mathematical model and performed the analysis of the
model, which shows the efficiency of model utilization. This chapter describes in
detail the analysis of two OIS searching methods principles: System development
constraint set searching method and maximal effect method. For these methods
OIS searching algorithms and optimization calculation characteristics are given.

6.1 Characteristics of Optimal Initial States Searching Methods

Searching for an OIS set is taking place in the course of functional local maximum
determination for D-steps t of specific search area. The above-mentioned corre-
sponds to general optimal initial state definition. In general, search task is an
optimal state x(t,i) determination, observing condition

f t;x t; ið Þð Þ ¼ max
e tð Þf g

f t; e tð Þð Þ; ð6:1Þ

x t; jð Þ � : e tð Þ;where j ¼ 1; 2; . . .; i� 1:

Maximal functional is calculated using this recursive equation:

f t; e tð Þð Þ ¼ Fk e tð Þð Þ þ Fr e tð Þð Þ þ f t � 1; x t � 1;mð Þð Þ; ð6:2Þ

where Fk(e(t)) is the D-state e(t) quality criterion component that is dependent on
investments, Fr(e(t)) is the D-state e(t) component that is dependent on system
reaction to the realized D-actions, f(t - 1,x(t - 1,m)) is the functional maximal
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value that corresponds to system optimal development up to D-state e(t), (x(t -
1,m) , e(t)), and m is the optimal initial state x(t - 1,m) index in the data array,
arranged.

Functional in a LTS is not common analytical expression; it can only be cal-
culated with numerical methods: D-state quality criterion component Fk(e(t)) does
not cause any difficulties, but the second component Fr(e(t)) calculation is usually
labor consuming process. Also determination of functional f(t - 1,x(t - 1,m))
does not cause any difficulties; optimal initial state x(t - 1,m) corresponds to the
least OIS index t - 1 in D-step, which meets the condition x(t - 1,m) , e(t).
OIS can be determined utilizing recursive equation, if OIS set X(t - 1) and part of
the D-step t OIS x(t,j), j = 1,2,…, k - 1 are known. Putting expression (6.2) into
(6.1) results in recursive equation (6.3):

f t;x t; kð Þð Þ

¼ max
x t�1;mð Þ2X t�1ð Þ

f t � 1;x t � 1;mð Þð Þ þ max
e tð Þf g

x t � 1;mð Þ � e tð Þ

x t; jð Þ � : e t; jð Þ ¼ 1; 2; . . .; k � 1

x t � 1; ið Þ � : e tð Þi ¼ 1; . . .;m� 1

Fk e tð Þð Þ þ Fr e tð Þð Þð Þ
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6

6

6

6
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6

6
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7
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7

7

7

5

:

ð6:3Þ

Adequacy (6.3) is comprehensive expression, where the task is directly for-
mulated to optimize D-state in step t, using the static criterion that must be
coordinated with multi-step optimization process, where the integral criterion is
utilized. D-state optimization in step t is equivalent to D-state quality criterion

F e tð Þð Þ ¼ Fk e tð Þð Þ þ Fr e tð Þð Þ ð6:4Þ

maximization, observing optimization area that is represented in expression (6.3).
Application of recursive equation (6.3) is described by examples represented

in Fig. 6.1. The set E = {e(t)} comprises eight D-states (graph vertices), but
D-step t - 1 OIS set X(t - 1) contains: x(t - 1,1) = 2, x(t - 1,2) = 5, x(t -
1,3) = 1.

If k = 1, then optimal initial state x(t,k = 1) is determined as follows. All OIS
index values m = 1, m = 2 and m = 3 are considered in sequence.

If m = 1, then from set E11, which observes conditions e(t) [ E and
x(t - 1,1) , e(t), the maximal value of F(e(t)) and relevant D-state
e(t,m = 1) = 6 are determined.

If m = 2, then from the set E12, which observes conditions e(t) [ E, x(t -
1,2) , e(t) and x(t - 1,2) , :e(t), the maximal value of F(e(t)) and relevant
D-state e(t,m = 2) = 5 are determined.
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If m = 3, then from the set E13, which meets conditions e(t) [ E, x(t -
1,3) , e(t), x(t - 1,2) , :e(t) and x(t - 1,1) , :e(t), the maximal value of
F(e(t)) and relevant D-state e(t,m = 3) = 3 are determined.

From the set {e(t,m = 1), e(t,m = 2), e(t,m = 3)} according to criterion max{-
e(t,m)}[f(t - 1, m) ? F(e(t))] relevant e(t) = 3 is selected. In fact, that is an
optimal searched initial state x(t,k = 1) = 3.

If k = 2, then optimal initial state x(t,k = 2) searching process is similar; if
k = 2, additional condition is x(t,1) , :e(t). The result of searching for an
optimal initial state is x(t,2) = 1.

In Fig. 6.1, the set which does not correspond to this condition is E1. When
searching for optimal initial state x(t,2), this set is not considered.

In the searched OIS set X(t) there are only two D-states X(t) = {3,1}, as
E(t,1) [ E(t,2) = E. Let us assume that l and j are OIS numbers in D-steps t - 1
and t, respectively. Then according to recursive equation (6.3) it is required to
determine l and j local D-states criterion F(e(t)) maxima. In the example, con-
sidered l � j = 6.
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Fig. 6.1 Example of OIS set
determination with recursive
Eq. (6.3) for D-states e(t) and
e(j), if e(i) , e(j). 1 D-states
e(t) [ E(t), 2 OIS x(t - 1,m)
in D-step t - 1, 3 D-states
e(t,m) with maximal F(e(t)), 4
OIS x(t,k) in D-step t
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The reviewed principal method can be explicit or approximate. In this case, it
is required by explicit method to estimate absolutely all OIS in set X(t).
But approximate methods are those which determine only incomplete OIS set.
In optimization tasks on LTS development the scope of OIS set (D-states num-
ber in total) can be considerable, therefore, approximate OIS methods also
have to be used that help to reduce the number of calculable functional local
maxima.

Practical algorithms for OIS searching are based on various assumptions on
functional characteristics determined by specific task structure. The diversity of
real tasks does not allow developing full-scale assumptions on optimal D-process
functional characteristics. Therefore, various searching methods are required for
OIS identification.

In some optimization tasks, D-state quality criterion F(e(t)) can be expressed as
a sum:

F e tð Þð Þ ¼
X

m

m¼1

F t; Yið Þ: ð6:5Þ

In some cases the task can be formulated so that F(t(Yi)) is only dependent on
argument Yi. In such case in order to calculate the maximal value of F(e(t)), in
certain conditions dynamic programming can be utilized. DP can be applied for a
technical system graph with structures illustrated in Fig. 6.2a, b. The characteristic
feature of such structures is the possibility of decomposing the system into m
subsystems, which are connected with general configuration network. Dynamic
programming can be utilized for subsystems D-states optimization only if the
number of network circuits is not higher than one and if argument Yi can be
expressed with dynamic system D-process argument—alternative D-actions set. If
these arguments are typical, development dynamic optimization, observing vari-
able discrete and irreversible character, might not be realized.

For systems with multi-circuits networks, the optimization methods are
employed, which are based on functional’s properties application. Then it is
possible to use maximization methods, not considering all D-states. Let us review
in detail a model of the functional, which can be utilized in searching process for
OIS.

Let us assume that in D-step t any LTS initial graph with multiple circuits is to
be considered. System initial graph state is to be marked with e(0).

i=2 
i=m

i=1 

i=2 
i=m 

i=1

P(i,j)  

P(i,j)  
S S 

(a) (b) 
Fig. 6.2 Graph structure for
the system, whose D-states
may be maximized by
dynamic programming
method
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Part of the system D-actions creates one or several new circuits. The sys-
tem graph, which has M new supplementary circuits, will be marked as e(M). In
D-step t, new circuits can be subdivided into two groups: effective and ineffective.
Having formed system graph effective circuits, D-state quality criterion F(e(t))
value is significantly increased. The formation of ineffective circuits neither
changes F(e(t)) value, nor reduces it. The possibility of dividing D-actions into two
groups—effective and ineffective is typical for many real technical system
development optimization tasks. This possibility is based on that in the sophisti-
cated system, spatial interconnections amongst system elements are both rigid and
weak.

Taking into consideration the above-mentioned, we can assume that functional
f(t,e(M)) in the system with multiple circuits can be characterized with such
mathematical model:

f t; e Mð Þð Þ ¼ �a M1 þM2ð Þ �
b

cþM1
þ Cp; ð6:6Þ

where M1 is effective realized D-actions number, M2 is ineffective realized
D-actions number, a is the constant that characterizes investment costs in D-step t,
b and c are the constants that characterizes system response to D-action realization.

Figure 6.3 shows D-states set {ek}, where k D-actions are realized. Effective
D-actions realization is shown with uninterrupted line, realization of ineffective
D-actions with interrupted line. The functional curve, which is depicted in
Fig. 6.3, will be called D-state graph.
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Fig. 6.3 A mathematical
model of the functional. 1
Classified realized D-actions
sequence according to func-
tional value augmentation, 2
Realization sequence
D-actions of occasional
nature
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As shown in Fig. 6.3, in D-states graph between D-states e(0) and e(M) various
routes from e(0) to e(M) can be found out; each route corresponds to a certain
D-actions sequence that alters the technical system graph. If D-actions realization
sequence is selected randomly (see Fig. 6.3, curve 2), then there is no regular
changes of functional curve. In such cases, effective and ineffective D-actions are
realized in turn. Still, D-action realization sequence may be classified in preferable
sequence direction if this sequence determination criterion is used:

Ef e t;Mð Þð Þ ¼ f t; e t;Mð Þð Þ� f t; e t;M � 1ð Þð Þ: ð6:7Þ

First of all, let us select maxEf(e(t,M = 1)), then maxEf(e(t,M = 2)) and so on.
At the beginning, all D-actions are effective with Ef(e(t,M))[ 0, then, as the value
of M increases, Ef(e(t,M)) value goes down and reaches zero value (maximal
functional value), further on Ef(e(t,M))\ 0. D-actions with sequence determina-
tion criterion Ef(e(t,M))[ 0 are effective, but with Ef(e(t,M))\ 0, ineffective.

In such a way, selecting D-actions sequence we obtain regular D-state graph,
usually with one maximum (see Fig. 6.4, curve 2). Curve 2 in maximum area is
very flat.

Functional properties in real technical systems development optimization tasks
characterize functional changes in the ordered D-states path.

The results of many experimental calculations allow us to formulate a
hypothesis that between any e(0) and e(M) exists at least one realized D-actions
sequence, whose D-state functional curve has the shape of \ with one maximum.

Moving along determined D-states sequence OIS can be determined [according
to definition (6.1)]. OIS correspond to functional local maxima.

It should be noted that in LTS development tasks, functional maximal value
achievement is not sufficient for optimal initial state indication. The second
requirement is D-state validity with regard to technical limitations, for example,
valid flows in network links. There are two methods how to observe technical
limitations.

The essence of the first method is that D-states, where technical limitations are
not observed, are considered non-valid. If technical limitations in system
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D-actions 
number 1 0 2 4 3 5
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- Technically non-valid D-state 

- Technically valid D-state 

Fig. 6.4 D-actions realiza-
tion sequence impact on
D-action graph. 1 Realization
sequence is selected at ran-
dom, 2 Realization occurs
according to criterion
maxEf(e(t,M))
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development task are prevented by this method, then it must be taken into
consideration that valid D-states frequently exist in such \-shape curve part, where
functional value will be reduced. That is represented, for example, in Fig. 6.4.
D-states, which have possible maximal functional value and which observe
technical limitations, are located behind the boundary between non-valid and valid
D-states. Such searching method of D-states will be named constraint state
searching method. It will be considered in detail in Chap. 2.

The second method that observes technical limitations is penalty function
method. This will be considered in detail in Sect. 6.4, along with optimal states
searching maximal effect method.

6.2 System Development Constraint States Set

Searching Method

Searching for OIS in LTS development tasks can be performed, searching for
\-shape functional value curves maxima. Due to that, it is possible not to consider
all D-states {e(t)}, in order to calculate OIS set X(t). The set {e(t)} may always be
subdivided into two subsets: (1) {e(t)0}, in which e(t)0 can be an optimal initial
state, and (2) {e(t)00}, in which e(t)00 is not an optimal initial state. If these subsets
are known, to determine X(t), only {e(t)0} have to be considered.

Let us review OIS searching, utilizing only the first subset and observing the
following conditions:

1. The system represents production transport network with many circuits.
2. One of the reasons for D-action realization is technical limitations violation.
3. The number of D-actions that is realized at the beginning of one D-step is not

large (1–5).
4. The number of effective D-actions in one D-step is not large (approximately

10), too.
5. LTS valid D-plan is valid D-states sequence e(t), where t changes within

margins t = 1,2,…, t. In valid D-state all technical limitations are observed. If
in any D-process at least one D-state is non-valid then also D-process is non-
valid.

The reviewed LTS D-model is sufficiently adequate to real development cir-
cumstances, in which consumption changes in one D-step are relatively not
considerable.

Let us formulate major assumptions of OIS searching process observing the
above-mentioned stipulations. It can be assumed that in the set of system devel-
opment graphs there is at least one D-process, in which D-states functional curve is
\-shaped with one maximum. In electric power systems, it often happens that
realized D-actions number that ensures possibility of observing technical limita-
tions is slightly higher than realized D-actions optimal number that corresponds to
functional maximal value (see Fig. 6.4).
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From the aforementioned it follows that if e(t)0 is a D-state, where all technical
limitations are observed, then D-state e(t)00, from which a transition from e(t)0 is
possible, i.e.,

e tð Þ
0

� e tð Þ
00

; ð6:8Þ

might not belong to OIS set e(t)00 [ :X(t), as

f t; e tð Þ
0

� �

[ f t; e tð Þ
00

� �

: ð6:9Þ

In fact, conditions (6.8) and (6.9) are in contradiction with characteristics of
OIS, described in Sect. 5.2. The conditions (6.8) and (6.9) are of the following
physical meaning: supplementary D-actions realization does not enlarge system
D-state quality criterion value if technical limitations are observed.

OIS searching in D-step t occurs, solving the following task for each valid
D-state searching process. For the given x(t - 1), it is required to determine all
valid D-states e(t), that observe condition

x t � 1ð Þ � e tð Þ
0

� e tð Þ: ð6:10Þ

where e(t)0-non-valid D-state.
This task solution is adequate to valid D-state searching process (see Fig. 6.6).

In searching, valid D-states set will be referred to as D-states constraint set

e tð Þ 2 C; ð6:11Þ

but a method for searching—as constraint set searching method.
Let us review realization principles of constraint set searching method. First of

all, let us formulate some features of membership in D-states set {e00}. Let us
assume that OIS set X(t - 1) is known. Let us consider OIS x(t - 1,t) [ X(t - 1)
and form D-states directed graph G(x) (see Fig. 6.5). Graph vertices are D-states e:

x t � 1; ið Þ � e: ð6:12Þ

Functional 
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Fig. 6.5 Constraint search-
ing method. M within the
period from t = 0 to t - 1
realized D-actions number,
R constraint set searching
supplementary realized
D-actions number
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The edges, going out of each vertex demonstrate a possibility of transition from
a concrete vertex to others. Graph G(x) edges correspond to definite realized
D-actions set. Graph G edges are named managerial vectors. Managerial vector be
marked with r, but all managerial vectors resulting from summit e, set be marked
with R(e).

All managerial vectors will be divided into two groups: elementary and com-
pound. The elementary vectors correspond to one D-action realization, but the
compound ones correspond to two or more D-actions concurrent realization (in
one D-step). For example, in Fig. 6.6 the vector from x(t - 1) to e(t,1) is ele-
mentary, but the vector from x(t - 1) to e(t,2) is compound managerial vector.
Elementary managerial vectors sequence will be referred to as managerial path.

Graph G(x) vertices (D-states) set is subdivided into subsets that are classified
in the sequential line {e(t,0)},{e(t,1)},{e(t,2)},…, e(t,j)},…, {e(t,n)} (see
Fig. 6.6).

The set {e(t,0)} has only one D-state x(t - 1), but the set {e(t,j)} and
{e(t,j ? 1)} vertices are connected only with elementary managerial vectors.

Utilizing the assumed set structure, constraint set C is formed by graph G(x)
nodes, which

1. Are adequate to technically valid D-states;
2. Are connected with initial node x(t - 1), so are non-valid.

According to functional mathematical model (6.6) between any two valid
vertices e(t,j) and e(t,j - a), included in the path, the following condition is valid

f t; e t; jð Þð Þ� f t; e t; j� að Þð Þ: ð6:13Þ

In order to determine D-states membership in the set {e00} let us suggest a
feature. For any vertex e(t,j) of graph G(x) it holds that

e t;Cð Þ � e t; jð Þ; ð6:14Þ

where e(t,C), D-state that belongs to constraint set, then

e t; jð Þ 2 e tð Þ
00

n o

; e t; jð Þ 2 :X tð Þ: ð6:15Þ

Based on conditions (6.13) and (6.15), we may conclude that only constraint set
C D-states can belong to OIS set X(t).

e(1)

(t-1)

e(2) e(j) e(n)

{e(t,0)} {e(t,1)} {e(t,2)} {e(t,j)} {e(t,n)}

Fig. 6.6 Constraint set
searching directed graph
G(x)
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Let us review the process of target constraint sets D-states formation that allows
declining D-states e(t)00 [ {e(t)00} revision. In this method, initial development states
e(is,t,j - 1) are formed gradually by D-steps j = 1,2,…, n. In each D-step there is
the initial states set {e(is,t,j - 1)} , {e(t,j)}. For each initial state (is,t,j - 1), there
is valid elementary control vectors set R(is,t,j - 1). For elementary managerial
vector r [ R(e,is(t,j - 1)) D-states e(t,j) = e(is,t,j - 1) [ rwill be formed. For the
new initial state, the following conditions must be observed:

1. D-state is technically non-valid;
2. Valid managerial vectors set R(t,j) must not be empty.

All the formed, technically valid D-states e(t,j) belong to constraint set C.
D-states formation process is interrupted if initial state set {e(is,t,j - 1)} is empty.
In Fig. 6.7, an example of constraint set D-states searching is shown. Here, graph

G(x) edges are elementary control vectors 1, 2, 3, and 4. Only one edge ends in each
graph summit. The formedD-states are signedwith usedmanagerial vector numbers.

Let us consider constraint set D-states searching process for the following
typical situations:

1. Graph initial state is technically valid. In this case already in the first searching
step j = 1 an initial states set {e(is,t,j - 1)} is empty. Initial state belongs to
constraint set, but there are no other constrains.

2. Graph initial state is technically non-valid. In this case in searching step j = 1
the initial state is e(is,t,0) = x(t - 1), but valid managerial vectors are 1, 2, 3
and 4. Thus, the D-state set is created {e(t,1)} = {1,2,3,4}. If all set D-states
are technically valid, then these belong to constraint set, but initial states set
{e(is,t,1)} is empty—searching process is interrupted.

3. Graph vertices 1, 2 and 3 are technically non-valid, but vertex 4 is technically
valid. In this case, vertex 4 belongs to constraint set, but vertices 1, 2, and 3 form
initial states set {e(is,t,j = 0)} = {1,2,3}. Searching process can be continued.

Graph vertices correspond to D-state e(t). Technically non-valid D-states are
colored in black. Graph edges correspond to managerial (development) actions.
The numbers of realized D-actions are ascribed to graph vertices
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Let us compare constraint set D-states searching method with all set {e(t)} D-states
calculation. All D-states calculation must be performed if characteristics of con-
straint sets D-states are unknown. In this situation production flow technical scheme
calculation model must be estimated (this process is usually labor consuming), as
well as other calculations in regard to technical, economic, power supply security,
ecological and other criteria; besides, logical conditions must be examined, too.

The total calculation time tcal is calculated by formula

tcal ¼ t1 � V1 þ t2 � V2; ð6:16Þ

where T1 is the D-state calculation time, T2 is the logical operations time, V1 is the
D-states calculation number, and V2 is the logical operations number. In calcu-
lation it can be assumed that V1 = V2 = 210.

Figure 6.8 illustrates comparison results of five methods.
As methods comparison criterion, let us use the range of calculated D-states

(where system technical, economic etc. calculations have been performed), that is
also proportional to calculation time in equal conditions. Still, system calculation
time is dependent not only on optimization method, it is also influenced by
computer and by LTS model size (number of nodes and edges, number of oper-
ational states, model of failure (emergency situation), etc.). If in one D-step about
5,000 D-states must be calculated, then optimization time is too long. The
determination of OIS, when calculating entire set {e(t)}, can be utilized for up to
approximately n = 12 D-actions. In practical tasks, the number of D-actions is
much higher.

In order to reduce the number of D-plans to be calculated, various techniques
may be applied, for instance, the method of search steps number limitation, which
limits the number of realized D-actions:

0 10 20 30 40

9·10
3

1 2 3 4
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D-actions number

Calculated D-states 

6·10
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Fig. 6.8 Number of calculated D-states for one optimization step depending on D-actions
number. 1 Calculation of all sets {e(t)}D-states, 2 constraint set searching having considered also
ineffective managerial vectors n1 = 0.25n, 3 calculation of set {e(t)} D-states limiting number of
managerial vectors N = 3, 4 constraint set searching, limiting number of searching steps N = 3
and n1 = 0.25n, 5 constraint set searching, excluding ineffective managerial vectors if
n1 = 0.25n
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m e tð Þð Þ�m x t � 1ð Þð Þ þ N; ð6:17Þ

where N be the number of valid supplementary D-actions.
In this method,

V1 ¼ 1þ C1
n þ C2

n þ � � � þ CN
n ; ð6:18Þ

where Cn
N is the combinations number from n D-actions by N D-actions.

Logical operations number V2 is calculated by formula

V2 ¼ 2n:

The number of respective calculated D-states V1 is shown in Fig. 6.8 curve 3.
This method can be utilized up to approximately n = 20 D-actions.

Constraint set searching method makes it possible to considerably increase the
number of alternative D-actions in LTS development optimization tasks. In this
method, not all D-states from set {e(t)} are considered. In this case

V1 ¼ V2; V2\2n:

Let us mark total D-state number, obtained in constraint set searching process,
with V1.

In D-step t and concrete optimal initial state x(t - 1) (if x(t) is technically
non-valid), all alternative D-actions are subdivided into two groups.

The first group comprises effective D-actions (their total number is n1), whose
realization may fully or partially prevent system technical limitation breach and
finally form D-states in which all technical limitations are observed.

The second group comprises ineffective D-actions (their total number is n2),
whose realization does not improve system technical state. It is assumed that all D-
actions, which are not included in the first group, are ineffective. The experience
demonstrates that n1 is considerably less than n2 (approximately n1 = 0.25n).

In the constraint set searching process, illustrated in Fig. 6.6, D-states are
formed using effective elementary managerial vector (D-action). In the constraint
set searching process, elementary managerial vectors path is formed comprising
N effective managerial vectors.

Let us review the following constraint set states searching algorithm.

In searching steps j B N there is formed D-states set sequence {e(t,0)},
{e(t,1)},…, e(t,j)}. All sets comprise only technically non-valid D-states. The
respective graph vertices are connected with graph initial state utilizing elementary
managerial vectors path, comprising j elementary managerial vectors, out of which
i = 0,1,…, j are effective and j – 1 are ineffective managerial vectors.

If j = N, then all sets {e(t,j)} D-states are formed, of which Cn
j D-states are

technically valid and are incorporated into constraint set but the rest are initial
states for further searching steps.

If j[N, only those D-states are formed, which do not correspond to condition
(6.15). The vertices of graph G correspond to those D-states, which with initial
state connect elementary managerial vectors path. The path comprises not more
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than N - 1 effective managerial vectors. Up to searching step j = n2 (where n2 is
ineffective managerial vectors total number) elementary managerial vectors path
might comprise ineffective elementary managerial vector. If j[ n2, then the path
will contain at least j - n2 effective managerial vectors. Thus, D-states formation
process ends in searching step j = n2 ? N - 1.

In the reviewed searching algorithm, the number of D-states formed, for which
technical, economic and other criteria are calculated, may be determined by
formula

V1 ¼
X

N

j¼0

X

j

i¼0

Ci
n1
� Cj�i

n2
þ

X

n2

j¼Nþ1

X

N�1

i¼0

C j
n1
� Cj�i

n2

þ
X

n2þN�1

j¼n2þ1

X

N�1

i¼j�n2

Ci
n1
� Cj�1

n2
:

ð6:19Þ

V1 characteristic curve is depicted in Fig. 6.8, as curve 2.
It is evident that the reviewed algorithm is not effective (many ineffective

managerial paths are figured out). Still, this algorithm can be improved limiting the
number of search steps up to N. Then V1 is calculated by (6.19) and only the first
item must be considered. Provided that search steps are limited to N, V1 charac-
teristic curve looks like curve 4 shown in Fig. 6.8, which in comparison with
curves 1 and 2, is much flatter. It proves that this method allows increasing
D-actions number even up to 30.

Let us review a technique how to more improve constraint set searching
algorithm. This approach is based on ineffective elementary searching vector
(D-action) excluding from the searching process.

Experimental data obtained out of real systems development optimization tasks,
allow figuring out the following elementary searching managerial vectors paths
characteristics.

Ineffective managerial vector (D-action) realization forms new D-state in which

technical limitations violation is not fully or partly eliminated. Effective mana-

gerial vector creates D-state in which technical limitations violation is partly or

fully eliminated.

In the formation process of D-states ineffective managerial vectors can be
determined which are not utilized in further searching process. In such a way new
formed D-states number is considerably reduced. The number of new formed D-
states can be calculated by formula

V1 ¼
X

N

j¼1

Cj�1
n1

n� jþ 1ð Þ: ð6:20Þ

The characteristic curve of D-states formed with this algorithm is depicted in
Fig. 6.8 as curve 5. The curve evidently demonstrates that the algorithm enables
solving tasks with sufficiently large D-actions number, which is proved by real
development optimization task solution results.
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6.3 Constraint Set Searching Algorithms

Constraint set searching process applied in the software is illustrated in Fig. 6.9.
D-state 1 is initial state e(is,t,j - 1), in which technical limitations are not
observed. By adding to initial state managerial vector (realizing D-action 1A),
D-state 2 is formed that is also technically non-valid, but, comparing with D-state
1, with decreased technical limitation violation, state 2 in searching step j is
preserved as the initial state for searching step j ? 1. Managerial vector 1A is
incorporated into effective managerial vectors group. Realizing D-action 2, D-state
3 is obtained, which is technically valid (technical limitation violation are elimi-
nated). D-State 3 is incorporated into constraint set C. Also D-action 2A is
effective. The next and further searching steps are similar and will continue until
all D-states of constraint set are determined.

The principal flowchart of optimization program that has been applied in
constraint set C searching is shown in Fig. 6.10.

In block 1, initial state e(is,t,j - 1) is calculated. This D-state is of previous
step t - 1 optimal initial state x(t - 1,w). Index number is w = 1,2,…, wM,
where wM is the number of OIS.

In D-state e(is,t,j - 1) there are calculated: generation capacity in generation
nodes, production flow in transport network, technical, economic and ecological
criteria; besides, technical, economic and ecological conditions are verified.

In block 3, constraint set C searching for initial state e(is,t,j - 1) is carried out,
if technical, economic and ecological conditions are not observed thereof. There is
only one initial state entering block 3. Constraint set searching occurs gradually
realizing D-actions by one up to N. In searching process, new valid D-states are
selected. Besides, also new D-states in which limitations violation are reduced
only partly are preserved as initial states e(is,t,j - 1) of searching process in next
step. The number of selected effective initial states is limited (the maximal
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Fig. 6.9 Constraint set
searching process
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selected initial states number is iM). Sets {e(is,t,j - 1)} and C formation is taking
place for all initial states e(is,t,j - 1,i), reviewing i = 1,2,…, iM.

In block 3.2.1 to all initial states e(is,t,j - 1,i) with overloaded transport net-
work links parallel links are connected. In fact, this kind of approach creates new
D-actions, which have not been envisaged drawing up optimization task. For new
created D-state flows, technical, economic and ecological criteria are calculated. If
the new created D-state is technically valid, it is included in constraint set C.

In block 3.2.3 an analysis of transport network is performed—it is verified how
the connected parallel links influence the initial overload of state e(is,t,j - 1,i)
links.

In block 3.2.4, connecting to transport network state e(is,t,j - 1,i) new circuits
l = 1,2,…, h, initial states are formed e(t,j - 1,i,l) and their efficiency is verified
with high-speed operable, though approximate methods. If there is no such method
in the concrete LTS, then block 3.2 is excluded from software flowchart. In
development optimization of electric power system the perfusion methods and
mutual replacement principles can be utilized [1].
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Fig. 6.10 Development
optimization software appli-
cation for constraint set C
searching method. 1 Calcu-
lating e(t,j) = x(t - 1,w), 2
C = 0, 3.1 {e00(t,j)} = 0,
3.2.1 to state e(t,j - 1) par-
allel paths are connected,
3.2.2 forming C, 3.2.3 calcu-
lating Dpmin

*
= min Dpi

*,
3.2.4.1 calculating value Dpi

*,
3.2.4.2 eliminating circuit I,
3.2.4.3 calculating state
e(t,j - 1,i,l), 3.2.4.4 forming
C, 3.2.4.5 forming set
{e00(t,j)}, 4 forming X(t)
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Constraint set searching process is finished if at least one of the following
conditions is fulfilled:

1. Initial state e(is,t,j) set is empty;
2. The number j[N of valid searching steps is exceeded;
3. In block 4, from constraint set C states there is formed an OIS x(t) set X(t).

Formation algorithm was illustrated in Sect. 5.3.

Figure 6.11 presents experimental data which describe electric power system
development optimization program that employs perfusion methods and mutual
replacement principles in transmission network estimation.

Program searching process efficiency is estimated by the following criterion

Dp� lð Þ�D p�min � k: ð6:21Þ

where Dp*(l) is the load flow relative deviations in the most loaded network links
of new circuit l resulting from integrity, Dpmin

* is the load flow deviations in the
most loaded network links in the most effective circuit l as a result of integrity, k is
the constant 0\ k\ 1 that determines searching process sensitivity

For a specific task of concrete electric power system development optimization,
the following constraint set searching process characteristic values are taken into
account:

1. The total number V2 for D-states formed in constraint set searching process.
This value is determined by optimization task scope (nodes and links number,
D-steps number, D-actions number) as well as by valid searching steps number
N. If for determination of effective actions, quick-operating approximate
methods are not applied, then V2 is equal to the number of D-state technical,
economic and ecological criteria calculations, V1.
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searching process for various
coefficient k values. 1
Selectable effective D-states
number V3/V2, 2 selected
D-states number V4/V2, 3
calculation time saving V4/V3,
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2. D-states number V3. Such D-states are formed by connecting effective circuits.
V3 corresponds to calculation number, if k = 0. In such a case in constraint set
searching all ineffective circuits are not deselected.

3. The number of D-states V4, in which new circuit connection caused partial
relief of overloaded links according to (6.21). Ratio V4/V2 denotes the number
of those D-states calculations, which have been performed in constraint set
searching process period. As shown in Fig. 6.11, this ratio may be altered by
changing value k. Ratio V4/V2 demonstrates the application efficiency of D-
actions quick-operating approximate estimation methods.

6.4 Maximal Effect Method

Functional f(t,e) changes in LTSs can be shown in a way that allows one to use
the maximal effect method for searching OIS set. As the D-state is a set of realized
D-actions, {e(t)} can always be expressed by subset sequence {e(0)},
{e(1)},…, {e(M)},…, {e(n)}, where M is the number of realized D-actions in
D-state e(M) [ {e(M)}. If the D-state is described with the binary vector v, then M
is the sum of components values (the number of components, whose value is equal
to 1). For D-state e(t,M) the functional looks like this

f t; e t;Mð Þð Þ ¼ F e t;Mð Þð Þ þ f t � 1;x t � 1ð Þð Þ; ð6:22Þ

where x(t - 1) is the optimal initial state x(t - 1) [ X(t - 1) with maximal
f(t - 1,x(t - 1)), if x(t - 1) , e(t,M).

D-state quality criterion F(e(t,M)) may be structured into two components:

F e t;Mð Þð Þ ¼ Fk e t;Mð Þð Þ þ Fr e t;Mð Þð Þ; ð6:23Þ

where Fk(e(t,M)) is the component of quality criteria state that is dependent on
capital investments in realized D-actions, Fr(e(t,M)) is the component of quality
criteria state that reflects system response to realized D-actions

For each D-state e(t,M), D-states sequence (path) exists e(0) , e(t,1) ,
e(t,2) , ��� , e(t,M - 1) , e(t,M); there is at least one such path. In general case
there are M(M - 1),…, 3,2,1 paths. Each path can be described by the effect

function.

Ef Mð Þ ¼ f t; e t;Mð Þð Þ � f t; e t;M � 1ð Þð Þ: ð6:24Þ

If Ef(M)[ 0, D-action M is effective, its realization gives a positive effect. If
Ef(M)\ 0, D-action M is not effective, its realization produces a negative effect.

In Fig. 6.12, effect function is shown for D-states path of random character.
As can be seen from Fig. 6.12, for random path (if M = 5, then such paths

number is Vk = 1,2,3,4,5 = 120) function Ef(M) curve A is fluctuant and its
changes are regular. Such a function cannot be used in optimal initial state
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searching process. Our target is to create OIS searching methods to figure out a
tree of OIS in searching process (to arrange an optimal D-states path). Then effect
function possesses a regular form, it may look, for example, like curve B (see
Fig. 6.12). In such case, it is easy to determine all OIS and also to determine the
final stage of searching process.

As shown in Fig. 6.12, up to M = 3 (the maximal function value) all Ef(M) are
larger than 0, but, if M[ 3, then Ef(M) are less than 0. Searching can be inter-
rupted if M = 3, because as our analytical and experimental research data show,
the ordered path functional f(t,M) curve has only one maximum where Ef(M) = 0.

Let us mark searching OIS in step t with x(t,i,M). Value i denotes optimal
initial state index, in the sequence arranged to the functional values. Amplifying
i value, functional value is decreasing. Value M denotes the number of realized
D-actions. In order to be able to apply the maximal effect method to searching for
OIS, let us move from graph vertices e(0) along OIS trees branches. First, let us
determine OIS tree.

OIS nodes of a tree are OIS x(t,i,M), but branches connect nodes x(t,i,M - 1)
with x(t,k,M), if

x t; l;M � 1ð Þ � x t; k;Mð Þ: ð6:25Þ

If in searching step M - 1 there are several D-states, from which the transition
to optimal initial state x(t,k,M) is possible, then it is necessary to select tree branch
with the highest value of the maximal effect function.

max Ef Mð Þ ¼ max
x t;l;M�1ð Þ�x t;k;Mð Þ

f t; k;Mð Þ � f t; l;M � 1ð Þ½ �: ð6:26Þ

max Ef Mð Þ[ 0: ð6:27Þ

It means that the most effective D-actions must be applied in this case. The rest
graph edges are not contained in the tree. Therefore, no loops of the tree are
developed.

Since all tree branches are maxEf(M)[ 0, then, if maxEf(M ? 1)\ 0, the
respective graph edge is out of the tree and searching for optimal initial state in this
direction is interrupted.

1 4 0 2 3 5

B
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M

- Ef(M) 

+ Ef(M) 

Fig. 6.12 Maximal effect
function. A case characteris-
tics for path, B for target
coordinated path
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The main characteristics of OIS tree are as follows:

1. Development initial state e(t,0) is always contained in the OIS set; e(t,0)
functional has the smallest value, thus x(t,i,M = 0) index i is of the highest
value, e(t,0) is always placed in the end of the ordered line of OIS;

2. All D-states of OIS tree are OIS x(t,i,M). Any optimal initial state can be
connected with OIS tree initial state only with one path: x(t,i,0) , x(-
t,i,1) , ��� , x(t,i,M) , ��� , x(t,i,M ? k). The higher is the realized D-
action number M, the greater the value of functional and the lesser the value of
index i;

3. D-state x(t,M) is an optimal initial state if in the whole path, in which e(t,M) is
included, maxEf(N)[ 0 for all N values, N = 1,2,…, N,…, M - 1, M.

The hypothetical character of functional changes—with one maximum (or no
one, the maximum is located prior to initial D-state e(0))—corresponds to the real
systems with sophisticated production transport network when D-action M reali-
zation alters production power balance distribution in the transport network.

When applying the maximal effect method, technical limitations violation must
be estimated by penalty functions. The method is described in Fig. 6.13, whereMr,
realized D-actions, which are required for preventing technical limitations viola-
tion. If M\Mr, then technical limitations are not taken into consideration. Curve
1 shows changes in functional f(t,e(t,M)) depending on the number of realized D-
actions. Functional value is maximal, if the number of realized D-actions is
optimal Mopt. If Mr[Mopt, then the OIS obtained with the maximal effect method
will be technically non-valid D-states.

If technical limitations violation is estimated by penalty function Fp(t,e(t,M)), a
new functional can be used:

1 

2 

M
MrMopt

Functional Fig. 6.13 Functional mathe-
matical model for OIS
searching applying the maxi-
mal effect method. 1 func-
tional f(t,e(t,M)), disregarding
technical limitations, 2 func-
tional fp(t,e(t,M)), taking into
consideration penalty func-
tion for technical limitation
violation, Mopt number of
optimal realized D-actions,
Mr the number of D-actions
that prevent technical limita-
tions violation

6.4 Maximal Effect Method 75



fp t; e t;Mð Þð Þ ¼ f t; e t;Mð Þð Þ þ Fp t; e t;Mð Þð Þ; ð6:28Þ

where Fp(t,e(t,M)) is the penalty function.
Penalty function is estimated concurrently with D-states technical criteria cal-

culation(see Sect. 1.2).
For technically valid D-states Fp(t,e(t,M)) = 0.
A penalty function must be selected (generally by simulation), so as to ensure

determination of technically valid OIS (in principle, similar to the determination of
constraint sets). If new functional value changes depending on the realized
D-action similar to curve 2 (see Fig. 6.12), then the maximal effect method
ensures determination of constraint set.

As approved by experience in pilot large power engineering systems devel-
opment optimization tasks estimation, formula (6.28) ensures application of the
maximal effect method.

Let us review an example, optimization of integrated 330 kV transmission
network. Network model incorporates 51 nodes and 91 links; 13 different
D-actions are realized. In the network considered, all OIS are determined.

The properties of the previously described functional f(t,e(t,M)) are valid for the
expanded area of development optimization tasks (determined by system devel-
opment technical and economic indicators). As the number of realized D-actions
M is increasing, absolute values of the component Fk(e(t,M)) of D-state quality
criterion are increasing too, but D-state quality criterion component that reflects
system response to the realized D-actions, Fr(e(t,M)), is decreasing. Therefore, by
increasing the number of realized D-actions M, the curves of development crite-
rion C–F,e(t,M) (where C revenues due to sold products and F,e(t,M), quality
criterion of D-state e(t,M) in step t), become \-shaped.

Figure 6.14 explains one of possible algorithms for optimal initial state
searching OIS with the maximal effect method. The flowchart of the algorithm is
shown in Fig. 6.15.

The searching process of OIS tree nodes occurs gradually, in augmentation
direction of realized D-actions numberM. At the levelM of OIS searching process,
it is necessary to review Cn

M different D-states e(t,M) (where n total number of
D-actions). The D-states shall be estimated in the following sequence: (1) a, at
searching level M = 0 in D-state {e(t,0)}; (2) at searching level M = 1 in D-states
b, c, d, e, {e(t,1)}, and so on.

According to the criterion maxEf(e(t,M) values signs (positive/negative), we
determine whether the D-states e(t,M) belong to OIS set X(t), and determine further
character of functional changes. As shown in Fig. 6.14, OIS are estimated as follows:
an initial state e(t,0);D-states e, d, andb forminga set {e(t,1)};D-state h is incorporated
in set {e(t,2)}. Such D-states as k are not OIS, as maxEf(t,k) = f(t,k) - f(t,d))\ 0.

The calculation of themaximal effect function is themost labor and time consuming
process, if a network has a large number of circuits, equations systemswithmanyY,X,Z
must be solved. The maximal effect method is effective only if greater part of D-states
e(t) can be eliminated without calculating the maximal effect function maxEf(e(t). We
can use the following D-state e(t,M) non-membership indication in OIS set X(t). If
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x t;M � 1; kð Þ � :e t;Mð Þ; k ¼ 1; 2; . . .; ð6:29Þ

then e(t,M) has no OIS tree nodes. In Fig. 6.14, such D-states are D-states l and o,
as not all nodes of paths, which connect the initial node a to nodes o and l, are OIS.

If state non-membership in OIS set X(t) is expressed as

x t;M � a; kð Þ � :e t;Mð Þ; a[ 1; k ¼ 1; 2; . . .; ð6:30Þ

then even such local functional maxima will be found where f(t,M) deviations
occur (usually in optimum zone which is flat). Still, this solution specification
occurs at the expense of calculation time extension. The value of coefficient a
regulates optimization algorithm accuracy and operation speed.

If in the set {e(t,M - 1)} no optimal initial state is determined, then OIS will
not be in the set {e(t,M)}. Due to chat, searching for OIS is interrupted.

The reviewed method enables determination of all OIS. First, initial states with
less functional values are determined (for these D-states indexes i will be higher).
When increasing the number of realized D-actions M, indexes i are decreasing.
The latter is essentially important for the practical application of this method,
because less local maxima of the functional must be determined.

Let us estimate the valid scope (the number of D-actions) for the development
optimization task, which can be solved with the maximal effect method. Let us
express functional with idealized mathematical model (6.6). If M = Mopt, then
functional is of maximal value. In mathematical model step t, all D-actions n are
divided into two groups: effective D-actions n1—D-actions, which amplify func-
tional value, and ineffective D-actions n2—D-actions that reduce functional value.
OIS are a combination of realized effective D-actions.

OIS searching process inD-step (level)Mwill be specified by the following values:

1. The number of created D-states

B Mð Þ ¼ CM
n ; ð6:31Þ
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Fig. 6.14 OIS set searching
with the maximal effect
method. 1 OIS, 2 D-states,
whose membership in the set
of OIS set must be examined
by maxEf(e(t,M)) criterion, 3
D-states, for which maxEf(M)
must not be calculated, 4
D-states, in which searching
processes shall be interrupted,
5 edges with maxEf(M)[ 0 6

edges with maxEf(M)\ 0, 7
OIS tree branches
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2. The number of optimal states

W Mð Þ ¼ CM
n1
; ð6:32Þ

3. The number of D-states for which the maximal effect function maxEf(e(t,M)
must be calculated

H Mð Þ ¼ CM
n1
þ CM�1

n1
� n2: ð6:33Þ

The corresponding characteristic curves are depicted in Fig. 6.16.
In order to characterize OIS searching process efficiency, let us apply the

criterion relative efficiency

X

n

M¼0

CM
n

,

X

n

M¼0

H Mð Þ: ð6:34Þ

In formula (6.33), fraction numerator corresponds to the area below curve 1, but
denominator, to unshaded area below curve 2. The relatively by lesser, n1/n and
Mopt/n, the higher the relative efficiency of the proposed method.

Figure 6.17 shows the number of efficient D-actions as a function of D-actions
number for real electric power systems development optimization tasks. To solve
this task, the maximal effect method is applied.
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set with the maximal effect
method algorithm. 1 Create a
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0(t) [
e(t,M,i), 7 whether all e(t,M,i)
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X(t,M - 1)
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If computer RAM capacity is not sufficient to store all OIS, then the limited
length data array can be used, as it usually does not produce any errors in opti-
mization results.

The analysis of practical application of the maximal effect method evidently
demonstrates the capability of the method to rapidly solve the tasks on develop-
ment dynamic optimization.

Reference
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Chapter 7

LTS Sustainable Development

Management Approximate Methods

Abstract This chapter presents approximate LTS development optimization
methods: (1) optimal initial state number limitation method, (2) limitation method
of OIS searching process, (3) dynamic development tasks solution iteration
method, and (4) optimization method in adaptation period. All the methods pre-
sented are based on optimal initial state dynamic optimization methods. Software
of the method can be developed, improving software of the methods, which are
reviewed in Chaps. 5 and 6. For all methods, an analysis of calculation aspects is
performed, and respective characteristics are defined. The results have shown that
approximate methods’ utilization can considerably enlarge the number of alter-
native development actions. In majority of real tasks, it gives opportunity to get
more optimal development process plans as compared to exact method utilization.

7.1 Approximate Optimization Methods for Development

Management

Usually optimization methods are approximate. Their approximate nature is
determined not only by calculation methods objective function but mainly by
approximate methods of optimal D-plan searching. Dynamic method inaccuracy is
caused by the fact that not all competitive states are preserved in optimization steps.
As a result, there is a certain probability that global optimum will not be deter-
mined. The accuracy of the approximate method may be characterized by the
difference between best objective function value of approximate D-plan and global
optimum objective function (that is usually difficult to be identified) value. How-
ever, the application of approximate optimization methods in no way means that the
made decisions are aggravating. On the contrary, just because the variables number
is increased, the obtained solutions have better technical and economic indicators.

Approximate optimization methods are a logical sequel of dynamic optimiza-
tion methods (including also OIS methods) that are reviewed in Chaps. 2–6.

Z. Krishans et al., Dynamic Management of Sustainable Development,
DOI: 10.1007/978-0-85729-062-5_7, � Springer-Verlag London Limited 2011

81

http://dx.doi.org/10.1007/978-0-85729-062-5_5
http://dx.doi.org/10.1007/978-0-85729-062-5_6
http://dx.doi.org/10.1007/978-0-85729-062-5_2
http://dx.doi.org/10.1007/978-0-85729-062-5_6


Dynamic optimization methods reviewed in the mentioned chapters serve as the
basis for approximate dynamic optimization methods.

In Sect. 7.2, there are two methods analyzed: OIS set limitation method and OIS
searching process limitation method. In the elaboration of these methods, equally
significant was the following: theoretical analysis, experimental calculations, and
methods’ utilization practical analysis. All three aspects are discussed in this chapter.

7.2 Optimal Initial States Number Limitation Methods

With an increase in D-actions number (variables), OIS number W(M) also
increases rapidly. This can be estimated by the following formula:

W Mð Þ ¼
X

Mopt

M¼0

CM
n1
; ð7:1Þ

where n1 effective D-actions number; M realized D-actions number; Mopt realized
D-actions number, to which the maximal functional value corresponds

If n1 = 10 and Mopt = 5, then OIS number H(M) is as large as 600.
D-states technical, economic and ecological criteria calculation numberH(M) is:

H Mð Þ ¼
X

Mopt

M¼0

CM
n1
þ n� n1ð Þ �

X

Mopt

M¼0

CM
n1
: ð7:2Þ

If n = 15, n1 = 10, and Mopt = 5, then OIS number H(M) is already 2,600.
If OIS number H(M) = 2,600, then, in using of OIS method with all OIS

storing, certain problems might occur.

7.2.1 Optimal Initial States Set Limitation Method

There is a possibility that only part of OIS are stored, at the same time not
considerably reducing objective function value as well as not altering optimal
D-process in principle.

Practical experience of OIS methods application shows that the probability of
optimization result variation is slight if n = 10–12 and if in steps t - 1 and t only
30–50 best OIS are stored.

By reducing the OIS number W(M), stored optimization process can be con-
siderably accelerated. This real fact is evidently demonstrated by experimental
calculation results (see Fig. 7.1).

The task on particular electric power system development optimization is
solved with 6 D-steps and 16 D-actions. As shown in Fig. 7.1, as the number of
OIS increases, the calculated OIS number increases almost linearly. However,
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optimization results in the reviewed experiment begin to change visibly if
W(M)\ 5.

Let us analyze the problem occurring due to the reduction of OIS number.
Figure 7.2 presents analytical research results of functional value distribution of
the OIS set.

Curve 1 demonstrates how functional relative value is changing. The maximal
value (item a) corresponds to such optimal initial state that has Mopt realized
D-actions. States with M[Mopt realized D-actions are not OIS. Indeed, to the
right from item a, functional value is reducing. Therefore, for any state, e(t,
M[Mopt) always be found such optimal initial state x(t), which observes the
conditions f(t, e(t, M))\ f(t, x(t)) and x(t) [ e(t, M). It means that e(t, M[Mopt)
is not an optimal initial state.

Curve 2 shows OIS number W(M) relative characteristic curve. OIS set is
complete if W(M) = 1. OIS number in complete set can be calculated by Eq. 7.2.
The value Df 00 characterizes functional changes range in the limited OIS set.

Relative characteristic curves may be utilized to estimate optimization process
for concrete D-actions number. If functional is changing in the range Df 00, OIS
number can be calculated as follows:

W M2ð Þ ¼ W M1ð Þ � 2n
0
1�n1 �W� Mð Þ; ð7:3Þ

where W(M1) OIS number, if D-actions number is n1; W(M2) OIS number in the
limited set, in which functional changes in the range Df 00; W*(M) relative D-states
number in the limited set; n01 effective D-actions number.

7.2.2 Limitation Method of Optimal Initial States

Searching Process

Let us review approximate system development optimization method in which OIS
are searched by applying the maximal effect method. The search for OIS results in
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the creation of a path of states. Path states functionals are changing in logical
regular sequence (see Fig. 7.3).

In order to describe the new approximate development optimization method, let
us utilize another kind of definition of OIS tree branches.

Tree branches are transitions from state x(t, M - 1, i) to state x(t, M, k) that
observe conditions:

maxEf t; M; kð Þ ¼ max
x t;M�1; ið Þ�x t;M; kð Þ

f t;x t; M; kð Þð Þ � f t;x t; M� 1; ið Þð Þ½ �; ð7:4Þ

maxEf t; M; kð Þ[ d: ð7:5Þ

Comparing Eqs. 7.4 and 7.5 with Eqs. 6.26 and 6.27, it can be seen that there
are changes in the second condition (Eq. 7.5). Now it corresponds to approximate
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functional maximal value calculation. The essence of the method is in the point
that only the most effective D-actions are used here.

Let us review method properties in solving system development optimization
tasks. Let us assume that in optimization process two principally different
development strategies comparison is fulfilled. Each D-action, both a and b cor-
respond to their own system development strategies. In step t, D-actions a and b

realizations create the highest functional value augmentation. Let us assume that
there are also other D-actions: i, j, etc. in the task. This D-actions realization
produces considerably smaller functional value augmentation. If coefficient
(admissible smaller max Ef(e(t)) value) d = 0, then it might occur that D-actions
combination a, i, j and b, i, j could not be stored. In such a case, there is a
possibility that task dynamic meaning will be missed. If coefficient d[ 0, then
task result is a strategy with D-actions a and b, which are considered and stored
within the entire estimation time period.

If coefficient d[ 0, then OIS searching process characteristic curves can be
estimated using characteristic curves depicted in Fig. 7.2. Curve 3 demonstrates
that with an increase in the realized D-actions number, max Ef(e(t, M, k)) is
changing as well. Let us assume that OIS are divided into two groups: max Ef(e(t,

Table 7.1 System development optimization task results

d(%) t D-state binary vector for optimal D-plan f(t)

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1.000
2 1 0 1 0 0 0 0 0 0 1 0 0 0 0 0 0 1.000
3 1 1 1 0 0 0 0 0 0 1 0 0 0 0 0 0 1.000
4 1 1 1 0 0 0 0 0 0 1 0 0 0 0 0 0 1.000
5 1 1 1 0 0 0 0 0 0 1 0 0 0 0 0 0 1.000
6 1 1 1 1 1 0 1 0 0 1 0 0 1 0 1 1 1.000

0.5 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1.000
2 1 0 1 0 0 0 0 0 0 1 0 0 0 0 0 0 0.998
3 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0.986
4 1 1 1 0 0 0 0 0 0 1 0 0 0 0 0 0 0.994
5 1 1 1 0 0 0 0 0 0 1 0 0 1 0 0 0 0.984
6 1 1 1 0 0 0 0 0 0 1 0 0 1 0 0 0 0.984

1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1.000
2 1 0 1 0 0 0 0 0 0 1 0 0 0 0 0 0 0.998
3 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0.982
4 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0.980
5 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0.970
6 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0.954

3 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1.000
2 1 0 1 0 0 0 0 0 0 1 0 0 0 0 0 0 0.998
3 1 0 1 0 0 0 0 0 0 1 0 0 0 0 0 0 0.956
4 1 0 1 0 0 0 0 0 0 1 0 0 0 0 0 0 0.910
5 1 0 1 0 0 0 0 0 0 1 0 0 0 0 0 0 0.900
6 1 0 1 0 0 0 0 0 0 1 0 0 0 0 0 0 0.860
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M)) B d (Fig. 7.2, line segment B) and max Ef(e(t,M))[ d (Fig. 7.2, line segment
A). Most of OIS have non-high max Ef(e(t, M)) value, for instance, approximately,
for 80% of OIS max Ef(e(t,M)) B 0.003. If coefficient d = 0.03, then OIS number
is only 20% of all complete set states. In this case, the maximal functional value is
aggravating only by 0.1, compared to optimization results if coefficient is d = 0.

Table 7.1 demonstrates results of electric power system optimization task.
There are 6 D-steps and 16 alternative D-actions in the task. If coefficient d[ 0,
then optimization results are approximate: the maximal functional value in the
least optimization steps is less than 1. Still, if d = 0.005–0.010, functional error in
the least optimization steps is not high (1–5%). With such objective functions’
distinctions, the D-plans can be considered equivalent, particularly if taking into
consideration forecast credibility for a 20–30-year perspective.

Table 7.1 shows that coefficient d value may be used as D-action effectiveness
criterion. The highest effectiveness is of D-actions 1, 2, and 3. If coefficient
d = 0.000, 0.005, and 0.010, then these D-actions are realized. The rest D-actions
realization expediency is dependent on coefficient d value. Combinations of many
effective and less effective D-actions are created which, according to objective
function value, are equal. By increasing coefficient d value, such combinations are
deselected.

The reviewed approximate OIS searching method considerably accelerates
system development optimization process as it is illustrated in Fig. 7.4. By
increasing coefficient d value, optimization time is decreasing because Mopt value
is decreasing as well. The consideration is significant too that OIS may be stored in
a relatively much wider range. In such a way, strategically significant optimal
states required for dynamic optimization tasks solution are selected.

Experience analysis of electric power systems’ development optimization esti-
mation gives evidence that as coefficient d value increases, functional characteristic
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curves become sharper—they become equivalent to functional characteristic curves,
obtained if optimization task with fewer alternative D-actions is solved. Concurrent
application of the maximal effect function max Ef(e(t)) minimal value limitation
method and preserving OIS set limitation method application is also possible. By
combining two methods, we can increase D-action number even more.

Finally, let us emphasize one more structural property of the optimization
process of the maximal effect function max Ef(e(t)) minimal value limitation
method. If optimization is performed with coefficients d and d0, where d0 [ d, then
we obtain these states sequences for optimal D-plans:

e 0ð Þ � e 1; dð Þ � . . . � e t; dð Þ � . . . � e T ; dð Þ;

e 0ð Þ � e 1; d0ð Þ � . . . � e t; d0ð Þ � . . . � e T; d0ð Þ:

Optimization process structural property is that for any D-step t the following
condition is valid:

e t; d0ð Þ � e t; dð Þ; ð7:6Þ

which can be verified by Table 7.1 data. Equation 7.6 establishes a theoretical basis
for solving system development optimization tasks by iteration methods, gradually
reducing coefficient d values. Such method is discussed in detail in Sect. 7.3.

7.3 Dynamic Development Tasks Solution Iteration Methods

7.3.1 Direct and Iteration Methods

Direct methods examine all alternative D-actions simultaneously and immediately
determine an optimal D-plan and competitive D-plans. Direct dynamic methods
are reviewed in Chaps. 5 and 6. The main drawback of the direct methods is
unacceptably long calculation time and risk to lose the optimal D-plan, if alter-
native D-actions number n is large.

The essence of iteration methods is that dynamic tasks with many alternative
D-actions solving is divided into phases—iterations. Each iteration has its own
number of alternative D-actions and own optimization accuracy. Therefore, cal-
culation of dynamic task with n alternative D-actions is replaced with calculation
of m task with a smaller alternative D-actions number nm, which may result in
considerable time economy for calculation of sa. For iteration methods realization,
engineers’ skill and erudition as well as formalized methods can be employed.

When applying iteration method, calculation time sa is decreasing. Calculation
time, when solving n alternative D-actions by the direct method, can be expressed
as follows:

sa ¼ kTMq2n; ð7:7Þ
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where k coefficient, dependent on optimization method; TM number of optimi-
zation steps; q number of object nodes to be optimized.

In case of iteration method, calculation time may be estimated by the following
formula:

sa ¼ mkTMqm2
nv; ð7:8Þ

where qm number of nodes in average iteration; nm alternative D-actions number in
average iteration.

It is evident that optimization process partitioning into iterations gives more
considerable calculation time savings than object (q) or D-steps number TM
reducing.

In general case, in each iteration, the following operations are to be performed:

1. attribute optimization area;
2. work out a model of the object and D-process;
3. perform optimization;
4. analyze optimization results;
5. make a decision on optimization interruption (continuation).

Iteration process can be interrupted if the objective function fails to improve
considerably. If the process must be continued, then alternative D-actions shall be
structured into three groups:

1. D-actions, whose realization may be considered as absolute (in further iteration
steps these are reviewed as attributed);

2. D-actions, which are inter-competitive, but it is not clear whether they are
included in optimal D-plan;

3. D-actions, which are of no importance in optimization process (such actions in
further iteration can be excluded from optimization area).

Formation of optimization area is selection of alternative D-actions. In the first
iteration steps, only main D-actions may be considered, in further ones—less
significant, second stage D-actions optimization area. If it is possible, relatively
independent items can also be reviewed separately in the limited territory in each
iteration.

The essence and possibilities of iteration method can be illustrated using
functional and state effectiveness B(t, e) of universal characteristic curve (see
Fig. 7.5).

Let us assume that n are alternative D-actions with effectiveness b, but in
optimization latest step TM, optimal state effectiveness opt B(TM) is reached at
optm TMð Þ ¼ optB TMð Þð Þ=b realized D-actions. Then OIS number is calculated
by formula

Vx ¼
X

optm

m¼0

Cm
n ; ð7:9Þ

where Cm
n number of combinations of n elements taken m at a time.
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If n = 30 and opt m = 5, then Vx = 170,000. Exactly such task solution is not
possible. Let us demonstrate how this task can be solved in two iterations.

The first iteration creates integrated D-actions—one integrated D-action con-
sists of three D-actions, its effectiveness b0 = 3b. The task becomes considerably
less: n0 = 10, opt m0(TM) = 2, but Vx = 56. Such optimization task can be solved
directly. In optimization process, functional is changing along the broken line adg.
In the first iteration, optimal solution (point h) is not obtained. The obtained
solution (point g) functional differs from the maximal one by Df.

In the second iteration, D-actions b, c, and d, which were selected in the first
iteration, are excluded from the set of alternative D-actions. Then n0 = 27, opt
m00(TM) = 2, but Vx\ 500. This task solution is real. In optimization process,
functional is changing by the broken line adeh. As a result, real optimum is obtained.

There are certain disadvantages of the discussed iteration method. The for-
mation of alternative D-actions in each iteration might not be formalized. Besides,
the method is not operative as among iterations preparatory work for further
iteration must be performed. Therefore, formalized iteration methods are required.

7.3.2 Dynamic Optimization Tasks Formalized

Dispersing Method

The basis of the method is actions classification possibility with regard to system
effectiveness. The method core is OIS method realization at limited OIS set,
utilizing functional maximal effect function limit value. The principles of the
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method are reviewed in Sect. 6.4; however, OIS set searching method of iteration
methods must be improved.

First, let us review algorithm functioning at considerable variable number in
case of direct optimization method application in steps t = 1, 2,…, TM (see
Fig. 7.6; Table 7.2).

In step t, the task of performed operations is to form OIS set Xt and retrace
information. In the beginning, this set is empty (third block). OIS searching occurs
in ascending sequence of realized actions number m = 1, 2,…, opt m; besides, the
number of formed states m corresponds to the number of combinations of n ele-
ments taken m at a time. Searching is finished if at m no optimal initial state

Begin End 
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Fig. 7.6 OIS searching
maximal effect method algo-
rithm in case of limited OIS
set, utilizing the critical value
of functional maximal effect
function (blocks are illus-
trated in Table 7.2)

Table 7.2 The content of OIS searching block (Fig. 7.6) sub-blocks content in iteration and
direct method

Block
no.

Block content

Iteration method Direct method

1 t :¼ 1
2 Step data and changeable set formation:

P(t, m)| opt e(t, m - 1)
Step data formation

3 X(t) :¼ 0, m :¼ 0 X(t) :¼ 0, m :¼ 0
4 a :¼ 1 a :¼ 1
5 e(m)a = opt e(t, m - 1) [ d(m,m) formation e(m)a formation
6 f(t,e(m)) calculation f(t,e(m)) calculation
7 max Ef(t, e(m))\ d(m)? max Ef(t, e(m))\ d(m)?
8 e(m)a incorporation X(t) e(m)a incorporation X(t)
9 a ¼ Cm

nðt;vÞ? a ¼ Cm
n ?

10 Is searching completed? Is searching completed?
11 t = T ? t = T ?
12 a :¼ a ? 1 a :¼ a ? 1
13 m :¼ m ? 1 m :¼ m ? 1
14 t :¼ t ? 1 t :¼ t ? 1
15

Is/are determined

e 0ð Þ � opt e 1mð Þ �

� . . . � opt e t; mð Þ �

� . . . � opt e t; mð Þ

Is/are determined

e 0ð Þ � opt e 1mð Þ �

� . . . � opt e t; mð Þ �

� . . . � opt e t; mð Þ
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appears. In such a way, formed states are marked with e(t,m)a. State functional is
calculated with the help of recursive equation (Eq. 6.2).

The curve of functional f(t, e) changes from m is \-shaped form, therefore, e(t,
m)a membership in Xt can be determined by the maximal effect function
(Eqs. 6.26, 6.27) value.

If max Ef(t, e(t, m))\ 0, then state e(t, M) is the optimal initial state. If we are
working with criterion max Ef(t, e(t, m)), then all OIS are determined:

maxEf t; e t;mð Þð Þ\d: ð7:10Þ

In such case not all OIS are determined, but only those which are formed
realizing the most effective actions.

In order to obligatory determine an optimal plan in all D-steps, all OIS must be
stored. Yet, due to their considerable number, it is not possible. In practical tasks,
it is required to decline all OIS which got smaller functional values.

The optimal plan is lost if at least in any step its state is not preserved. A
possibility of losing the optimal plan is increasing in tasks, where several main
strategies are considered with a great variation number, created by relatively tiny
actions. Variations by functional value differ slightly. These differences are
marked with Dfm. Differences with regard to functional major strategies are marked
with DfS that is much greater than variations difference: DfS �Dfm. If DfS is
approaching Dfx (functional changes within the range of OIS set X), then a
competitive strategy has been lost in intermediate steps. In such case direct
methods results are close to those of quasi-dynamic optimization.

In Fig. 7.6 an algorithm is presented, which functions at maximal effect
function marginal values d\ 0; its characteristic feature is that Dfx increases, but
the number of states with various distinctive actions reduces sharply. As a result,
OIS set X comprises major strategies. The mentioned characteristics create pre-
conditions for formalized iteration methods elaboration.

Iteration method algorithm is shown in Fig. 7.7. Iteration step core is multi-step
t = 1, 2,…, TM optimization with limited OIS set.

Iteration step m is characterized with these step parameters:

P(t,m) Alternative actions set that changes by D-steps and iteration steps;
n(t,m) Alternative actions number;
d(m) Maximal effect function critical value in iteration step m;
Dd Maximal effect function critical value changeable step.

In iteration step, dynamic optimization results in the optimal plan which may be
expressed as related states sequence:

e 0ð Þ � opt e 1; mð Þ � . . . � opt e t; mð Þ � . . . � opt e TM; mð Þ: ð7:11Þ

State opt e(TM,m) corresponds to functional maximal value max
e�X TMð Þ

�

f TM; e; mð Þ

�

:
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The states that form an optimal plan in iteration m - 1 are used to obtain next
iteration step parameters. Step parameters in iteration process change according to
these recursive equations:

P t; mð Þ ¼ P t; m� 1ð Þnopt e t; m� 1ð Þ; ð7:12Þ

e mð Þa¼ opt e t; m� 1ð Þ [ d m; mð Þa; ð7:13Þ

d mð Þ ¼ d m� 1ð Þ þ Dd; ð7:14Þ

where d(m,m)a combination of m realized actions from P(m,m).
At the beginning of dynamic optimization task solving, set P(0) and values

n(0), d(0) and Dd are known. Figure 7.8 illustrates the realization principle of
optimization with iteration method and the method effectiveness.

Two iteration tasks and optimization process characteristic curves are depicted
in the illustration. In the first iteration, maximal effect function critical value is
d(1); besides, searching depth is decreasing msear(t,m)\ opt m(t), also calculation
time and required memory is reducing: sa1\ sa and Vx1\Vx. In the second
iteration, variables number is decreasing: n(2) = n(0) - msear(1), but optimization
accuracy d(2) = 0, OIS searching depth msear(2), calculation time sa2 and Vx2 are
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increasing. Searching ends (see Fig. 6.5) if condition max Ef(t, e (t,m))[ 0 is
fulfilled, i.e., at searching depth opt m = ma(1) ? ma(2). The total estimation time
is sa1 ? sa2\ sa, where sa estimation time utilizing the direct method.

Iteration method effectiveness is determined by the circumstance that in each
iteration searching depth of OIS is decreasing. Concurrently, actions classification
with regard to their system effectiveness is taking place—in the first iteration there
are selected D-actions with higher system effectiveness but in the next—actions
with less system effectiveness, which improves previously selected states. Iteration
methods for tasks with a large number of actions outperform direct optimization
methods. It becomes apparent also in more adequate optimal plans. Besides,
system development management operative capability is improved as calculation
operations are performed quicker.

7.4 Optimization Method in Adaptation Period

Optimization period TM is subdivided into two groups: planning period first tp
steps, for which decisions are being, and residual period beyond it up to estimation
period expiry in adaptation period t = 1, 2,…,tp, tp ? 1,…, TM. Key persons in
charge for planning are often interested to figure out only D-plan for planning
period. Still economic and technical effectiveness must be estimated in each
D-plan for the entire estimation time period. Comparing definite alternative
D-plans for the planning period, network development in further steps (beyond
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Fig. 7.8 Characteristic curves for dynamic optimization iteration method. 1 relative functional
value f*(t,e) dependence on realized actions number; 2 maximal effect function value max Ef(t,e)
dependence on m; 3 estimation time sa and utilized memory Vx dependence on searching depth in
case of n variables; 4 estimation time sa and utilized memory Vx dependence on searching depth
in the second iteration with n(2) = n - m(1) alternative actions; msear(1) and msear(2) searching
depth for the first and second iteration
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planning period up to the end of estimation period) must be estimated as well.
Dynamic adaptation is a method, providing supplementary actions, which are to be
realized in adaptation period in order to ensure D-plan optimal continuation up to
the end of estimation period. According to planning period t = 1, 2,…, tp and
adaptation period t = tp ? 1,…, TM, various recursive equations must be utilized.
For instance, in planning period, recursive equation (Eq. 5.4) must be used, while
in adaptation period t = tp ? 1,…, TM distinctive recursive equation is applied:

f t; e tð Þð Þ ¼ f t � 1; e t � 1ð Þð Þ þ max
e t�1ð Þ�e tð Þf g

F t; e tð Þð Þ: ð7:15Þ

The purpose of optimization in adaptation period is to find an optimal con-
tinuation for each D-plan determined (or given) in planning period by recursive
equation (Eq. 7.14).

Application of various optimization methods for planning and adaptation period
is motivated by convincing evidence. Using Eq. 5.4 for the entire estimation period
can lead to losing D-plans determined in the planning period. Adaptation method
can be utilized, revising user assigned D-plans too. In order to present dynamic
adaptation method, let us consider a simple example.

A 20-kV distribution network (see Fig. 7.9) is located within the distance of
30 km from 110/20 kV power supply substation. New consumer must be con-
nected to the network—sawmill with initial load 3 MW, which has doubled within
a 20-year period. Thus, the task is to determinate electric power supply scheme for
the new consumer considering a 25-year estimation period.

The estimation period is to be divided into four steps. Power flow analysis
demonstrates that there are inadmissible voltage losses in the first step, but in the
third step the transformer is overloaded.

Alternative D-actions for electric power supply reinforcing are presented in
Fig. 7.9 and Table 7.3.

Planning period is the first two D-steps. In the first step, there are three potential
states with the following functional values:

f 1; 1f gð Þ ¼ 2; 664; f 1; 2f gð Þ ¼ 3; 173; f 1; 1; 2f gð Þ ¼ 2; 767:

In correspondence with OIS method, only D-states {1} and {2} are OIS which
are involved in optimization process. In the second optimization step we obtain

f 2; 1f gð Þ ¼ 2; 970; f 2; 2f gð Þ ¼ 3; 173; f 2; 1; 2f gð Þ ¼ 3; 046:

1
st

 action 

2
nd

 action 

110 kV 

3
rd

 action Sawmill 

20 kV 

Fig. 7.9 Alternative
D-actions providing electric
power supply for new
consumers
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In the second optimization step, OIS are {1} and {2}. Thus, in planning time
period, two alternative D-plans are obtained:

1. first D-action realization (construction of new substation),
2. second D-action realization (construction of new line).

In both D-plans, the D-actions are realized in the first D-step. The D-plans can
be represented by states sequence:

first D-plan: {0} , {1} , {1},
second D-plan: {0} , {2} , {2}.

Network D-process is illustrated graphically in Fig. 7.10 where t is D-step,
{1,3} denotes D-state with realized D-actions 1 and 3, and arrow denotes transition
from one D-state to another. Non-interrupted arrow line indicates the D-plans
obtained in optimization process.

Starting with the third step, each D-plan, which was obtained in planning
period, is then supplemented so that functional least possible augmentation is
ensured. The first D-plan follow-on in the third and forth steps, looks like this:

f 3; f1gð Þ ¼ 3; 424; f 3; f1; 2gð Þ ¼ 3; 526;

Table 7.3 Alternative D-actions

No. Type of D-action Expenditures
m.u. 9 103

1 Construction of new substation 400
2 Construction of new line 153
3 Reinforcement of existing substation - transformer replacement in

the forth step
40
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f 4; f1gð Þ ¼ 1; 144	 103; f 4; f1; 2gð Þ ¼ 1; 175	 103;

f 4; f1; 3gð Þ ¼ 3; 536; f 4; f1; 2; 3gð Þ ¼ 3; 558:

Thus, optimal follow-on of the first D-plan in the last step is D-state {1,3}. The
first D-plan for complete estimation period can be expressed as the following
D-states sequence:

0f g � 1f g ¼ 1f g ¼ 1f g � 1; 3f g:

In similar way, continuation of the second D-plan is obtained:

f 3; f2gð Þ ¼ 4; 121	 103; f 3; f1; 2gð Þ ¼ 3; 728;

f 4; f1; 2gð Þ ¼ 1; 174	 103; f 4; f1; 2; 3gð Þ ¼ 3; 662:

It is followed by the second D-plan, which is expressed in the form of these
D-states sequence:

0f g � 2f g ¼ 2f g � 1; 2f g:

In the last (forth) step, the first D-plan is more expedient than the second. To
make a final decision under uncertain information conditions, risk analysis must be
performed.

96 7 LTS Sustainable Development Management Approximate Methods



Chapter 8

Information Technology for Sustainable

Development of Electric Power Systems

Abstract This chapter presents basic principles of information technology for
sustainable development management of Latvian power system. The condition and
development tasks of Latvian power system are reviewed. In this chapter, we also
offer basic principles of LTS development optimization. The structure of infor-
mation technology, as well as main module functions and brief characteristics of
informative links amongst modules are presented. In this chapter, we analyze
functioning module of electrical power plant and functioning module of trans-
mission network. The main parts of functioning module of electrical power plant
are (a) energy source model, (b) source operation method and software. The main
parts of functioning module of transmission network include: (a) network model
for power flow calculation and (b) consumer load (demand) model.

8.1 Information Technology Functions and Tasks to be Solved

Chapters 8, 9 and 10 consider information technology (IT) of sustainable devel-
opment management of electric power systems transmission network and gener-
ation sources LDM-TG’08. It serves as an example of real system sustainable
development management that is based on OIS method and maximal effect OIS
searching method [1, 2, 8, 9]. The reviewed example can also be used by the
readers who are developing sustainable development management technologies for
other systems. In order to develop information technology for a particular system,
the appropriate model of this system functioning at D-step level (see this Chapter)
must be developed, as well as data and knowledge base (see Chap. 9), and par-
ticular system operation program (see Chap. 10).

Elaborating the mentioned information technology, the key target was to create
new transmission network and generation system development management
concept and methods to validate the made decisions when simulating situations

Z. Krishans et al., Dynamic Management of Sustainable Development,
DOI: 10.1007/978-0-85729-062-5_8, � Springer-Verlag London Limited 2011
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and their respective probable consequences thus forwarding background for
optimal D-plan selection. In order to ensure transmission network and generation
sustainability, it is necessary to precisely analyze consequences of the made
decision while developing project design of electric power system. Therefore, in
design of this information technology dynamic methods are utilized, enabling one
to observe D-process and far perspective, if required, for the period up to 25
D-steps (50–70 years).

Solving the task on the Latvian development management of electric power
system, all integrated power systems of the Baltic states must be analyzed, taking
into consideration the existing and envisaged in perspective external links.

Latvian power system is operating in power integrated union of the Baltic
power systems—of Estonia, Latvia and Lithuania—330 kV electric power net-
works with 330 kV transmission power network and concurrently these form some
of the electric power ring components incorporating 330, 500 and 750 kV power
networks that belong to neighboring states power systems—either Belarus or
Russia (see Fig. 8.1).

330 and 750 kV electric power ring significantly improves power supply reli-
ability of each state power system, if its development is coordinated in the frame
of large integrated power system. There are electric power links with neighboring
power systems, the so-called electric power cross-sections, which are limited by

Fig. 8.1 Operation of Baltic power systems in electric power ring
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maximal admissible transmission line capacity in normal and post-emergency
operational states. The problem of electric power ring is not to be solved in local
separate power systems as thee solutions are neither effective, nor sufficiently
economically motivated, and fail to guarantee reliable and secure power supply to
consumers. The problems of electric power ring can be solved effectively only by
the joint efforts of all the three Baltic states. Affiliated to the European Union, the
power system of Latvia is open to liberalized electricity market and opportunity to
connect their networks to the grid of the European countries. As the neighboring
European countries close to Latvia are Lithuania and Estonia and there is no other
output access to the European grid, the power system of Latvia participates in the
joint projects of the Baltic states on construction of new lines with Western
European states. There are already two such projects: underwater direct current
cable line between Estonia and Finland across The Baltic Sea and two 400 kV
transmission lines between Lithuania and Poland (Alitus-Elk). This connection is
required to reinforce power supply reliability of the three states and extend lib-
eralized electricity market, where each state is envisaged to be a competitive
participant, because liberalized electricity market would be attractive and profit-
able either for Lithuania, Latvia or Estonia to acquire more or less considerable
possibilities to sell surplus of electricity and electricity quality improving service
opportunities.

Information technology is focused on the improvement of investment effec-
tiveness and action substantiations on prime costs reduction in high-voltage net-
works. Information technology can also be applied for development planning in
network utilities, project design organizations, educational and scientific research
institutions. Information technology performs economic analysis and optimiza-
tion observing development perspective (20–50 years) and initial information
uncertainty.

With such tool as information technology, it is possible to:

1. Estimate technical economic state of the given system including identification
of bottle-neck problems;

2. Determine whether the system is economically effective to

– Construct new power plants (with what capacity and where?);
– Reconstruct or upgrade the existing power plants;
– Construct new substations and electric transmission power lines;
– Dismantle or reconstruct substations and electric transmission lines;
– Transfer to higher nominal voltage in the given network;

3. Determine the priority of various actions in case of limited investment
resources.

Information technology enables one to analyze a network with several nominal
voltage levels (up to five), performing both technical economic analysis and
optimization of it.

Information technology for each D-plan calculates the annual technical eco-

nomic criteria:
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1. Electric energy consumption per year;
2. Power balance for all operation states;
3. Investment and residual investment value at the end of period;
4. Operation costs:

– Maintenance operation costs;
– Repair expenditures;

5. Losses costs;
6. Energy non-delivery costs;
7. Energy costs in power plants;
8. Income resulting from electric energy sales;
9. Losses in network:

– Power losses;
– Energy losses;
– Energy losses in percentage;

10. Penalty function technical validity; and total technical economic criteria:

– Objective function total reduced value;
– Total reduced investments;
– Total residual value;
– Total reduced operation costs;
– Total reduced losses costs;
– Total reduced power plants costs;
– Total reduced non-delivery costs;
– Total reduced income;
– Technical validity.

The investment pay-back time schedule can be reviewed for any D-plan (see
Fig. 8.2 for illustration).

Fig. 8.2 Investment pay-back time Schedule
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Information technology maximal parameters are the following:

8.2 Basic Principles of System Optimization

The principal theses for the concept of electric network development optimization
are elaborated in line with liberalized electricity market key issues, functions and
elements as well as with analysis results of network sustainability aspects. The first
and most essential conclusion obtained as a result of analysis is that the signifi-
cance of network planning and optimization is steadily increasing under conditions
of liberalized electricity market. However, the existing methods must be revised
and supplemented to a great extent; only then beneficial results of development
planning can be gained. We have elaborated seven principal theses, which sum-
marize our long experience in network development planning, and we recommend
using them in elaboration process of new development optimization methods. Let
us review these principal theses in more detail.

1. Optimization must be dynamic—regular and flexible (adjustable).

Development of real electric network is traditionally non-interruptible process
that cannot be replaced by 1–3 development horizons. As our research demon-
strates, a model like that distorts plans of technical economic comparison. Under
conditions of liberalized electricity market, only the model of multi-step D-process
must be utilized. According to the method, economic analysis must be done in
regard to the object economic life-cycle (in electric network it is 20–50 years).

Optimization steps number 25
Number of subscriber groups 20
Number of OIS 200
D-plans number 10
Links number 1,000
Nodes number 600
Number of circuit breakers parameters 100
Switchgears number 150
Data array number for network reliability estimation 300
Failures (faults) number—sections number 500
Number of operational states 15
Number of links utilized in D-actions, new (+) and liquidated (-) 200
Number of closed objects in table 600
Number of concurrent outages 100
Number of voltages 5
Number of power plants 100
Maximal average points number of compound links 20
Number of switchgear components 40
Number of alternative D-actions 30
Maximal number of OIS 250
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Objective function must be calculated for the entire estimation period T. Under
information uncertainty conditions, the final decision must be made only for
acceptable short perspective (3–5 years). Let us refer to this time period as
decision making period td\ T.

Since information on development in estimation period is uncertain, the deci-
sions made are to be regularly updated. The designing process of development has
to be gradual and contain certain phases such as:

• External information updating;
• Utilizing updated information on previous system development.

2. In optimization, it is required to take into consideration system sustainability,

examining the far perspective with a view to estimate the possible consequences

of the decision made.

In case of disregarding of electric network sustainability aspects, estimation
period is 20–30 years, which sufficiently accurately can be modelled with 10 D-
steps; but taking sustainability aspects into consideration, it is required to review
the period of 50 years or 20 D-steps.

3. In optimization, power supply reliability and security must be taken into con-

sideration to stipulate requirements to independent electricity producers.

The main problem of reliability estimation is that the prescribed quality level of
electric power supply requires certain costs maintained by owner, while quality
fault or shortage influence costs of consumers. Electric power supply quality—
along with price—is the most interesting and tricky description of electric energy,
particularly in regard to industrial consumers.

From the consumers’ point of view, it would be preferable to establish a
structure where customer can select individual reliability level and associated
costs. Figure 8.3 illustrates general principles of the approach when customers
select reliability level paying for connection and service as well as insurance for
additional reliability.

Reliability estimation methods are subdivided into two groups: short-term and
long-term.

Long-term 
adjusted 

tariff 

Selected 
quality 
costs 

Actions 
economic risk 
management 

System operator / 
regulating body 

User 
System 

operators 

Quality 
class and 

price fixing 

Optimal 
tariff 

selection 

Actions 
Yes / No 

Fig. 8.3 User-guided quality
structure

102 8 IT for Sustainable Development of Electric Power Systems



The first group is utilized for power system and networks on-line operation
management. The second is envisaged for development planning including net-
works development optimization.

Commendatory reliability criteria on networks development optimization are as
follows:

1. Non-delivered energy;
2. Costs of non-delivery;
3. Power supply outage time.

Reliability criteria must be calculated for line (considering all lines discon-
nections in succession and assuming that overloaded lines must be disconnected)
and for substations and switchgear units.

4. Information uncertainty must be taken into consideration in optimization,

namely:

1. Physical uncertainties,
2. Financial uncertainties,
3. Regulator uncertainties.

Selecting D-plans under uncertainty conditions occurs as follows: (1) select
information package set which represents information credibility range; further on
package i is referred to as forecast l; (2) select D-plan estimation criteria; (3) select
D-plans for comparison; (4) select optimal D-plan.

When estimating D-plans under uncertainty conditions, based on numerous
researches, it is sufficient to have a comparatively small information package that
represents information credibility range. This is due to the following aspects:
objective function curve in optimum area is very flat and system parameters
change discretely.

For electric networks development optimization tasks, the most applicable
criterion is the minimal maximal risk

min
j2m

R jð Þmax¼ min
j2m

max
i2l

F j; ið Þ � F ið Þð Þ; ð8:1Þ

where F(i) is the maximum objective function value in case of forecast i.
Adaptation Decision making and estimation period differentiation (td\ T)

demands radically that D-plan definition has to be altered—D-plan is characterized
only by D-actions realized in decision making period.

D-actions, which are realized beyond decision making period, are obtained in
risk analysis in the course of adaptation (dynamic optimization).

5. In optimization, networks and generation must be considered concurrently

In order to model energy source, network model must be supplemented with
generator nodes and power plant links (see Sect. 8.4.1).

With the help of power plant links, energy saving technologies can be simulated
too, as well as liberalized electricity market and electricity import from
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neighboring power systems. Solving development tasks of networks and genera-
tion systems concurrently, annual load and generation schedule is modelled with
coordinated operational states. It is advisable to consider 13 operational states—
each month corresponds to one operational state: (1) January, (2) February, …,
(12) December, (13) post-emergency. Such model allows one to review systems
with hydropower plant (HPP), wind power plant (WPP) and cogeneration heat
plants (CHP) whose output is influenced by meteorological conditions.

Concurrent network and generation system dependence in optimization process
on D-plan, D-step and operational state changes the number of operable energy
sources and structure. In order to be able to compare various D-plans objectively,
these must be examined at relevant optimal load distribution amongst energy
sources. Such optimization calculation must be performed for all D-plans in all D-
steps and all operational states.

6. Specialized information technologies must be applied in optimization.

Information technology utilization provides opportunity to:

• Increase planning effectiveness, standardizing its processes and applied
software, and automating work with software;

• Reduce information technology system maintenance costs, replacing many
programs by some high integrated and advanced software packages.

8.3 Information Technology Structure and Main Module

Functions

Main modules structure is represented in Fig. 8.4.
Model for external data attachment to information technology database.

Information technology also utilizes external database that allows one to quickly
and precisely form existing state of electric power system. As external database,
transmission network operational state calculation database is utilized.

Module Actions forms development model. Development model is utilized to
determine optimal D-plan by estimation method (Plans), as well as by optimal
initial state method (optimization).

The important notion when applying network economic analysis complex is
possible (alternative) D-actions construction, reconstruction or dismantling of
power plants, lines or substations. ‘‘Actions’’ may be interpreted as ‘‘purchases’’.
Actions are always related to activities. Such variables differ from the traditional
approach in many other optimization modules where parameter elements are
modelled. We are searching for ‘‘what to do’’ and ‘‘when to do’’ parameter ele-
ments which are created as a result of activities [3–7].

Module Network state estimation: (1) load flow calculation, (2) switchgear
reliability estimation, (3) network reliability estimation, (4) energy balance cal-
culation for each state.
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Module Plans can be utilized for optimal D-plan estimation, when comparing
various D-plans as well as for reduction of the number of D-actions, which are
utilized by user in optimization module.

Module Optimization determines competitive D-plans set (up to ten D-plans).
In Optimization module, OIS method is utilized. Optimization is performed under
deterministic information—average forecast.

Module Risk analysis is utilized for optimal D-plan selection under uncertain
information conditions.

8.4 Subsystem Functioning Models

8.4.1 Functioning Model of Electric Power Plants

Energy source model. In order to simulate energy source, new generator node is to
be added to system model. Generator node and network node, to which energy
source is added, are connected to electric power plant link (see Fig. 8.5).

Energy saving technologies and electric energy import of neighboring power
systems can be modelled with the help of electric power plant link. Solving tasks
of energy source and network development concurrently, annual loads and gen-
eration schedules are modelled with several operational states, for example, winter
maximum, winter night maximum, winter night minimum, and operational state in
power system with HPP when HPP operation is terminated.

Power system transmission network 
operation calculation 

Model for external data attachment to 
information technology database 

Information technology database 

Actions

Risk analysis 

Optimization 

Network state 
estimation 

Plans 

Fig. 8.4 Main modules
structure

8.3 Information Technology Structure and Main Module Functions 105



Information technology in each D-step may review up to 15 operational states.
The states are characterized by:

• Capacity in load nodes,
• Admissible generation in generator nodes, P(n,re),
• Operational state total duration in hours/year, Tr(re).

Electric power plant link l is to be designated with:

• Blocks number sk(l),
• Block nominal capacity Pn(l), MW,
• Specific fuel consumption for electricity production b(l), kWh(t)/kWh(e),
• Relative fuel transport costs transp(l), r.u.,
• Fuel costs cf(l,t), m.u./kWh(t),
• Outage duration for repair FOR(l).

If instead of fuel costs, energy selling price is fixed as EUR/10 kWh (e), then
b(l) = 1, transp(l) = 1.

Sources operational states optimization—statement and method Energy sources
number and structure are changing depending on D-plan and D-step in concurrent
energy source and network optimization process. In order to be able to compare
various D-plans, these must be considered for relevant optimal load distribution
amongst energy sources. Information technology performs such optimization
calculation for all D-plans, in all steps and all operational states. Optimal gener-
ation PL(l,re) is determined for electric power plants links so that total expendi-
tures for fuel in all operational states would be minimal

Cfl tð Þ ¼
X

rem tð Þ

re¼1

X

l2MG

Czfl t; lð Þ ! min; ð8:2Þ

where fuel costs for source l in operational state re are:

Czfl r; lð Þ ¼ Pl l; reð Þ � Tr reð Þ � b lð Þ � transp lð Þ � Cf l; tð Þ: ð8:3Þ

Optimization observes these limitations:

1. Pl(l) B P(n,re) � sk(l) l [ MG,
2. RPl(l) = Psd(re),

where Psd(re) is power system total demand (load) in operational state re.

P(n,re)ns 

nb 

l

Fig. 8.5 Energy source
model
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The flowchart of sources operational state optimization algorithm is shown in
Fig. 8.6, and optimization scheme in Fig 8.7.

Performing flow calculation with altered costs cf or/and Pmax for one or several
electric power plants—the results of Block 2 and Block 3, i.e., sources load, may
vary.

Loads and output mathematical model It is evident that estimation operational
states depend on various factors: e.g., hydropower plant, on water flow and water
reservoir volume; wind power plant, on wind speed and number of windy days per
month; and cogeneration heat plants, on ambient temperature in winter. In order to
obtain flow calculation results that illustrate real situation, mathematical model of
special loads and electric power plants output is required. Loads and outputs must
be correlated and coordinated and these must reflect meteorological conditions
(methodology of load schedules formation is presented in Sect. 8.4.2).

Methodology for electric power plant output schedule formation In order to
obtain coordinated transmission network capacity calculation, the power plant
generation output schedules must be created in the same way as demand load
schedules. Let us review 12 operational states with monthly average outputs
expressed by related units of maximal capacity. Average output is obtained by the
measurement result during long-term period. Time period for all operational states

Cip(l)i 

Cip(l)i 

Psd(re) 

∑Pl(l)i ∑Pl(l)i

i 1 

Fig. 8.7 Optimization
scheme of sources opera-
tional states

For all sources, calculate specific electricity costs 

Cip=Cf(l,t) b(l) transp(l), m.u./kWh 

Classify energy sources in line i=1,2,... in ascending order 
of specific costs Cip(l), i.e., Cip(l)i+1>Cip(l)i for all i Cip(l)i=1=minCip(l)  
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−1i
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Stop 

StartFig. 8.6 The flowchart of
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is 730 h/year. Data about output of electric power plants in the Baltic states are
summarized in Table 8.1.

Figure 8.8 shows data on output annual schedules for these electric power
plants: hydro power plant (HPP) and cogeneration heat plant (CHP).

The load schedules illustrated evidently demonstrate that power plants (both
HPP and CHP) output distribution within a 1-year period is very irregular
(unbalanced).

In the analysis of a particular object, real data on output schedules must be
utilized.

Network calculation operational states Calculation operational states within a
1-year period in Latvian power system transmission network are quite diverse. The
operational states analyzed in the example are given in Table 8.2.

It is obvious that loads of electric power plants are related to calculation
operational states. Possible number of calculation operational states is 15. Output
optimization is performed automatically according to expenditures. The maximal
potential electric power plant capacity in operational state is determined by energy
source (wind, water, heat) resources.

Table 8.1 Data on average monthly output by electric power plants, MW

EPP type Nom. capacity Average relative output by month

1 2 3 4 5 6 7 8 9 10 11 12

CHP 400 1.0 1.0 1.0 0.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0
NPP 300 1.0 1.0 1.0 0.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0
CHP 600 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0
CHP 800 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0
CHP2 390 0.7 0.5 0.4 0.1 0.1 0.2 0.2 0.2 0.2 0.3 0.3 0.3
HPP1 262 0.2 0.3 0.5 0.7 0.3 0.2 0.1 0.1 0.1 0.1 0.2 0.4
HPP2 847 0.2 0.2 0.5 0.8 0.2 0.1 0.1 0.1 0.1 0.1 0.2 0.3
HPP3 402 0.1 0.2 0.4 0.7 0.2 0.1 0.1 0.1 0.1 0.1 0.2 0.3
CHP1 129 0.5 0.4 0.3 0.2 0.1 0.0 0.0 0.0 0.0 0.1 0.3 0.4
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The suggested method can be utilized in research on power engineering systems
with various types of power plants, as well as for investigating the impact of
private electric power plants (disperse generation) on 110 kV network (lines
loading, energy losses, etc.) [1].

8.4.2 Transmission Network Functioning Model

Transmission network functioning determines power flow in changeable scheme of
network where as a result of D-actions realization, new power supply substations
and lines appear. In such conditions, power flow optimization must be done too.
Power flow optimization and power flow calculation in the frame of electric power
system development dynamic optimization task must be performed with high
speed and certain accuracy. This is the main criterion that determines the selection
of functioning model.

Power flow and voltage loss calculation method for multilevel network is
illustrated in Fig. 8.9.

Network model consists of subsystems. One subsystem comprises one voltage
node and line links. Subsystems are interconnected by transformer links. Node
potential calculation is performed gradually by subsystems starting with lower
nominal voltage.

In the process of dynamic optimization in distribution network, voltage quality
must be estimated taking the following into consideration: nodes number with
inadmissible voltage levels, inadmissible voltage loss values, supplementary
resources for voltage regulation, and loads, produced by non-adequate quality
voltage value. Maximal voltage losses are division points. If division points are not
selected optimally, the voltage losses might be much more considerable as

Table 8.2 Calculation operational states

No. of operational state Name Tre, hours/year
P

P
P

Pg

P

Pimp Overload

110 kV 330 kV

1 January 730 1,192 553 639 9 0
2 February 730 1,081 576 505 10 0
3 March 730 1,192 866 325 12 0
4 April 730 934 934 0 12 0
5 May 730 995 392 603 14 1
6 June 730 872 267 604 7 1
7 July 730 946 206 739 11 1
8 August 730 934 185 748 11 1
9 September 730 1,020 215 805 13 1
10 October 730 1,118 357 761 13 1
11 November 730 1,179 558 621 13 1
12 December 730 1,229 645 583 12 1
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compared to the case of optimal point selection. Thus, comparing D-plans with
various substation number and locations, the optimal division points must be
determined for each D-plan. This can be modelled in the following way. Each
voltage level is considered as closed circuit network. The feeding substation
busbars are assumed to be nodes with the fixed voltage level. In such model, nodes
with varied power supply correspond to optimal division points in which there is
maximal DU. Therefore, nodes in network model for power flow calculation can
be classified into feeding centres, load nodes, and generation nodes.

Feeding centres are feeding nodes and lower voltage busbars existing in net-
work transformers.

Node n potential dn is voltage losses from feeding centre up to the node in
related units.

Active power flow in link Plij is calculated by formula (positive flow direction
from initial node i to end node j):

Plij ¼ Yij � di � dj
� �

; ð8:4Þ

where Yij is the conductivity coefficient of link ij.

Yij ¼
U2

Rij þ Xij � tg
: ð8:5Þ

Kirchhoff’s first rule for node n can be expressed as:
X

ij2Vn

aij � Plij þ Pn ¼ 0; ð8:6Þ

where Vn—for node n incident links in total (list); aij —coefficient; aij = 1, if n is
links ij initial node, otherwise aij = -1; Pn —load in node n, observing loads in
transformer links.

Kirchhoff’s second rule for circuit C may be expressed as:

- Feeding centre - Load node 

n 
110 kV

330 kV

750 kV

Calculation 

direction 

Fig. 8.9 Network model for
power flow calculation
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X

ij2C

DUij ¼ 0: ð8:7Þ

Observing expressions 8.4–8.7, a system of linear equations for node potential
di calculation may be written as:

�Y11d1 þ Y12d2 þ � � � þ Y1idi þ � � � þ Y1jdj þ � � � þ Y1mdm ¼ P1

Y21d1 � Y22d2 þ � � � þ Y2idi þ � � � þ Y2jdj þ � � � þ Y2mdm ¼ P2

� � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � �

Yi1d1 þ Yi2d2 þ � � � �Yiidi þ � � � þ Yijdj þ � � � þ Yimdm ¼ Pi

� � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � � �

Ym1d1 þ Ym2d2 þ � � � þ Ymidi þ � � � þ Ymjdj þ � � � �Ymmdm ¼ Pm

;

ð8:8Þ

where Yii—node i self-conductivity coefficient

Yii ¼
X

ij2Vi

Yij

Vi—incident links set for node i.
Consumer load (demand) schedule formation method The loads of transmission

network are determined by 110 kV substation loads. These loads are regularly
measured, thus, it is easy to create load schedule corresponding to monthly average
load. With average load, power and energy losses in electric networks can be
calculated sufficiently precisely. In Table 8.3 and Fig. 8.10, load schedules of
110 kV substations of Latvia are illustrated.

For estimation of network overloading, it is required to perform calculations at
the maximal load. If average load Pm is known, the maximal load can be calculated
by formula:

Table 8.3 Consumer load schedules (P1, P2, …, P5 indicate consumer type according to annual
load schedule)

No. Name Tre, hours/year P1, r.u. P2, r.u. P3, r.u. P4, r.u. P5, r.u.

1 January 730 0.97 1 0.32 0.23 0
2 February 730 0.88 0.88 0.69 0.19 0
3 March 730 0.97 0.87 0.69 0.19 0
4 April 730 0.76 0.65 0.56 0.16 1
5 May 730 0.81 0.62 0.56 0.16 0
6 June 730 0.71 0.55 0.52 0.13 0
7 July 730 0.77 0.58 0.55 0.14 0
8 August 730 0.76 0.58 0.62 0.13 0
9 September 730 0.83 0.64 0.62 0.16 0
10 October 730 0.91 0.77 0.81 0.23 0
11 November 730 0.96 0.86 0.95 0.8 0
12 December 730 1 0.93 1 1 0
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Pmax ¼
Pm � 8760

Tmax

; ð8:9Þ

where Tmax is the maximal load time.
In the integrated power system of the Baltic states, Tmax = 5,000–7,000. It

means that Pmax = Pmk, where k is the load maximum coefficient that is varying
within the interval from 1.3 to 1.7. Performing power flow calculation, it is pos-
sible to take this coefficient into account.
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Chapter 9

The Database

Abstract Information technology database is related to system operating state
database, which stores the latest information about a large technical system.
Development management database data are used in a large technical system
development process for technical analysis, economical analysis, optimization, and
risk analysis. This chapter presents the structure of databases and operations with
them. Development management technology database is divided into object (dif-
ferent large technical systems) databases. Each object database consists of system
element parameters, transmission networks, electrical power plants, and research
task. System elements are modelled according to the accuracy of output data and
requirements of sustainable development management task. This chapter describes
the basic principles of database structure and application Bakin et al.
(

26–28, 1981); Dale et al. ( AH CCCP, 2:126–131, 1979); Krishans
et al. (

21–24, 1986); Seiliger et al. (

2. 1. 125–132, 1975); Sei-
liger et al. (Seminar on Comparison of Models of Planning and Operating Electric
Power Systems (12) 1987)

9.1 Information Flow amongst Database and

Software System for Management of

Sustainable Development

Dynamic management of electric power system sustainable development can only
be realized through special information technologies (IT). The structure of soft-
ware system for management of sustainable development and informative links are
illustrated in Fig. 9.1.

Z. Krishans et al., Dynamic Management of Sustainable Development,
DOI: 10.1007/978-0-85729-062-5_9, � Springer-Verlag London Limited 2011
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The IT under consideration, LDM-TG’08, makes it possible to review five
levels of nominal voltage, e.g., 110, 220, 330, 400, and 750 kV. There is a
database interconnected with an external database in the IT. The main IT blocks
are as follows (see Fig. 9.1):

1. Technical analysis block, where major electrical parameters are calculated,
2. Economic analysis block which performs economic calculations,
3. Optimization block for optimal D-plan selection,
4. Decision-making block, where various forecasts related to load increase,

interest rate, etc. are reviewed.

All blocks are database related. Economic analysis block is connected with
technical analysis block; optimization block with economic analysis block and
decision-making block.

The methods applied in block models depend on nominal voltage.
LDM-TG’08 is able to utilize its database and external database (see Fig. 9.1).

If the external database is not available, the calculation can be performed using
only information technology database. The external database provides possibility
to enhance data accuracy along with saving time for data entry. In this chapter,
database formation and structure are reviewed in detail, but in the forthcoming
chapter, the structure of software system for management of sustainable devel-
opment and its utilization schemes are provided.

9.2 Database Structure and Relevant Operations

External database structure. The external database is designed for data input of
existing network from operational state calculation program. The external database

External database  

Data file Nodes.txt 

Data file Links.txt 

Data file Links (2).txt 

Fig. 9.2 External database
structure

Information 
technology 
database 

Technical analysis block 

Decision making block 

Optimization block 

Economic analysis block 

External 
database 

Fig. 9.1 Programs system
and informative links
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utilization increases data accuracy and reduces the scope of work when creating
new calculation objects of the network. The external database structure is depicted
in Fig. 9.2.

Data on links in the external database differ from data which are utilized in the
IT database, thus, special info model is required that prepares external database
utilization in information technology.

Information technology structure.Module function is to adjust external database
data on lines and loads to network object. Block structure is shown in Fig. 9.3.

Module Data input records external database information in database External

nodes and External links.
Information on respective network object (portion) from the external database

is sent to and stored in these three text files: Nodes1.txt, Links.txt (VAR.txt), and
Links(2).txt.

Module Nodes graphical profile input. Nodes graphical profile input is done
from the IT management window. After connecting to the module, a window
appears where nodes dispositions are marked. From the list, user selects a node and
places it in the scheme, indicating node location with cursor.

To draw external network scheme, all external node locations must be fixed.
The external links appear automatically after initial and end nodes disposition. In
order to perform calculations it is required, with the help of the IT database tools,
to determine locations of feeding nodes and transformers. All calculations can be
performed without load nodes disposition. In such case, the external network will

Data input 

External database  
Nodes graphical input 

Fig. 9.3 Information tech-
nology structure

Fig. 9.4 Latvia’s 110 kV network fragment after all external nodes disposition
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not be available, but still, the results of electrical calculations in the external
network can be filed in the form of a table. Respectively, in order to chart external
network calculation on the scheme it is required to locate load nodes (see Fig. 9.4).

Any external nodes can be interconnected with the IT links (perspective or
existing).

Information technology database structure and operations with it. To facilitate
database formation and calculations, the database is structured into calculation
objects—various systems or one system parts. Calculation objects are stored in
object archive. Object archive structure is shown in Fig. 9.5. Each object i has
structure depicted in Fig. 9.6.

Operations. To work with object archive, the following operations are used:

1. Activate,
2. Attach,
3. Exclude,
4. Copy.

Let us review these operations in more detail.
Activate. This operation enables one to select previously created network object

from network archive to form this object database (if it has not been created yet),
as well as to adjust and supplement database to perform calculations (if the
database is already formed).

Attach. This operation allows one to create data in the archive for new network
object calculation. There are two possible sub-cases:

1. To create absolutely new network object or
2. To attach network object formed before.

Forming new network object, base parameters are formed automatically.
Note that the network, D-actions, and conditions are formed for each object
individually.

Object archive 

Object 1 

Object n 

Object i 

Fig. 9.5 Object archive
structure

External network

Object database 

Parameters

Network

Task

Fig. 9.6 Calculation object
structure
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Exclude. This operation excludes unnecessary network calculation object from
data archive, for example, operational object which has been already utilized for
various D-actions analysis.

Copy. This operation enables copying the previously formed object. Creating a
new operation object, the D-actions comprising one or more archive objects can be
analysed.

9.3 Block Parameter Catalogues: The Significance and

Structure

Parameter catalogues serve as manuals, as well as facilitate working with the data,
reduce operations number, and allow one to standardize and relate to other data-
base. The structure of parameter catalogue is shown in Fig. 9.7.

Parameter catalogues facilitate system development sustainability management
process, setting parameters for links, nodes, and distribution units.

9.4 Block Network: The Structure and Operation

with Network Scheme

The structure of information used in forming network model is depicted in
Fig. 9.8.

Nodes are classified into feeding (B), loading (S), and generator (G) nodes.
Nodes are characterized by information on rated voltage, node designation, and
node type (B, S, and G).

Lines parameters 

Transformers parameters 

Network parameters 

Voltage and current transformers parameters 

Surge arresters parameters 

Switchgear parameters 

Circuit breakers parameters 

Disconnectors parameters 

Busbars parameters 

Relay protection parameters 

PARAMETERS
Fig. 9.7 Structure of block
Parameter catalogues
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Links are classified into lines, transformers, and electric power plant links. Line
links can be of only one type and one mark (see Fig. 9.9).

Information about link length, type, and respective wire mark is recorded
in database Lines. Information about line links supplements database Lines

parameters.
Transformers link connects two various rated voltage nodes (see Fig. 9.10).
Transformer initial node (N-from) must have higher rated voltage. Information

about transformers is recorded in database Transformers.
Electric power plant link connects generator node to load node (see Fig. 9.11).
Electric power plants input window is shown in Fig. 9.14.

9.5 Object Input

Object input and database formation is performed concurrently. Illustration for-
mation must be started with nodes disposition (drawing). The following icons shall
be utilized (depending on nodes type):

NETWORK

Transformers 

Links 

Lines 

Nodes 

Power plants 

Switchgear units 

External nodes 

External links 

Fig. 9.8 Structure of block
Network

l=30km 

AC 3x95

N - from

1

N - to

2
Link = 4 

Fig. 9.9 Lines link design

N - from N - toFig. 9.10 Transformers link
design

N - toN - from

G 2

Fig. 9.11 Electric power
plants link design
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With the cursor on the screen, node disposition is indicated. On the screen,
window Nodes appear where information about nodes must be entered (see
Fig. 9.12).

When input of at least two nodes is done, the links formation can be started.

Simple link is drawn with icon . In links input window, information about

link is entered.

Compound link is drawn with icon . Compound link consists of several

selected breaking points and line segments. First, initial links and end links are
selected. Then links are drawn. Finally, link window information about link is
entered.

If there are equal nominal voltages of initial node and end node of link, line
links input window appears (see Fig. 9.13). If the initial node of link is a generator

Fig. 9.12 Nodes data input
window type (B/L/G base/
loads/generator)
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node then the link in the power plant and electric power plant link input window
appears (see Fig. 9.14).

To input information on switchgear, one must click on an icon and in the

scheme indicate with cursor a node where the switchgear is to be placed (see
Fig. 9.15).

Node code is formed automatically. Switching time per one disconnector must
be entered in units—hours. After that, switchgear must be selected from the cat-
alogue (switchgear scheme appears automatically) as well as critical devices
according to input window.

9.6 Block Task: The Significance and Structure

The block of object database Task (see Fig. 9.6) contains information that is
required to form D-plans, estimate their technical, economic, and ecological cri-
teria and select an optimal D-plan, observing perspective data ambiguous nature
and development of dynamic optimization area.

Fig. 9.13 Lines link input
window. C cable line,
G overhead line, A aerial self-
supporting cable
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To perform the aforementioned functions, system development model is
applied (see Sect. 1.3). The basic notions of the model are as follows: estimation
period, decision-making period, D-step, and D-action.

The essential concept, applying network economic analysis complex is possible
(alternative) D-actions—construction, reconstruction or dismantling of electrical
power plants, lines or substations. D-actions are assigned with capital investments
and network-related elements (elements, which as a result of D-action are included
or excluded from calculation scheme). The user (users group) sets the actions
according to the particular task, experience, etc. The IT actions, assigned by the
user, are utilized as ‘‘bricks’’ for D-plan formation and optimal D-plan synthesis.
The D-actions are electric systems development dynamic optimization task options
(variables). All alternative D-actions set constitute this task optimization area.
Examples of D-actions can be seen in Fig. 9.16.

The D-actions are classified as simple and compound. The compound D-action
is formed from several simple D-actions utilizing logical conditions: ‘‘one from
set’’ and ‘‘after’’.

With the help of generator element, energy saving technologies, as well as
electric energy import from neighbouring power systems can be modelled. Solving
the task concurrently on energy source and network development, annual load and

Fig. 9.14 Electric power
plant link input window
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generation schedule are modelled with several operational states, for example,
winter maximum, winter night maximum, pre-peak operational state of power
system incorporating HPP, when HPP is tripped for operation and others.

The term D-action realization denotes completion of respective object con-
struction, reconstruction, or dismantling (commissioning or decommissioning), but
not the time of construction, reconstruction, or liquidation. In our model it is

Fig. 9.15 Switchgear input
window

2)1)

4)3)

5)

Fig. 9.16 Examples of
D-actions types. 1 Discon-
nection, 2 Switching on,
3 Line construction,
4 Substation construction,
5 Line and substation
construction
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assumed that D-action is realized at the beginning of the first year of D-step. Time
period of construction, reconstruction, or dismantling (liquidation) ends within this
year. This time interval duration is observed when calculating respective D-actions
costs (capital investments). Realizing D-action, calculation scheme is being
changed.

Probable realization period. The beginning of this period is usually determined
by time duration of object construction, reconstruction, or liquidation. In general,
its end coincides with estimation period expiry, but in case of specific conditions
the possible realization period may expire sooner—if, for example, on land site,
where new substation construction is envisaged, other constructions can be initi-
ated prior to calculation period expiry. The structure of block Task is depicted in
Fig. 9.17.

As can be seen from Fig. 9.17, block Task is of complex structure. It comprises
six parts. Let us review these part structures in more detail.

Conditions. Development conditions are information about D-steps (D-step
period is one or more years, load increase, information on repair expenditures,
etc.).

Year D-step start calendar year;
Pi1 Load increase coefficient for Group 1 nodes (Group 1), r.u.;
Pi2 Load increase coefficient for Group 2 nodes (Group 2), r.u.;
Pi3 Load increase coefficient for Group 3 nodes (Group 3), r.u.;
Pi4 Load increase coefficient for Group 4 nodes (Group 4), r.u.;
Pi5 Load increase coefficient for Group 5 nodes (Group 5), r.u.;
Cut1 Code for the first line, which is cut in the last—emergency operational

state (if zero is input, disconnection does not occur);
Cut2 Code for the second line, which is cut in the last emergency operational

state (if zero is input, disconnection does not occur);
Cen Energy price, EUR/kWh;
Cp Capacity maximum price, EUR/kW/per year;
Cnep. Electric energy non-delivery specific costs, EUR/kWh;
Crem. Average costs of one fault clearance, r.u.;
Kmax Admissible capital investments in D-step, TEUR;
Tav Duration of emergency operational state, hours/year.

TASK

Operational states

Conditions

1
st

 type actions 

Logical conditions 

2
nd

 type actions 

Key figures 

Fig. 9.17 Structure of block
Task
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Operational states. Note that number of operational states must not exceed 15!

Reg.No. Operational state index (ordinal number);
Name Operational state name, 10 symbols;
Tre Operational state duration, hours per year;
P1 1st type load with load schedule No. 1, r.u.;
P2 2nd type load with load schedule No. 2, r.u.;
P3 3rd type load with load schedule No. 3, r.u.;
P4 4th type load with load schedule No. 4, r.u.;
P5 5th type load with load schedule No. 5, r.u.

The maximal number of load schedules is five.

P1, P2, P3, P4, and P5 are utilized for nodes formation when load schedule number
must be indicated, namely

P1 is the 1st load schedule number,
P2 is the 2nd load schedule number,
………

P5 is the 5th load schedule number.

If there are electric power plants in the object, the number of operational states
is 12 and duration is 730 hours. If emergency operational state is also reviewed,
the number of operational states is 13.

Key figures. The key figures relate to the entire calculation object (i.e., to all its
elements and D-steps) and may differ for various calculation objects. The key
figures are classified into two groups:

1. Economic indicators (interest rates, incomes, and decision-making period) and
2. Technical indicators (average cos u, applied for calculation of apparent and

reactive power).

Comparing various D-plans (searching for optimal D-plan), the key figures
for all D-plans must be equal. Key figures are changed performing sensitivity
analysis.

The input of key figures only for the first year is utilized in the calculation.
Thus, the input of key figures for the rest of the years is not required.

int % Interest (credit) rate, %;
T decision Decision-making period in years (six years by default);
Disk. % Discount %;
I Cm. % Network maintenance costs inflation %;
I fuel. % Fuel inflation %;
I invest. % Capital investments inflation %;
Incom. Income from electric energy unit sales, EUR/kWh;
cos (f) Consumers average cos u.

126 9 The Database



Logical conditions. Logical conditions are characterized by D-action set. It
determines that none of D-plans and none of D-steps may contain two or more
elements of the set. For example, if several conductors’ trade marks are considered
for the stated line, then only one mark of conductor (wire) may be utilized con-
currently in the line.

The set is attributed as D-action code, A. code, list. Each set is recorded in one
line with no spaces. The maximal number of D-actions is 10 and the maximal
number of sets is 10.

The 1st type D-actions. The 1st type D-actions are modelled for removing
subsistent links and constructing new ones. Removable links may be external links
or information technology links, but new constructed links may only be infor-
mation technology links. Note that for the 1st and 2nd D-actions there is co-
numeration; it must not coincide (Table 9.1).

If the number of links in an action is higher than one, then there will be
recorded as many lines, as links in the D-action; and the second and further lines
are filled up as follows: A.code - repeat, Name - remain blank or write in the
comments on the stated line, further on write information on the next link.

The 2nd type D-actions. The 2nd type D-actions are modelling such complex
D-actions as replacement of wires in the subsistent lines, transformers replace-
ment, and transfer from overhead lines to cables. The 2nd type D-actions may also
be applied if the existing link is an external link (Table 9.2).

Table 9.1 Key figures for the 1st type D-actions

Key figures Symbols in
IT

Index of D-action A. code
Name of D-action, 14 symbols Name
Capital investments (to relevant link), TEUR K
Materials and equipment costs, TEUR Km
Construction and assembling costs, TEUR Kc
Annual allocations for depreciation in % of capital investments p
Annual allocations for maintenance in % of capital investments pu
Maintenance costs—operational and annual costs, in disproportion to capital

investments and irrespective of load (land rent, taxes, incentive levies on
environment protection as well as for repairs in case of emergencies, etc.
depending on the task), TEUR/year

C

Code of links relevant to the D-action L.code
Indication: if construction link is envisaged, the mark ‘‘+’’ is placed; if liquidation

link is envisaged, the mark ‘‘-’’is placed
±

Initial year of D-action probable realization period; if in the stated task D-action
realization is not possible, then it must be fixed as Tinit = 0

Tinit.

End year of D-action possible realization period; if D-action realization end year
coincides with estimation period, then it can be recorded as Tend = 0

Tend

D-action number, prior to which the stated D-action must not be realized (if there is
no such limitation, then it is fixed as after = 0)

after
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Table 9.2 Key figures of the 2nd type D-actions

Key figures Symbols
in IT

Index of D-action A. code
Name of D-action, 14 symbols Name
Capital investments (for relevant link), TEUR K
Materials and equipment costs, TEUR ME
Construction and assembling costs, TEUR CA
Annual allocation for depreciation in % of capital investments p
Annual allocations for maintenance in % of capital investments pu
Maintenance costs—operational and annual costs, in disproportion to capital

investments and irrespective of load (land rent, taxes, incentive levies on
environment protection, as well as for repair in case of emergencies, etc. in
relation to the task), TEUR/year

C

Code of links relevant to the D-action L.Code
A new mark of relevant links (lines or transformer) from the respective catalogue Mark
Initial year of D-action probable realization period; if in the stated task D-action

realization is not possible, then it must be fixed as Tinit = 0
Tinit.

End year of D-action possible realization period; if D-action realization end year
coincides with estimation period, then it can be recorded as Tend = 0

Tend

D-action number, prior to which the stated D-action must not be realized (if there
is no such limitation, then it is fixed as after = 0)

after

Fig. 9.18 Example of the 1st type D-actions formation (for symbols, see Table 9.1) No. index of
D-action
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Let us review 1st type D-actions formation example. In Fig. 9.18 calculation
example is given on 330 and 110 kV network scheme. In the example, two D-
actions are formed.

External nodes are: 4001, 4002, 4003 and 4004
External links are: LN-101, LN-102, LN-103, LN-104 and LN-105
Information technology nodes are: 5 (Ap/st1) and 6 (Ap/st2) (see Fig. 9.18). Node

sub/st1 is feeding node (B type node).

D-action 1. Information technology links include transformer link 6, trans-
former link 7, and 330 kV lines 8 and 9 (see Fig. 9.18). Here, substation 1 is
existing, but substation 2 and 330 kV line 3 are alternatives, the construction of
which would improve power supply reliability and reduce energy losses in 110 kV
network. Figure 9.18 also presents action formation window, 1st type D-actions.
D-actions are recorded in two rows: in the first row new substations are recorded,
but in the second one new 330 kV lines.

D-action 2. D-action 2 is an alternative to D-action 1. In node 6 (sub/st2)
substation is not built, instead, a new 110 kV line 9 between nodes 1 and 4 will be
built. Link 9 is information technology link, connecting two external nodes. The
2nd action is recorded in D-action formation window: 1st type D-actions in the
third row.
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Chapter 10

Software System for Sustainable

Development Management

Abstract LTS sustainable development management IT software system can be
divided into three software complexes: (1) technical analysis complex, (2)
economical analysis complex, and (3) development dynamic optimization
complex. According to these complexes, Chap. 10 is subdivided into tree sections.
Section 10.1 describes (1) formation technique of development state and operating
state, (2) calculation of power flow and voltage, (3) calculation of switchgear
reliability, (4) calculation of transmission network reliability, and (5) calculation
of electric energy annual balance. Section 10.2 describes (1) formation of devel-
opment plan, (2) development plan economic comparison, (3) economic criteria
and their calculation algorithms, (4) sensitivity analysis of development plans.
Section 10.3 describes development dynamic optimization complex’s structure and
functions: used optimization criteria, limitations, methods and algorithms. In the
process of sustainable development management, optimization is performed in
uncertainty condition. Therefore, in optimization complex, optimization result risk
analysis is of great importance.

10.1 Software Complex for Technical Aspects Analysis

10.1.1 Significance of Block Technical Analysis in Sustainable

Development Management Software System

The structure of software system for management of electric power system
sustainable development is represented in Fig. 10.1.

Parameter analysis of the D-plan assigned by user is performed by assessment
software. Optimization software determines an optimal D-plan automatically. Both
assessment and optimization software are widely applied in practice.

Z. Krishans et al., Dynamic Management of Sustainable Development,
DOI: 10.1007/978-0-85729-062-5_10, � Springer-Verlag London Limited 2011
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The IT comprises assessment and optimization software.
Technical aspects analysis software complex arrangement is illustrated in

Fig. 10.2.
As shown in Fig. 10.2, technical analysis block is used in two locations, before

and after optimization block. Besides, technical analysis block is also included in
optimization block.

Technical analysis before optimization block is done to determine bottlenecks
in electric network and form alternative D-actions focused on further development.

Technical analysis after optimization block is done to verify technical param-
eters of the determined D-plan. If technical parameters do not meet the require-
ments, the user forms supplementary D-actions and repeats optimization.
Technical analysis is performed for the D-plan under consideration, D-step t and
operational state re. To facilitate operation for user, the program contains D-plan
formation block.

Menu Development plans is utilized if user is willing to assign comparable
D-plans on his own. If optimization is performed, then in Windows, available in
this selection, up to ten best possible D-plans will be formed. Since admissible
number of D-actions is 30, D-plans formation (or consideration) is classified into
two parts, including 15 D-actions in each (see Fig. 10.3).

In menu window on the left, D-action names from database 1st type D-actions
and 2nd type D-actions are located. Its enumeration may not correspond to
respective enumeration of the database. The main point is its name.

If D-action in the respective D-plan (1, 2,…, 10) is not realized, then it cor-
responds to - - - -, otherwise year of realization is indicated. If indicated year is not
entered into database Conditions, then the nearest least calendar year, which is set
in Conditions, is taken automatically. D-plans themselves differ from realized
D-actions and years of realization. The first and the second D-plans realize one and
the same D-action that means substation A construction, but in various years: the
1st D-plan in 2010 and the 2nd D-plan in 2012.

Technical analysis block 

Optimization block 

Technical analysis block 

Fig. 10.2 Arrangement of
software complex for techni-
cal aspects analysis

Assessment software 

Software system for sustainable development management 

Optimization software 

Technical analysis Economic analysis 

Fig. 10.1 Structure of soft-
ware system
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If for a certain D-plan, all D-actions correspond to - - - -, this D-plan conforms
to existing network scheme. Selecting the existing D-plan, calculation on subsis-
tent network scheme, which is considered as the last from the D-plans is performed
automatically. The maximal number of formatting D-plans is 10.

The structure of technical analysis block is shown in Fig. 10.4.

10.1.2 Flows, Voltages, Loads and Operational State Summary

Indicators (Power Balance, Number of Overloaded Lines)

Entering this sub-menu window, menu of electrical calculation conditions appears
(see Fig. 10.5).

There is a possibility for user of setting his preferred calculation conditions:

1. D-plan,
2. D-step,
3. Operational state,
4. Load coefficient,
5. As well as calculation type:

D-actions:

1 

2 

3 

4 

5 

6 

7 

8 

9 

10

Sub./st. A 

Line AB 

Line AC 

Sub./st. C 

Line CD 

Line CE 

Power station 

 2010   - - - -   - - - -   - - - -    - - - -    - - - -    - - - -    - - - -    - - - -   - - - - 

 2013   - - - -   - - - -   - - - -    - - - -    - - - -    - - - -    - - - -    - - - -   - - - - 

 2020   - - - -   - - - -   - - - -    - - - -    - - - -    - - - -    - - - -    - - - -   - - - - 

 - - - -   2012   - - - -   - - - -    - - - -    - - - -    - - - -    - - - -    - - - -   - - - - 

 - - - -   2015   - - - -   - - - -    - - - -    - - - -    - - - -    - - - -    - - - -   - - - - 

 - - - -   2020   - - - -   - - - -    - - - -    - - - -    - - - -    - - - -    - - - -   - - - - 

 - - - -   - - - -   2015   - - - -    - - - -    - - - -    - - - -    - - - -    - - - -   - - - - 

 - - - -   - - - -   - - - -   - - - -    - - - -    - - - -    - - - -    - - - -    - - - -   - - - - 

 - - - -   - - - -   - - - -   - - - -    - - - -    - - - -    - - - -    - - - -    - - - -   - - - - 

 - - - -   - - - -   - - - -   - - - -    - - - -    - - - -    - - - -    - - - -    - - - -   - - - - 

1       2       3       4       5       6        7       8       9      10

D-plans 

Fig. 10.3 Example of D-plans consideration and formation

Technical analysis 

Switchgear reliability 

Flows, voltages, loads, and power balance 

Energy annual balance 

330, 110 kV network reliability 

Fig. 10.4 Structure of tech-
nical analysis block
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– Only flow calculation,
– Flow calculation for changed generator system operational state if generator

parameters are changed Pnom; cdg;
– Load balance in operational state and overloaded lines number in power

systems.

In the menu, the following is formed by default:

1. First D-plan,
2. First D-step,
3. Annual maximal operational state that, respectively, corresponds to state No. 1,
4. Load changing coefficient equal to 1, if calculation is performed for average

monthly load and is equal to 1.3, if calculation is performed for the maximal load.

The results of flows, voltage losses and load calculations are forwarded to the
scheme or printed in paper format. The results can be obtained for any D-plan in
any D-step in a certain operational state.

The available scheme information contains:

• Name of nodes,
• Voltage losses in nodes (%),
• Loads in nodes (MW),
• Power flows in links (MW),
• Load in links (in related units).

Fig. 10.5 Formation of
electrical calculation
conditions
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Graphically highlighted are those voltage losses in a node that exceed admis-
sible values as well as links whose load is higher than 1.0 and 1.2 (see Fig. 10.7).

10.1.3 Calculation of State with Changed Power Balance

Generation System

If you are willing to perform calculation of a state with changed power balance
generation system, then from information technology management window you
must select Electrical calculations ? Flows, voltages, loads, balance. Entering
this menu, the window of electrical calculation conditions appears (see Fig. 10.6).

In the window, there is automatically formed the following: (1) the first D-plan,
(2) load changes coefficient value for all nodes, equals 1, (3) the first D-step and
(4) the first operational state. Now user can input the desired information such as
(1) D-plan, (2) load changes coefficient value, (3) D-step and (4) operational state.
Additionally, user must mark selection Generation replacement. Approving
selection with OK button, the window of generation parameters appears on the
screen (see Fig. 10.7), where user can change generation parameters for one or
more electric power plants. Approving the selection with OK button, on the screen
appears the window of the results of electrical calculations for the changed
generation system.

Fig. 10.6 Generation
parameter window
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10.1.4 Calculation of Operational State Active Power Balance

To perform operational state active power balance calculation, one must select the
following menu: Electrical calculations ? Flows, voltages, loads, power balance.
Entering this menu, the window of electrical calculation conditions appears (see
Fig. 10.5).

In the window, the following are automatically formed: (1) the first D-plan, (2)
load changes coefficient value for all nodes, equals 1, (3) the first D-step and (4)
the first operational state. Now user can input the desired information such as (1)
D-plan, (2) load changes coefficient value, (3) D-step and (4) operational state.
Additionally, user must mark selection Power balance calculation. Approving the
selection with OK button, on the screen appears the window of operational state
summary indicators (see Fig. 10.7), with calculation results of power balance and
number of overloaded lines.

10.1.5 Analysis of Operational State with Outages

In the process of transmission electric network and generation sustainable devel-
opment management, the essential role is drawn to analyse operational states with
outages.

Fig. 10.7 Structure of oper-
ational state summary
indicators
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Operational states with outages can be modelled in two ways:

1. At annual criteria level,
2. At electrical calculations level.

10.1.5.1 Analysis at Annual Criteria Level

For the analysis, menu Operational states and Conditions must be used. As the
last, we add operational state with disconnected links, usually with maximal load
and not long duration in hours.

In Conditions columns Atsl.1 and/or Atsl.2, the recording of the link number
which is disconnected due to fault or scheduled repair must be done. The maximal
number of coincidentally disconnected lines is 2.

10.1.5.2 Analysis at Electrical Calculations Level

Lines disconnection with icon can be started when the calculation is performed

for required (normal) operational state. After that, with cursor user selects the
lines, which are drafted for disconnection (see Fig. 10.8). The maximal number of
disconnected lines is 10.

Link for disconnection 4 is marked with sign ‘‘ ’’. For review of results in the
window of electrical calculation conditions, the D-step for consideration must be
indicated; besides, any operational state and D-plan can be selected. The results
are illustrated in Fig. 10.9.

10.1.6 Switchgears Reliability

User can calculate switchgears reliability criteria for any D-plan, D-step, switch-
gear and type of device. In order to change switchgear type and/or device type,

Fig. 10.8 Network scheme
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user must press icon and in the scheme with cursor indicate a node where
switchgear is located. The window of switchgear data input then appears on the
screen (see Fig. 9.15). Calculations are performed using menu Electrical calcu-

lations ? Switchgear reliability or icon .
Selecting this menu, the window of switchgear reliability criteria calculation

conditions appears (see Fig. 10.10). Approving selection with OK button, on the
screen appears the calculation results—switchgear reliability criteria (see
Fig. 10.11).

10.1.7 330, 110 kV Network Reliability

330, 110 kV network reliability calculations can be performed by user for any
D-plan in any D-step. For calculation of network reliability, all existing and
anticipated switchgears (may be simplified, without transformers) must be entered.
Calculations are performed using menu Electrical calculations ? 330, 110 kV

network reliability or icon .

Entering this menu, the window of condition selection for 330, 110 kV network
reliability criteria calculation opens (see Fig. 10.12). In this window, these con-
ditions are formed by default: (1) first D-plan, (2) first D-step and (3) load changes

Fig. 10.9 Calculation results
of network with disconnected
link 4

Fig. 10.10 Conditions of
switchgear reliability criteria
calculation
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coefficient value for all nodes, equal to 1. User may also enter input information of
this choice like (1) D-plan, (2) D-step and (3) load changes coefficient. Approving
selection with OK button, on the screen one can see the results—criteria of 330,
110 kV network reliability (see Fig. 10.13).

10.2 Software Complex for Economic Aspects Analysis

10.2.1 Structure of Complex, Components Function

The structure of economic aspects is shown in Fig. 10.14.
The complex of economic analysis consists of three blocks.
Block Development plans comparison analysis calculates technical economic

indicators for all formed D-plans, observing conditions specified in the database.
Blocks Development plans sensitivity analysis and Risk analysis calculate

technical economic indicators for each D-plan, observing various condition fore-
casts, allowing making decisions under information uncertainty conditions.

Fig. 10.11 Switchgear
reliability criteria

Fig. 10.12 Conditions for
330, 110 kV network criteria
calculation
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The functions of the complex are as follows:

1. D-plans formation;
2. D-plans technical analysis;
3. D-plans economic comparison;
4. Decision making under information uncertainty conditions.

The sequence of operation is the following:

1. Formation of D-plans for comparison.
Utilizing development actions, user himself is forming D-plans for comparison.

2. D-plans technical analysis that ensures technical validity of all D-plans within
the entire estimation period.
If required, user creates new D-actions and forms new D-plans to provide
technical validity of all D-plans;

3. Economic criteria calculation for all technically valid D-plans.
The main criterion is total discounted incomes within estimation period:

Cs ¼
X

t¼tm

t¼1

Ct � Inft � dt; ð10:1Þ

where
Cs—total discounted income/expenses
t—D-step

Fig. 10.13 330, 110 kV
network reliability criteria

Economic analysis 

Development plans sensitivity analysis 

Development plans comparison analysis 

Risk analysis 

Fig. 10.14 Structure of
economic analysis complex
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tm–estimation period
Ct—income/expenses in D-step t

Inft—inflation rate in step t

D—discounting coefficient
Income part of Ct considers income from sold energy, but expenses part—service
and maintenance costs, capital investments, losses cost, taxes and penalty function
for non-compliance with technical limitations. In case of unambiguous informa-
tion, user selects the best D-plan according to this criterion.
4. Special analysis in case of information uncertainty.

For technical analysis, direct and iteration flow calculations are applied, as well
as division point optimization methods and electric power plant optimization
methods.
For decision making under information uncertainty, risk analysis and sensitivity
analysis are employed.
Utilization scheme of D-plans analysis and decision making complex In order to
realize the mentioned functions (operations), various blocks are applied.
Utilization sequence of complex utilization is indicated in Fig. 10.15.
Operations with these blocks are performed from information technology main
menu window. The structure of block Technical analysis is represented in
Fig. 10.4, and the structure of block Economic comparison in Fig. 10.16.

Development plans 
analysis and decision 

making sequence 

Plans 
formation 

Technical 

analysis 

Economic 
comparison 

Decision 

making 

1 2 3 4 

Fig. 10.15 Utilization
sequence of D-plans analysis
and decision making complex

Economic comparison 

Optimization plans 

Annual criteria* 

Total criteria* 

Development plans formation 

Annual criteria O** 

Total criteria O** 

Fig. 10.16 Structure of
block Economic comparison;
asterisk for D-plans formed
by user; double asterisks

optimization software for
formed D-plans
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Formation function of block Economic comparison is to enable the user to input
D-plans which he intends to compare using D-actions. The data are entered in
D-plans matrix (see Fig. 10.3).

10.2.2 Block Technical Economic Analysis of Plans Assigned

by User: Calculation Results and Its Output File

Technical economic analysis of D-plans assigned by user is performed on con-
sideration of all assigned D-plans in consecutive order (option Development

plans).
In Fig. 10.17, D-plans formation occurs in block Plans model. All D-steps of

each D-plan are considered starting with the first block Development process

model. At the beginning of each D-step, network scheme is formed, utilizing
D-actions. The core of technical economic analysis block of D-plans assigned by
user is Development step model. In Development step model, power balance

D-plans model 

D-process model 

D-step 
model

i:=1

Start of plan i 

Network scheme, parameters and loads formation 

Flows calculation, verification of 
technical limitations observance 

Annual technical economic criteria calculation 

No 

Yes 

Yes 

No 

t<TM 

Total technical economic criteria 
calculation by t steps 

i:=i=1 

t:=t=1 

i<m 

t:=1

Stop

Start
Fig. 10.17 Flowchart of
D-plans technical economic
analysis. i index (ordinal
number) of D-plan, t current
D-step, TM number of
D-steps, m number of
D-plans
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calculation and verification of technical limitations observance occurs. If technical
limitations are not observed, then fuzzy constraint method (see Chap. 5) is applied
to calculate penalty functions. Further on, in Development step model calculation
of Annual technical economic criteria and Total technical economic criteria is
performed.

As a result of analysis, annual technical economic criteria are calculated for
each D-plan and each D-step. An example of Annual technical economic criteria is
shown in Fig. 10.18.

D-Plans economic analysis is performed with the menus Annual criteria and
Total criteria.

Annual expenses are shown for the first year of each D-step of Fig. 10.18 which
depicts economic and technical criteria in table form. One table contains annual
technical economic indicators for only one of the D-plans; to review other D-plans,
options given under the table must be selected.

In the table of total technical economic criteria (see Fig. 10.19), incomes are
marked with ‘‘+’’ symbol, but expenses with ‘‘-’’ symbol. In the second part of the
table, D-plans comparison with optimal D-plan is provided. Technical validity is

Fig. 10.18 Annual technical economic criteria
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also indicated in the table. ‘‘Valid’’ means that within the entire estimation period
all technical limitations are observed; ‘‘non-valid’’ technical limitations are not
observed. If there are non-valid D-plans, it is required to make technical analysis
and add D-actions, as well as to perform re-optimization.

Note that investment repayment schedule may be reviewed for any D-plan.

10.2.3 Block Plans Sensitivity Analysis

D-Plan sensitivity analysis block enables one to analyze the influence of one
specific factor on D-plans correlative effectiveness under information uncertainty
conditions. Sensitivity analysis block helps to determine the following:

1. Essential and non-essential factors in economic estimation of D-plans,
2. Essential factors boundary values when relative estimation is changed (new

optimal D-plan appears).

D-Plans sensitivity analysis flowchart is shown in Fig. 10.20. D-Plans sensi-
tivity can be analyzed depending on various researchable factors. Researchable
factors are depicted in Fig. 10.21. Let us review in detail, sensitivity analysis with
regard to capital investments. First, let us select the appropriate factor
(see Fig. 10.21).

Fig. 10.19 Total technical economic criteria
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Single-factor 
sensitivity analysis 

Write

Stop 

j:=j+1 
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j:=1

Determine datiq value and adjust calculation 

Block of plans technical economic analysis 

j<10 

No 

Yes 

Fig. 10.20 D-Plans sensitiv-
ity analysis flowchart; j step
of researchable factor datiq
change

Fig. 10.21 Menu for selec-
tion of sensitivity analysis
factors

Fig. 10.22 Menu for selection of capital investments analysis range

10.2 Software Complex for Economic Aspects Analysis 145



Further on, the selected range of factor changes is entered (see Fig. 10.22).
The range is divided into eight equal intervals. In each interval, all criteria

calculation is repeated for each D-plan. The corresponding parameters in the
database are not changed. The result is represented by graphical chart (see
Fig. 10.23), which makes it possible to rapidly estimate specific parameters
uncertainty influence on D-plans selection. It is worth noting that sensitivity
analysis is only relevant for technically valid D-plans.

10.3 Complex of Software for Dynamic Development

Optimization

10.3.1 Functions of Optimization Complex, Optimization

Methods and External Links

The major function of Optimization complex is optimal D-plan selection. Based on
D-actions formed by the user and database information about network object and
its possible development conditions, Optimization complex determines when and
which actions must be realized. As a result of optimization, not only optimal
D-plan is determined, but also competitive D-plans (up to ten D-plans), if there are
such.

In Optimization complex, the OIS method (see Chap. 5) and the maximal effect
function OIS searching method are used (see Chap. 6), elaborated by the Labo-
ratory for Power Systems Mathematical Modelling (PSMM) of Institute of
Physical Energetics.

Optimization criterion is total discounted income within the estimation period
(see formula 10.1). Income part of Ct considers income from sales of energy, but
expenses part includes service and maintenance costs, capital investments, losses
cost, taxes and penalty function. Optimization occurs by observing admissible
transformer and lines loads and admissible voltage losses. For this purpose, fuzzy
constraint method is utilized (penalty functions).
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Fig. 10.23 Results of D-
plans sensitivity analysis
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Optimization complex information links are illustrated in Fig. 10.24.
Optimization results (ten best D-plans) are sent to the database section

Optimization results. Further on this can be processed in Economic analysis block

(see Sect. 10.2), and in case of information uncertainty, also in Risk analysis block

(see Sect. 10.3.3).

10.3.2 Structure of Optimization Block

The structure of Optimization block is represented in Fig. 10.25.
As shown in Fig. 10.25, Optimization block consists of two sub-blocks.

Selecting option Optimization in the menu, sub-menu appears for selection,
Dynamic optimization and Quasidynamic optimization. The functions of
sub-selections are considered below.

10.3.3 Sub-block Dynamic Optimization

Dynamic optimization is performed for a certain decision making period. In each
dynamic optimization step (up to 25 steps), all competitive D-plans are remained
(up to 200). As a result of selection, best D-plans are automatically formed, which
are obtained through optimization (10 D-plans), so both technical and economic
analysis may be performed for these D-plans.

Dynamic optimization task can be formulated as follows: to determine optimal
D-plan opt G, that has the maximal value for criterion

Information 
technology 
database 

Technical analysis block 

Risk analysis block 

Optimization block 

Economic analysis block 

Information technology 

Optimization 
results 

Fig. 10.24 Information links
of optimization complex

Optimization block 

Dynamic optimization Quasidynamic optimization 

Fig. 10.25 Structure of
Optimization block
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Fðopt GÞ ¼ max
G2 Gf g

X

TM

t¼1

Fðt; eðtÞÞ; ð10:2Þ

where
TM—number of D-steps;
G—D-plan;
{G}—set of all possible D-plans;
e(t)—D-state in step t;
g(t,e(t))—objective function part in D-step t

D-plan is described as states sequence like this:

G ¼ e 1ð Þ � e 2ð Þ. . .e t � 1ð Þ � e tð Þ. . .e T � 1ð Þ � e Tð Þ: ð10:3Þ

D-states in step t can be expressed by a set of realized D-actions (see
Fig. 10.26). In Fig. 10.26, the task is reviewed with two D-actions; possible
D-states are:

{0}—none of D-actions is realized;
{1}—1st D-action is realized;
{2}—2nd D-action is realized;
{1,2}—1st and 2nd D-actions are realized
Thus, it must be clarified which D-actions and in which D-step they must be

realized.
Symbol e(t - 1) ( e(t) expresses the meaning that set e(t) contains all set

e(t - 1) D-actions. Possible D-plans set can be illustrated with development
graphic.

Dynamic development optimization software complex can be illustrated with a
flowchart (see Fig. 10.27).

- e(t-1) e(t)- e(t) - E(t)

4 91

1 2 3

1 2 3
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t

Fig. 10.26 Development
graph
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Optimization with the help of dynamic programming is done in the following
way. Optimization is a TM-step process, in which all steps are reviewed in con-
secutive order t = 1, 2,…, TM and in each step, solutions are determined by t steps
(made decisions). The process is not dependent on steps number. Decisions in step
t are obtained from step t - 1 made decisions by applying recursive equation:

f t; eð Þ ¼ F t; eð Þ þ max
e t�1ð Þ�ef g

f t � 1; e t � 1ð Þð Þ: ð10:4Þ

Functional f(t,e) expresses the minimal objective function by t steps to get from
the initial state e = 0 in step t = 0 to state e in step t.

Optimization is performed by OIS method (see Chap. 5) which, as compared to
dynamic programming, allows one to considerably enlarge the number of alter-
native D-actions. According to OIS method, in step t only OIS for step t ? 1 are
searched and stored. OIS set X searching is a multi-step process, the flowchart of
which is shown in Fig. 10.28.

The core of OIS formation block is block State analysis. In this block, D-state
e(t), which is obtained in previous block by merging state e(m - 1) with D-action
j, is analyzed.

Let us consider an example.
Assume that D-actions number is 20, but realized D-actions number is 4;

e(m - 1) = {1,5,8};
if j = 10, then e(t) = {1,5,8,10} with four realized D-actions m(e ? (t));
if j = 5, then e(t) = {1,5,8} with three realized D-actions m(e ? (t)) = m

D-state is non-valid and is not analyzed.

t:=1; ms:=0 

t  :=0 

Determine minimal realized actions number ms in OIS t

Determine optimal and competitive 

D-plans in undo step TM TM-1 … 1

Storing determined development plans 

Stop 

j:=j+1 

Start 

Form OIS set 

T<TM 

t of step t 

D-step 

D-process 

Yes

No 

Fig. 10.27 Dynamic development optimization flowchart
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D-state analysis block performs the following operations:

1. Verification of logical limitations;
2. Power flow, voltage losses and reliability criterion calculation;
3. Objective function part in D-step t calculation;
4. Functional f(t,e) calculation;
5. Verification whether e(t) belongs to OIS.

Let us review the above operations in more detail.
1st operation Major logical limitations are: (a) only one from set ‘‘or’’ (b)

‘‘after’’. Let us review some examples.
Limitation ‘‘or’’ For example, wire cross-section selection for line 3xA50 or

3xA70. Let us assume that 3xA50 corresponds to D-action 8, but 3xA70 to
D-action 10, then D-state e(t) = {1,5,8,10} does not satisfy this limitation as in
this state D-actions 8 and 10 are concurrent, and hence e(t) is not analyzed further.

Limitation ‘‘after’’ For example, D-action 3 corresponds to construction of
substation A, but D-action 10 to transformer replacement in substation A. Then

Form states set E(m-1) with (m-1) realized actions from 

t -1 t  and find in set E(m-1) number of OIS - iM 

Stop 

Start 

State e(t) analysis - forms t, if e(t) t than :=1 

:=0; i:=1 

m:=ms

j:=1 

Form state e(t)=e(m-1)I j 

m(e(t))=m 

j<n 

( =1) and 
(m<n) 

i:=i+1 

j:=j+1 

m:=m+1 

No 

No 

No 
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No 

Cycle by 
D-actions 

Cycle by states 

OIS searching step m 

i<iM 

Fig. 10.28 Flowchart of OIS
formation block. a-mark:
a = 0, in step m not any of
OIS is found; a = 1, in step
m at least one optimal initial
state is found; i D-state
e(m - 1)i index (ordinal
number); j D-action index
(ordinal number); m(e(t))
number of realized D-actions
in D-state e(t)
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D-state e(t) = {1,3,8,11} is valid, but D-state e(t) = {1,5,8,11} is non-valid, as
there is no D-action 3.

2nd operation is the same as technical analysis block (see Sect. 10.1), only in
optimization process; the results for separate D-states are with no output but only
utilized in the 3rd operation for objective function calculation.

3rd operation Objective function component in D-step t for D-state e(t) is
calculated as follows:

g t;e tð Þð Þ¼ CInc t;e tð Þð Þ�CI t;e tð Þð Þ�CO&M t;e tð Þð Þ�CL t;e tð Þð Þ�H t;e tð Þð Þð Þ�ICt �Dt

ð10:5Þ

where
CInc(t,e(t))—income from sales of energy;
CI(t,e(t))—annual expenses on capital investments;
CO&M(t,e(t))—annual, independent of load, maintenance and operation costs;
CL(t,e(t))—losses annual costs;
H(t,e(t))—annual penalty function due to technical limitations non-observance;
ICt—inflation coefficient;
Dt—discounting coefficient
Technical limitations are observed within the entire optimization process.

Specifically, observing admissible voltage losses DUkr and admissible power flows
Plkr we have

H t; e tð Þð Þ ¼ H1 t; e tð Þð Þ þ H2 t; e tð Þð Þ; ð10:6Þ

where

H1 t; e tð Þð Þ ¼
X

i2M

A � P ið Þ � DU ið Þ � DUkrð Þa; ð10:7Þ

H2 t; e tð Þð Þ ¼
X

j2N

B � P jð Þ � Pl kr jð Þð Þb; ð10:8Þ

A, B, a and b are empiric constants, which provide penalty function form, M—set
of nodes with non-admissible voltage losses and N—set of links with non-
admissible flows.

Limitations are also on capital investments in a step if the maximal capital
investments are limited.

4th operation Functional f(t,e) is calculated by formula 10.4.
5th operation The membership of D-state with m realized D-actions e(t,m) in

OIS set is verified with functional maxEf(t,e(t)) value

maxEf t; e tð Þð Þ ¼ max
e t;mð Þ�e t;m�1ð Þ

f t; e t;mð Þð Þ � f t; e t;m� 1ð Þð Þ½ �: ð10:9Þ

D-state e(t,m) belongs to OIS set only if

maxEf t; e tð Þð Þ� 0; ð10:10Þ
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i.e., if functional value reduces.
In case of approximate optimization

max Ef t; e tð Þð Þ� d; ð10:11Þ

where d is the maximal effect function relative boundary value d[ 0.

10.3.4 Sub-block Quasidynamic Optimization

Quasidynamic optimization is approximate dynamic optimization with limited OIS
set (see Sect. 7.2.1). It is assumed that admissible number of initial states in set is
equal to 1. As a result of quasidynamic optimization, only one D-plan is obtained.
Applying quasidynamic optimization, less time is consumed but determination of
optimal D-plan is not provided. In case if optimal D-plan demands considerable
initial capital investments, which are only paid back after a long time, optimal D-
plan in quasidynamic optimization is not obtained.

Quasidynamic optimization block major function is to fast determine optimi-
zation area (alternative D-actions).

10.3.5 Optimization Results Analysis

Optimization results are transferred to output menus Development

plans ? Optimization results. As a result of this selection, realized D-actions and
their realization year appear.

Economic comparison of best D-plans. Best D-plans economic comparison is
performed with menus Development plans ? Optimization results ? Total

criteria, Development plans ? Optimization results ? Total criteria ? Invest-

ments pay-back schedule or with menus Development plans ? Optimization

results ? Annual criteria.
Technical analysis of best D-plans. Best D-plans technical analysis is per-

formed with menus Electrical calculations ? Flows and other related calculations
(see Sect. 10.1), indicating with optimization formed D-plan, plans D-step and
operational state.

10.3.6 Optimization Results and Decision Making Under

Information Uncertainty Conditions

Optimization algorithm under information uncertainty conditions is shown in
Fig. 10.29. Optimization under information uncertainty conditions occurs with
active participation of user (engineer analyst). Before optimization, analyst toge-
ther with expert group must estimate probable information uncertainty range;
possible forecasts must be worked out defining credibility level (weight).
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A forecast with higher credibility level shall be entered in the database. Possible
shorter planning period must be selected. Optimization is going on with database.
Optimization results are as follows: optimal D-plan and competitive D-plans are
input into block Development plans model. After optimization program, go to the
block Technical economic analysis of assigned development plans, operating with
base data and with D-plans selected in optimization. Such operation scheme is also
valid in case of unambiguous information.

In case of uncertain information (there is a set of possible forecasts), it is
necessary to proceed to risk analysis with user participation.

Prior to risk analysis, user can correct the D-plan set determined in optimiza-
tion: exclude non-valid D-plans and add his own D-plans. With such D-plan set,
block Risk analysis is operating. Forecasts are input by user in the process of
analysis. With current forecast and D-plans set from block Development plans

model program, go to the block Technical economic analysis of assigned devel-

opment plans, from which interim results can be obtained. After all forecasts are
reviewed, risk analysis results are output. During risk analysis, D-plans adaptation
is performed (approximate optimization, see Sect. 7.4) for the conditions which are
determined by forecast when optimizing D-plans in adaptation period with
recursive equation 7.14.

In case of necessity, risk analysis can be continued adding supplementary
forecasts. Formation of forecasts can also be started anew again.

10.3.7 Sub-block Risk Analysis

In sub-block Risk analysis, applied methodology is reviewed in Sect. 1.3. Risk
analysis flowchart is shown in Fig. 10.30.

Database 

Object 

2. Database 

Optimization 

results 

4. Risk analysis 

1. Optimization 

3. Technical economic 
analysis 

 

- Software block or database - Information flow 

Fig. 10.29 Optimization
algorithm block-diagram
under information uncertainty
conditions

10.3 Complex of Software for Dynamic Development Optimization 153

http://dx.doi.org/10.1007/978-0-85729-062-5_7#Sec4
http://dx.doi.org/10.1007/978-0-85729-062-5_7#Equ14
http://dx.doi.org/10.1007/978-0-85729-062-5_1#Sec3


Sub-block Risk analysis is able to operate with both user’s formed D-plans (F),
and with optimization software formed D-plans (O), therefore, prior to risk
analysis, it must be indicated to what D-plan set (F or O) it will be applied.
Depending on user intention, it is possible to change designing period too. This
large formation is done prior to cycle entering by forecast. According to our
experience, it is not possible to anticipate all forecasts for consideration, thus,
information technology provides a possibility of terminating formation of forecasts
and renewing it after additional analysis.

Forecast is characterized by:

• Forecast credibility (weight),
• Load increase coefficient by steps,
• Losses price increase coefficient by steps,
• Interest rate in percentage,
• Inflation percentage rate for investments and expenses in network,
• D-actions cost,
• Generation (electric power plants) parameters (power and electricity sales
price).

The risk analysis results are filed in table format (see Table 4.3). It is advisable
to perform analysis only for technically valid D-plans.

Selecting menu Analysis from the main menu, it is possible to access sub-block
Risk analysis (uncertainty). Selection structure is represented in Fig. 10.31.

Development plans sensitivity analysis and Risk analysis calculates technical
economic figures for each D-plan, observing various forecasts of development
conditions, which allowmaking decisions under information uncertainty conditions.

i:=i+1 

Write 

Start 

Selection of plans to be analyzed and project designing period 

i:= 1 

User forms forecast i 

Objective function calculation for all plans 

Forming risk matrix for i forecasts 

i<N 

Stop 

No 

Yes 

Fig. 10.30 Flowchart of risk
analysis; N number of
forecasts
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Development plans sensitivity analysis is discussed in Sect. 10.2.3. During the
analysis, user can operatively change loads, D-actions and losses costs, as well as
interest rate. Performing these changes, it must be taken into consideration that
initial input data will remain in the databases. Changes performed in risk analysis
will only be related to the particular forecast.

Load and losses costs are changed in proportion to attributed data in the
database for each D-step. Due to that, one can:

1. Fast estimate the influence on technical economic results of several parameters
simultaneously,

2. Select the best D-plan by minimal risk in case of information uncertainty.

Start of risk analysis 

Development plans sensitivity analysis 

Risk analysis follow-on 

Uncertainty analysis 
Fig. 10.31 Structure of
Uncertainty analysis block

Fig. 10.32 Forecast forma-
tion: start of Risk analysis
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It is recommended that risk analysis be performed after more valid and
equivalent D-plans are determined; and it must be estimated which of them is the
most optimal considering information uncertainty.

Start of risk analysis means that the program is forming first forecast (if fore-
casts have been already formed, then such are deleted). Risk analysis is continued
when the first forecast is already formed with risk analysis initial stage. In this
way, up to ten forecasts can be formed, which are compared in the summary table.
Either optimization software or D-plans formed by user are analyzed. Risk anal-
ysis formation is illustrated in Figs. 10.32, 10.33, 10.34 and 10.35.

Fig. 10.33 Forecast forma-
tion: Risk analysis follow-on

Fig. 10.34 D-actions costs
shifting window
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Risk analysis results are shown in Fig. 10.36.
Changes can be done for one D-action, for several D-actions or also, in case of

necessity, for all D-actions (see Fig. 10.34). Similarly, generation parameters can
be changed for one or several electric power plants, or, if necessary, for all electric
power plants (see Fig. 10.35).

Figure 10.36 shows risk matrix after calculation of the first forecast. Proceeding
with forecast formation, risk matrix is automatically supplemented.

Fig. 10.35 Generation
parameters replacement menu

Fig. 10.36 Forecast formation: Risk analysis results
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Conclusion

The original methods reviewed in the book are elaborated on the basis of exact
methods integration with using optimized systems development regularities. It is
relevant to application and utilization of accumulated experience and expertise for
reduction of search area. Therefore, the basic principle of artificial intelligence is
applied: by investigating experience available, to draw conclusions, on whose
basis to make decisions how to manage activities. Certainly, the methods
developed according to such principles, are not able to exclude hundred percent of
errors. Although a certain risk exists, these methods are still able to solve tasks
which cannot be solved by other methods. The laboratory paid much attention also
to approximate methods which still give better solutions because much more
factors can be observed.

Part I (Chaps. 1–3) evidently demonstrates that development management is
not a single event that solves all problems for a long time; instead, it is an
uninterrupted multi-step optimization process in which consequences of the
decisions made for today or near perspective must be evaluated for long-term
perspective. The authors believe that this approach is also valid for many and
various systems. Still, it cannot be affirmed that all problems reviewed in Part I
have been investigated for all systems. Research has to be continued on man-
agement criteria, anticipated perspective duration selection, risk analysis methods,
as well as other related aspects.

Part II (Chaps. 4–7) addresses the major methodological and algorithmic
as-pects of the development optimisation (OIS) methods elaborated. The methods
are based on both analytical and experimental research, and on the long-term
practical application experience analysis. In the authors’ opinion the material
discussed in this part can be viewed as an abstract theory for mathematical systems
analysis that is independent of a specific system. Due to that, it can serve as a
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theoretical basis for elaborating information technology for diverse LTS sustain-
able development management. The development process modelling and
optimisation methods proposed in the book can be successfully applied to meet
today’s challenging conditions.

Part III (Chaps. 8–10) illustrates practical application of theoretical methods
in electric power system management. However, it should be noted that informa-
tion technology construction principles reviewed in this part can be applied
di-rectly only to energy power systems. For other large technical systems, the
mate-rial of Part III can serve as a basis for performing a new research aimed at
elaborating appropriate information technologies.

The authors deem that the book will achieve its aim if it gives an impulse to
new ideas for researchers and engineers and helps in solving both practical and
theoretical problems. The issue of LTS sustainable development management can
be evidently attributed to the list of problems that are to be solved to avoid
hazardous or catastrophic consequences of currently made decisions in the future.
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