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1. Introduction 

This project focuses on investigating the application of KDD to explore and discover patterns within the employee dataset. An overview of the research field and the specifics of this particular research are presented below. 
1.1 Background:

The amount of information in the world is estimated to double every 20 month. As a result, large number of scientific, government and corporate information systems are being overwhelmed by a flood of data that are produced and stored routinely, developing into large databases amounting to Giga (and even Tera) bytes of data. These databases comprise potentially highly valuable information, but it is not within the capacity of human beings to analyze massive amounts of data and draw meaningful patterns.

This explosive growth in data and databases has resulted in an acute need for novel techniques and tools that can intelligently and automatically transform the processed data into useful information and knowledge. Consequently, data mining has become a research area with increasing importance.

Data mining has emerged as visible research and development area in the 1990s. It is a promising and an interdisciplinary research area spanning several disciplines such as database systems, machine learning, statistics, and expert systems.
Data mining, which is also referred to as knowledge discovery in databases (KDD), means a process of non-trivial extraction of implicit, previously unknown and potentially useful information (such as knowledge rules, constraints, regularities) from data in databases. There are also many other terms, appearing in some articles and documents, carrying a similar or slightly different meaning, such as knowledge extraction from databases, knowledge extraction, data archeology, data dredging, data analysis, and so on (Chen et al, 1996).

Several typical kinds of knowledge can be discovered through KDD, including association rules, characteristic rules, classification rules, clustering, evolution, and deviation analysis (Chen et al, 1996). 

In the age of information there computers produce huge amount of data beyond our expectation.  Data becomes too large or Complex for Classical or Manual Analysis.  The number of records can be counted in millions or billions. Data in database becomes high dimensional too many fields/features/attributes exist.
High rate of growth through logging or automatic data collection exist, data increase due to variety of technology is available to process it bar code, and scanners, satellites, digital camera, server logs, etc can be mentioned. 

Technology becomes cheap, fast and with much storage capability store data in databases, data warehouses, and digital libraries.

It is not only the quality and quantity of the data; the format available is also another issue to deal with, now a day heterogeneous data sources are available. This is to increase the availability and accessibility of data, and further enhance its utilization according to the interest of different groups.
This explosion brought an overload on individuals and organizations. To minimize the overload to be created and assist human beings on processing of data, variety types of program are developed. 
The data used for this project is above 6000 which directly fits our interest; second the fields it contains are around 29 on human resource management out of which we use around 13 fields. Adapted from:   
        http:// inter.heao.han.nl  / opleidingen / rstnet / rst3 / datasets
1.2 Problem statement: 
This Project addresses study on the given employee data. This system identifies employee’s pattern based on frequent data similarity. It also classifies given employee data to those satisfied on their job and unsatisfied. Three different approaches are followed to tap this information from the given data.
1.3 Rational for choosing this problem:

One of the data mostly handled in database is employee’s data. Organizations retain data of employee’s that are currently enrolled in the organization. 
Maintaining this data enables organization not only decide and mange day to day activities but also observe certain patterns through the life history of the organization especially now a days where data mining can easily extract new and implicit knowledge relevant for further development of the institution. 
This project is designed on the base of these employee’s data which enhance management decision making in relation to employee’s satisfaction on the organization. 
Mangers not only deal on past reports, but also, predictions on the direction of the organization, activities on future bases, strategies on competitors and also retaining their employee’s, because it is the human resource that play crucial role in the organization development and growth. Besides to this it is the human resources which are also dynamic and unstable on the organization people move from the organization to other due to different reasons.   
This project will give a clue to mangers on how to further enrich satisfaction of their employee by studying the data base. 
1.4 Approach to solving the problem:

Data from the employee database is extracted up to 6400 records with 29 fields. The database contains following information. Employee data such as age, address, marital status, income, retire, employee category, job satisfaction, educational level, number of family (reside), and different capital owned by the employee such as computer, car internet and the like. 

Our concentration is on attributes related directly to satisfaction of employee some fields such as address and sex are not considered. Attributes with higher information gain will be selected for classification of employee category.
1.4.1 Specific approaches used:
The first approach is Classification, which is the major task on this project.  One approach on visualizing classification is a decision tree, is a flow-chart-like tree structure, where each internal node denotes a test on an attribute, each branch represents an outcome of the test, and leaf nodes represent classes or class distribution on the given data. By applying this graphical representation we will classify employees in to different groups. The tree uses nominal attributes so some of the attributes are converted from numeric to nominal on the pre processing 

The next approach used is the Bayesian Classifier: This classifier works on the Bayesian probability distribution of the data. The classifier evaluates absolute probabilities of the classes looking at the training data distribution. It also evaluates partial probabilities of the features given classifications. This information is used to classify test data. 
The third approach used is applying the knowledge flow which is a graphical representation of Weka, which performs similar function as the explorer.

The other approach followed on this project is Clustering.  Finding groups of physical or abstract objects such that the objects in a group will be similar (or related) to one another and different from (or unrelated to) the objects in other groups. We will try to cluster data based on their proximity not on predefined class. The clustering approach uses Density Based Clustering Algorithm of Weka. 

1.5 Significance of the project
Decision Support System the one that helps managers solve problem of the organization by analyzing the existing situation and predicting what is expected from them. This project helps managers to view different dimensions of their employees’ on their organizational satisfaction. The result of the project also gives direction towards decision making process on what type of employees should the organization give greater attention. 
1.6 OBJECTIVES

1.6.1 General Objective

The general objective of this project is to investigate the application of data mining techniques particularly the application of classification and clustering employee data set for the purposes of supporting decisions made by managers.
1.6.2 Specific Objectives
To accomplish the above stated general objective, the following specific objectives were formulated.
· To encode the data appropriate for the data mining tool in our case Weka. 

· To identify the problem for the KDD process form the given data  

· To examine and select a target dataset on which discovery is to be performed

· To conduct preprocessing of data including tasks like selecting attributes relevant to the problem domain/goal of the project, removing noise, and handling missing values, 

· To choose a data mining algorithm(s) and selecting method(s) to be employed to find data patterns,

· To apply the data mining tool on the selected data, 

· To look for regularities in the data in terms of segmenting the data and preparing the profile of different groups of employees.     
· To deploy the discovered regularities by documenting and reporting the pertinent discovered regularities 
1.7 THE DATA SET  

The data set for this data-mining project is a 2.43 MB record of 6400 employees. 

The employees’ record has the following attributes:

	Attribute
	Data Type
	Description

	age
	numeric 
	Age in years

	marital
	numeric 
	Marital status

	address
	numeric 
	Years at current address

	income
	numeric 
	Household income in thousands

	inccat
	numeric 
	Income category in thousands

	car
	numeric 
	Price of primary vehicle

	carcat
	numeric 
	Primary vehicle price category

	ed
	numeric 
	Level of education

	employ
	numeric 
	Years with current employer

	retire
	numeric 
	Retired

	empcat
	numeric 
	Years with current employer

	jobsat
	numeric 
	Job satisfaction

	gender
	String
	Gender

	reside
	numeric 
	Number of people in household

	wireless
	numeric 
	Wireless service

	multline
	numeric 
	Multiple lines

	voice
	numeric 
	Voice mail

	pager
	numeric 
	Paging service

	internet
	numeric 
	Internet

	callid
	numeric 
	Caller ID

	callwait
	numeric 
	Call waiting

	owntv
	numeric 
	Owns TV

	ownvcr
	numeric 
	Owns VCR

	owncd
	numeric 
	Owns stereo/CD player

	ownpda
	numeric 
	Owns PDA

	ownpc
	numeric 
	Owns computer

	ownfax
	numeric 
	Owns fax machine

	news
	numeric 
	Newspaper subscription

	response
	numeric 
	Response


The sampled data was saved in an Excel format that is suitable for Weka, which is a tool, selected for this data-mining project then saved as a comma separated file and finally converted to a file format appropriative to Weka file_name.arff given the attributes fields and data.
The above list of the data set includes many records and attributes that are not relevant to the task domain. We have brought them in to interval values and eliminated such fields. We have presented this on the pre processing part of this project.
Pruning is also done on attributes, there are also some attributes that doesn’t contribute for our data mining activity, and these are also discussed later.  Only the following lists of attributes are used for the experiment purpose.
	Attribute
	Data Type
	Description

	age
	numeric 
	Age in years

	marital
	numeric 
	Marital status

	inccat
	numeric 
	Income category in thousands

	carcat
	numeric 
	Primary vehicle price category

	Edu
	numeric 
	Level of education

	retire
	numeric 
	Retired

	empcat
	numeric 
	Years with current employer

	jobsat
	numeric 
	Job satisfaction

	gender
	String
	Gender

	Depn
	numeric 
	Number of people in household

	internet
	numeric 
	Internet

	owntv
	numeric 
	Owns TV

	ownpc
	numeric 
	Owns computer


1.8 METHODS AND MODELS SELECTED

Data mining has much functionality among which classification and clustering of employees are the basic two dimensions used on this project. 
Different attributes are used to see varieties approaches for management evaluation. The result of these attributes is depicted by a decision tree model. The decision tree model is used to built and classify the employees according to whether an employee is satisfied on his work environment or not. What affect employees work satisfaction is the vital investigation of this project.
We also applied Bayesian network for easiest classification and analysis of two attributes. 

1.8.1 Why decision tree?
Being one of the most commonly used data mining technique, it is a technique in which tree shaped structures that represent sets of decisions can be constructed to generate rules for the classification of a dataset. A decision tree is described as a way of representing a series of rules that lead to a class or value. It is a flow-chart like tree structure, where each internal node denotes a test on attribute, each branch represents an outcome of the test, and leaf nodes represent classes or class distribution (Han and Kamber, 2001).

A decision tree is composed of hierarchically arranged nodes, growing from the top most nodes called root node to leaf node. So it can be thought as the tree growing upside down,   splitting the data at each level to form new nodes. The resulting tree comprises of many nodes connected by branches. Nodes that are at the end of branches are called leaf nodes and play a special role when the tree is used for prediction. That means each node in the tree specifies a test of some attribute of the instance, and each branch descending from that node corresponds to one of the possible values for this specific attribute.

The second important view on this project is using of clusters to get previously unpredicted class on employees attitude and relation ship to each other. The clustering analysis is done by on of the Density based clustering algorithms (DBSCAN)
Cluster: is a collection of data objects that are Similar to one another within the same cluster and are Dissimilar to the objects in other clusters. Finding similarities between data according to the characteristics found in the data and grouping similar data objects into clusters requires analysis. 

1.8.2 DBSCAN
Clustering based on density (local cluster criterion), such as density-connected points is used in this project to use the major advantages that can be obtained from this algorithm such as:

· Discover clusters of arbitrary shape

· Handle noise

· One scan

· Need density parameters as termination condition

2. DATA MINING TASKS CONDUCTED

In order to successfully apply data mining techniques to employees’ database, the project members carried out the following tasks:

Identifying the data source

2.1 Preprocessing the data

On preprocessing as a prerequisite to the data mining process, the employees’ data required several data preprocessing tasks including data preparation, selection, cleaning, transformation, reduction, and attribute selection. 
The preprocessing step is provided as follows

2.1.1 Reduced Attributes:
Unnecessary attributes removed from the data set. Originally we have 29 attribute and we reduce it in to 13.the attribute removed are: 
	Attribute
	Data Type
	Description

	address
	numeric 
	 address

	income
	numeric 
	Household income in thousands

	car
	numeric 
	Price of primary vehicle

	employ
	numeric 
	Years with current employer

	wireless
	numeric 
	Wireless service

	multline
	numeric 
	Multiple lines

	voice
	numeric 
	Voice mail

	pager
	numeric 
	Paging service

	callid
	numeric 
	Caller ID

	callwait
	numeric 
	Call waiting

	ownvcr
	numeric 
	Owns VCR

	owncd
	numeric 
	Owns stereo/CD player

	ownpda
	numeric 
	Owns PDA

	ownfax
	numeric 
	Owns fax machine

	news
	numeric 
	Newspaper subscription

	response
	numeric 
	Response


Attributes like income, car and employee are already available in the form of nominal class in the data set.

It is difficult to show satisfaction using the rest of the attributes, so we removed some of the attribute.

 Data Transformation: - some of the attributes are   arranged to classes of the attribute, in equal width. Transformed attributes are Age and Dependency.
Class name age is arranged into high level of abstraction as follows
Young: From 18 – 38;

Middle: From 39 – 59;

Old: From 60 – 80;

Similarly Class name Dependency is arranged as follows. 
Dependency

Less than 4: 0 –3: 
Between 4 and 6: 4 –6: 

Above 6: more than 6: 

Attribute selection and other preprocessing activities are done using Weka and discussed under the experiment part.
2.2 Tool Selection 

There are various data mining tools such as Weka, knowledge studio, Excel miner. We selected Weka to implement the discovery task because it is our first exposure from available software and the second option we have seen is (Excel miner) do not have much efficiency like Weka.
2.2.1Weka 

Weka, a machine-learning algorithm in Java, was adopted for undertaking the experiment. Weka constitutes several machine learning algorithms for solving real-world data mining problems. It is written in Java and runs on almost any platform. The algorithms can either be applied directly to a dataset or called from one's own Java code. Weka is also well suited for developing new machine learning schemes. Weka is open source software issued under the GNU General Public License. It incorporates an association rule learner. Also included there are about ten different methods for classification, clustering, and numeric prediction. In addition to the learning schemes, Weka also comprises several tools that can be used for datasets pre-processing.

3. Experiment and Discussion
The experiment performed using weka is weka explorer and knowledge flow applications. Using weka explorer we have done preprocess, attribute selection, classification (naïveBayesian and decision tree) and clustering and knowledge flow with id3.
3.1 Preprocess 

The experiment begins on analyzing the graphical presentation of the software. 
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The graphical representation of employees based on satisfaction is shown above from 6400 records about 2/3rd are satisfied on their work others do not. The question that follows is that:

What types of employees are satisfied?

What types of employees are unsatisfied?

The next diagram visualizes relation of employees on their satisfaction and our initial point to identify the problem. The ratio of academician increase on dissatisfaction as their academic level increases, why? 
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Also the next diagram shows most youngsters are no satisfied on their job, where as most old ages are satisfied, why is that so?
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The other clear distinction on employees’ satisfaction is their service. Unstable employees are more unsatisfied. Why? 
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To answer the above question and elicit other implicit knowledge, it is better to identify characteristics of employees by using classification.  It is difficult to depict all the above attributes to the decision tree we want for classification so we minimized the attributes as follows. We select information gain attribute, its information is given below.

	Information 

	NAME

weka.attributeSelection.InfoGainAttributeEval

SYNOPSIS

InfoGainAttributeEval :

Evaluates the worth of an attribute by measuring the information gain with respect to the class.

InfoGain (Class, Attribute) = H (Class) – H (Class | Attribute).

OPTIONS

binarizeNumericAttributes -- Just binarize numeric attributes instead of properly discretizing them.

missingMerge -- Distribute counts for missing values. Counts are distributed across other values in proportion to their frequency. Otherwise, missing is treated as a separate value.
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Then the next thing is select the ranker to rank attributes on the gain information
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We submitter the number of attributes to be one less than total attributes to see all rank and determine how many are good .
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From the 13 attributes how many are good for job satisfaction. 
The result of weak given all as a training set is as follows. 

=== Run information ===

Evaluator:    weka.attributeSelection.InfoGainAttributeEval 

Search:       weka.attributeSelection.Ranker -T -1.7976931348623157E308 -N 12

Relation:     employ

Instances:    6400

Attributes:   13

              AGE

              MARITAL

              INCCAT

              CARCAT

              Edu

              RETIRE

              EMPCAT

              JOBSAT

              GENDER

              Depn

              INTERNET

              OWNTV

              OWNPC

Evaluation mode:    evaluate on all training data

=== Attribute Selection on all input data ===

Search Method:


Attribute ranking.

Attribute Evaluator (supervised, Class (nominal): 8 JOBSAT):


Information Gain Ranking Filter

Ranked          attributes:

 0.13189324   7 EMPCAT

 0.06633049   3 INCCAT

 0.06068247   4 CARCAT

 0.04261022   1 AGE

 0.00776291   5 Edu

 0.00397061  13 OWNPC

 0.00375959  10 Depn

 0.00282481  11 INTERNET

 0.00192758   6 RETIRE

 0.00068699  12 OWNTV

 0.00017695   2 MARITAL

 0.00000329   9 GENDER

Selected attributes: 7, 3, 4, 1, 5, 13, 10, 11, 6, 12, 2, 9: 12

	No.
	Attribute 

	1.
	EMPCAT 

	2
	INCCAT 

	3
	CARCAT

	4
	AGE

	5
	Edu

	6
	OWNPC

	7
	Depn

	8
	INTERNET

	9
	RETIRE


3.2 Classification 
After selection of attributes the next step is classifying these employees based on the attributes that contribute more for job satisfaction.

We presented the classification based on naïve Bayesian and decision tree because the naïve Bayesian is good on probabilistic distribution where as the decision tree visualizes all together at once.  

3.2.1 Decision tree 
A decision tree was built using two alternatives. These alternatives are provided by Weka. 

1. Cross fold validation where 90% is used for training and 10% is used for validation

2. Percentage split where 66% is used for training and 34% is used for validation 

In order to minimize the number of nodes we have reduced the number of attributes to eight (EMPCAT, INCCAT,   CARCAT, AGE, Edu, OWNPC, Depn, INTERNET, RETIRE); because while we try it with much number of attributes it is difficult to show the complex analysis of the software and also difficult to summarize property of employees in easiest manner.

Experiment one 
While we apply with all attributes with all 6400 Instances and the test mode: 10-fold cross-validation Weka produces 
Correctly Classified Instances 1530         70.3125 %

Incorrectly Classified Instances 46       29.6875 %

Number of Leaves: 
41

Size of the tree: 
62

With the same number of attributes and data instances and the Test mode:    split 66% train, remainder test, the number of leaves and tree result remains almost the same. 
Experiment Two  

Minimizing the number of attributes from 14 to 9 the software produced the following decision tree. 
 Attributes used:  (EMPCAT, INCCAT,   CARCAT, AGE, Edu, OWNPC, Depn, INTERNET, RETIRE).
Correctly Classified Instances   4578      71.5313 %

Incorrectly Classified Instances 1822      28.4688 %

Number of Leaves: 
22

Size of the tree: 
33
Experiment three 

Finally with six attributes weka further reduce the number of nodes and size of tree is minimized however the accuracy remains almost the same, with little increment.

      Correctly Classified Instances        4583               71.6094 %

      Incorrectly Classified Instances      1817               28.3906 % 

      Number of Leaves:  3

      Size of the tree: 
4 
How ever this doesn’t enable to view detailed knowledge, besides we can not derive many rules from the tree: due to this we try to experiment another option

Experiment four

We selected eight attributes the ration of accuracy increase as well as the tree size is of 29 and 20 leaves
Correctly Classified Instances        4585               71.6406 %

Incorrectly Classified Instances      1815               28.3594 %

Here is the output 

=== Run information ===

Scheme:       weka.classifiers.trees.J48 -C 0.25 -M 2

Relation:     employ

Instances:    6400

Attributes:   8

              AGE

              INCCAT

              CARCAT

              Edu

              EMPCAT

              JOBSAT

              Depn

              OWNPC

Test mode:    10-fold cross-validation

Number of Leaves: 
20

Size of the tree: 
29

Time taken to build model: 0.22 seconds

=== Stratified cross-validation ===

=== Summary ===

Correctly Classified Instances        4585               71.6406 %

Incorrectly Classified Instances      1815               28.3594 %

Kappa statistic                          0.3801

Mean absolute error                      0.385 

Root mean squared error                  0.4402

Relative absolute error                 82.4439 %

Root relative squared error             91.1102 %

Total Number of Instances             6400     

=== Detailed Accuracy By Class ===

TP Rate   FP Rate   Precision   Recall    F-Measure   ROC Area    Class

  0.569     0.196      0.631      0.569     0.598           0.728          -1

  0.804     0.431      0.759     0.804      0.781           0.728           1

=== Confusion Matrix ===

    a         b         <-- classified as

 1352     1025    |    a = -1

  790    3233      |    b = 1

The confusion matrix shows while satisfied employees are classified well on the unsatisfied there is much miss classification 

The decision tree based on the above information is given below 
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                       Fig: Decision tree (trees J48’s selection)

3.2.2 Rules Generated from the Final Decision Tree

From the leaves generated eight ended with a class satisfied and the rest eight with unsatisfied employees, the detail of each class is given below. 

Rule deduced from unsatisfied employees 

RULE #1: 
If employee service is above 15 years, he is satisfied on his work environment 

RULE #2:
If employee service is between 5 to 15 years, he is satisfied on his work environment 

RULE #3:
If employee service is below 5 years and his income is above 75 per day and if his age is young or middle, he is satisfied on his work environment 

RULE#4

If employee service is below years and his income is between 50 and 74 per day and if his educational level not high school complete, he is satisfied on his work environment 

RULE #5:
If employee service is below 5 years and his income is between 50 and 74 per day and if his educational level is high school complete and if number of dependence is between 4 and 6, and if he own a PC then he is satisfied on his work environment 

RULE #6:
If employee service is below 5 years and his income is between 50 and 74 per day and if his educational level is degree graduate and if he own a PC then he is satisfied on his work environment 

RULE #7:
If employee service is between 5 to 15 years and his income is between 50 and 74 per day and if his educational level is masters graduate and if his car is a luxury type and if his age is middle then he is satisfied on his work environment 

Rule deduced from unsatisfied employees 

RULE #1

If employee service is below 5 years and his income is under 25 or between 25 and 49 per day and then, he is unsatisfied on his work environment

RULE #2

If employee service is below 5 years and his income is between 50 and 74 per day and if his educational qualification is high school complete and if the number of dependents under him are less than four then, he is unsatisfied on his work environment

RULE #3

If employee service is below 5 years and his income is between 50 and 74 per day and if his educational qualification is high school complete and if he own PC then, he is unsatisfied on his work environment

RULE #4

If employee service is below 5 years and his income is between 50 and 74 per day and if his educational qualification is diploma graduate then, he is unsatisfied on his work environment

RULE #5
If employee service is below 5 years and his income is between 50 and 74 per day and if his educational qualification is degree graduate and if he own PC then, he is unsatisfied on his work environment

RULE #6
If employee service is below 5 years and his income is between 50 and 74 per day and if his educational qualification is master’s degree and if his car is a standard type then, he is unsatisfied on his work environment

RULE #7
If employee service is below 5 years and his income is between 50 and 74 per day and if his educational qualification is master’s degree and if his car is a luxury type and if he is young then, he is unsatisfied on his work environment

3.3 Bayes Classification 

At this step we use the data set with 8 attributes with which Naïve Bayes achieved 
Correctly Classified Instances        4410               68.9063 %

Incorrectly Classified Instances      1990               31.0938 %

First we look closely into the classification model built by Naïve Bayes and then investigate how the Bayesian network extends it and thus improves the classification accuracy.
== Run information ===

Scheme:       weka.classifiers.bayes.NaiveBayes 

Relation:     employ

Instances:    6400

Attributes:   8

              AGE

              INCCAT

              CARCAT

              Edu

              EMPCAT

              JOBSAT

              Depn

              OWNPC

Test mode:    10-fold cross-validation

=== Classifier model (full training set) ===

Naive Bayes Classifier

Class -1: Prior probability = 0.37

AGE:  Discrete Estimator. Counts =  1372 872 136  (Total = 2380)

INCCAT:  Discrete Estimator. Counts =  667 1066 353 295  (Total = 2381)

CARCAT:  Discrete Estimator. Counts =  989 934 457  (Total = 2380)

Edu:  Discrete Estimator. Counts =  416 680 539 596 151  (Total = 2382)

EMPCAT:  Discrete Estimator. Counts =  1395 749 236  (Total = 2380)

Depn:  Discrete Estimator. Counts =  1732 616 32  (Total = 2380)

OWNPC:  Discrete Estimator. Counts =  1220 1159  (Total = 2379)

Class 1: Prior probability = 0.63

AGE:  Discrete Estimator. Counts =  1337 2203 486  (Total = 4026)

INCCAT:  Discrete Estimator.Counts =509 1324 769 1425(Total= 4027)

CARCAT:  Discrete Estimator. Counts =  854 1343 1829  (Total = 4026)

Edu:  Discrete Estimator.Counts =976 1258 823 761 210(Total= 4028)

EMPCAT:  Discrete Estimator. Counts =  823 1617 1586  (Total = 4026)

Depn:  Discrete Estimator. Counts =  3173 827 26  (Total = 4026)

OWNPC:  Discrete Estimator. Counts =  2371 1654  (Total = 4025)

Time taken to build model: 0.02 seconds

=== Stratified cross-validation ===

=== Summary ===

Correctly Classified Instances        4410               68.9063 %

Incorrectly Classified Instances      1990               31.0938 %

Kappa statistic                          0.3518

Mean absolute error                      0.3448

Root mean squared error                  0.468 

Relative absolute error                 73.8448 %

Root relative squared error             96.8531 %

Total Number of Instances             6400     

=== Detailed Accuracy By Class ===

TP Rate   FP Rate   Precision   Recall  F-Measure   ROC Area  Class

  0.648     0.287      0.572     0.648     0.608      0.742         -1

  0.713     0.352      0.774     0.713     0.742      0.742          1

=== Confusion Matrix ===

    a        b       <-- classified as

 1541    836   |       a = -1

 1154    2869 |       b = 1

Looking at this output two important observations can be made. First, most attributes on class “a” are assigned well than class “b”. Second, the confusion matrix indicates most of the employees on class “b” are not well classified, because almost half of those employees are wrongly classified on “a”

Now, let us apply the Bayesian network classifier to this data set. It’s available in group Bayes under the name BayesNet. Running it with the default parameter setting and 10-fold cross validation produces 68.9% accuracy. Now let us look at the model available in next from the classifier output window.
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Note that this structure of the network makes this model equivalent to the Naïve Bayes classifier. That is, we have the class variable at the root with only prior probabilities and conditional probability tables at the leaves as shown below.
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The distribution shows that the ratio of youngsters on dissatisfaction is more than the other 
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This distribution shows that the more an employee is stable the more he is satisfied. 
To summarize the BayesNet the classifier clearly shows dissatisfaction of employees is more on youngsters and unstable employees. 
3.4 Knowledge flow

We have also applied the knowledge flow with id3 classifier to see weather classification brings the same result or not
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=== Evaluation result ===

Scheme: Id3

Relation: employ-weka.filters.supervised.attribute.AttributeSelection-Eweka.attributeSelection.CfsSubsetEval-Sweka.attributeSelection.BestFirst -D 1 -N 5

Correctly Classified Instances   4222       65.9688 %

Incorrectly Classified Instances  2178      34.0313 %

Kappa statistic                          0.2824

Mean absolute error                      0.4263

Root mean squared error                  0.4621

Relative absolute error                 86.5088 %

Root relative squared error             93.1186 %

Total Number of Instances             6400     

=== Detailed Accuracy By Class ===

TP Rate FP Rate Precision Recall F-Measure  ROC Area  Class

0.831  0.559    0.655     0.831   0.733      0.701    0

0.441  0.169    0.672     0.441   0.532      0.701    1

=== Confusion Matrix ===

    a    b   <-- classified as

 2983  606 |    a = 0

 1572 1239 |    b = 1

3.5 Clustering 
Clustering is the process of grouping the data objects into classes or clusters so that intra-class similarity is maximized while interclass similarity is minimized. The performance of clustering is measured based on its scalability, ability to deal with different attribute types, discovery of clusters with arbitrary shapes, and its ability to deal with noisy data, high dimensionality, and insensitivity to the order of input records. There are various types of clustering algorithms based on the data type available and on particular purpose and application. To name some of them we have partitioning methods (k-means algorithm), Hierarchical methods, Density based clusters, Grid based method and model based methods. We preferred to experiment with DBSCAN which is a density based clustering algorithm that can handle large data size and tolerant to outliers. 
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When job satisfaction is assessed based on EMPCAT(category by years of experience)and Edu(Education level)the result of DBSCAN indicates that most employees with less than 5 years of experience are not satisfied what ever educational level they achieved while almost every employee who served for more than 15 years are satisfied regardless of their educational level.
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When job satisfaction is assessed based on INCCATand Edu almost all employees with income less than 25 are unsatisfied while employees with income higher than 75 are satisfied regardless of their educational status. Employees with educational level less than 12+1 and with income 25 to 45 or 50 to 74 are satisfied.
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When job satisfaction is assessed based on EMPCAT and INCCAT DBSCAN indicates that most employees with less than 5 years of experience and income less than 45 are unsatisfied while those with income above 49 and experience above 15 years are satisfied.
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When job satisfaction is analyzed on the  CARCAT(category of car they derive) and Edu( level of education) DBSCAN algorithm shows that almost every employee with educational  level below 12+2 and who drive luxury car are satisfied. Or it can be inferred that employees with educational level 12 or 12+1 and who drive luxury car are satisfied.

4. Conclusion
In the era of information society huge number of datum are available in different environments. However, data by it self do not make sense and also has little contribution for decision. Data should be organized and represented so that it will be available when required to make decision .Extracting relevant information, patterns and determining the relation ship between data objects can be done when we put data in organized ways. Classification and other data mining functionality can be done on such data. Given a large data set, we can apply WEKA to classify a given data object into predetermined classes so that decision can be made to solve problems.
The objective of this project was to investigate the application of data mining techniques particularly the application of classification and clustering methods for employee data set used for human resource management for the purposes of supporting decisions made by managers.

The model built can tell the probability of an employee classification as satisfied or unsatisfied with 71.6% accuracy when we use decision tree. Therefore, the rules generated can be employed in developing a system that aids managers in such decisions. The model built by using naïve Bayesian net work has result in 68.9% accuracy.  When we see the result of the Knowledge flow it is 65.9 %.
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