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CS 537 – Neural Networks
Quiz 3 Solution 
(Time limit: 12 minutes)

1. (2 points) What is the purpose of momentum in back-propagation learning? Briefly explain how this purpose is achieved. 

The purpose of the momentum term in the BP update rule is to reduce oscillation of the weights and improve the convergence of the algorithm. This is achieved by adding a fraction of the change in weights in the previous iteration to the current change. If the previous and current changes are in the same direction then the net change is larger. If the previous and current changes are in the opposite directions then the net change is reduced. 
2. (2 points) Briefly describe the cross-validation based early stopping criteria for neural network learning. What are its benefits. 
· Divide the training dataset into a estimation and a validation dataset 

· Train the network on the estimation dataset

· After every fixed number of epochs of training, test the network on the validation dataset

· Stop the training when the validation error starts to increase (while the estimation error continues to decrease)

This approach helps prevent overfitting of the network to the training data. In other words, the use of this approach will improve the generalization property of the learned network. 
3. (2 points) State the requirements for a neural network for it to be a universal approximator. 

· Two layer feedforward network with full inter-layer connectivity 

· Hidden layer neurons use a non-constant, bounded, and monotonic activation function (e.g. the logistic function)

· The ouput layer neurons use a linear activation function 

· Sufficient number of neurons in the hidden layer and sufficient training data

4. (4 points) Apply the BP algorithm to find the new weights of a feedforward neural network after applying the input-output pattern ({1, 1}, 0). Assume the network has a single hidden layer with 2 neurons and all weights are initially zero All neurons use the logistic activation function. 

Input, x = [1, 1]; Weights, w = [0, 0] 

Output of the hidden layer

y​1 = φ(0) = 0.5
y2 = φ(0) = 0.5
Output of the output layer, y = φ(0) = 0.5

δ = (d-y)y(1-y) = (0 – 0.5)*0.5*0.5 = -0.125 

New weights for hidden to output layer

w1 = (0.1) δy1 = 0.1*-0.125*0.5 = -0.00625

w2 = (0.1) δy2 = 0.1*-0.125*0.5 = -0.00625

w0 = (0.1) δy0 = 0.1*-0.125*1 = -0.0125

New weights for input to hidden layer

δ1 = δ2 = 0.5(1-0.5)*-0.125*0 = 0 

W = 0 (since delta is zero, so change occurs) 




























































































































































CS 537 (Sp 06-07) – Dr. Asim Karim 

Page 1 of 2
CS 536 (Au 03/04) – Dr. Asim Karim

Page 2 of 1

