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Cyber-Security and Threat Politics

Myriam Dunn Cavelty posits that cyber-threats are definable by their unsubstan-
tiated nature, sharing with other ‘new’, post-Cold War threats an unknowable
quality. Despite this, they have been propelled to the forefront of the political
agenda. Using an innovative theoretical approach, this book examines how,
under what conditions, by whom, for what reasons, and with what impact cyber-
threats have been moved on to the political agenda. In particular, it analyses how
governments have used threat frames, specific interpretive schemata about what
counts as a threat or risk, and how to respond to this threat. The findings point to
a change in the nature and logic of security: the maintenance of ‘business con-
tinuity’ for an individual, corporate, or local actor is often regarded as equal in
importance to national or even international security in the realm of cyber-
threats. By looking at the foundations and formation of these practices from a
security studies angle, this book closes a gap between practical and theoretical
academic approaches. It also contributes to the more general debate about
changing practices of national security and their implications for the inter-
national community.

This book will be of much interest to students of security studies, information
warfare, and International Relations theory.

Myriam Dunn Cavelty is Lecturer and Head of the new risks research unit at
the Center for Security Studies (CSS), ETH Zurich.
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Introduction

We are at risk. Increasingly, America depends on computers. [. . .] Tomorrow’s
terrorist may be able to do more damage with a keyboard than with a bomb.

(National Academy of Sciences 1991: 7)

We did find widespread capability to exploit infrastructure vulnerabilities. The
capability to do harm – particularly through information networks – is real; it is
growing at an alarming rate; and we have little defense against it.

(President’s Commission on Critical Infrastructure Protection 1997: i)

Our nation is at grave risk of a cyberattack that could devastate the national
psyche and economy more broadly than did the 9/11 attacks.

(Statement in a letter sent to President Bush by former White House adviser
Richard Clarke and more than 50 top computer scientists, 

quoted in Fitzpatrick 2003)

The above quotes are exemplary for the tone and timbre of forewarnings con-
cerned with a ‘new’ kind of threat to the national security and to the very
foundations of developed societies. The most frequent label bestowed upon this
phenomenon is that of cyber-threats, a rather vague notion signifying the mali-
cious use of information and communication technologies (ICT) either as a
target or as a tool by a wide range of malevolent actors. This book is about what
I would like to call the ‘cyber-threat story’; the story of how and why cyber-
threats came to be considered one of the quintessential security threats of
modern times in the United States. I focus on the political process that moves
threats onto the political agenda, removes threats from the agenda, or alters the
face of threats on the political agenda – a political process that I label ‘threat
politics’. In particular, this study analyses the use of threat frames: specific
interpretive schemata about what counts as threat or risk, how to respond to this
threat, and who is responsible for dealing with it. Cyber-threat frames reveal a
great deal about the character of the actors involved in the construction of the
threat and also about how security is defined and ultimately practiced in relation
to the threat.

Of course, cyber-threats were not a new phenomenon in the 1990s. Viruses



and worms have been part of the background noise of cyberspace since its earli-
est days. For example, in the 1986 movie War Games, a teenager hacks his way
into the computer that handles command and control for the US nuclear arsenal.
In 1988, the Morris worm brought the ARPANET, the early internet, to a stand-
still. The Cuckoo’s Egg incident, a computer break-in that involved a German
hacker who was attempting to access US computer networks, in particular those
involved with national security, in the mid-1980s raised awareness that foreign
spies had found new ways to obtain highly classified information (Stoll 1989).

In the 1990s, however, the issue took on a new kind of urgency as informa-
tion technology evolved from modest use of mainly stand-alone systems in
closed networks to the development of the internet and other networks and as
access devices multiplied and diversified to include a variety of options for
portable and wireless access. In the mid-1990s, a quantitative change concerning
the threat became apparent: according to most official statistics, the number of
cyber-incidents skyrocketed (see, for example, Computer Emergency Response
Team 2005; ICSA Labs 2003, 2004, 2005; Information Technology Promotion
Agency 2004, 2005). Whether these numbers should be taken at face value is
another question, but even if one is highly sceptical about the usefulness and
truthfulness of such statistics, one can identify a qualitative difference as well as
a quantitative increase in cyber-incidents. This qualitative difference concerns
the perceived gravity of the threat: in the mid-1990s, the issue of cyber-security
gained momentum when it was persuasively linked to both terrorism and critical
infrastructure protection. At times, cyber-threats were even placed at the top of
the list of modern threats in the United States. Speaking at the InfoWar confer-
ence in Washington in 1999, Congressman Curt Weldon (R-Pennsylvania)
reportedly said, ‘in my opinion, neither missile proliferation nor weapons of
mass destruction are as serious as the threat [of cyberterrorism]’ (Poulsen 1999).
In May 2001, Senator Robert Bennett (R-Utah) stated that ‘[attacks against the
US banking system] would devastate the United States more than a nuclear
device let off over a major city’ (Porteus 2001).

Cyber-doom scenarios

To understand these statements, we must be aware of some of the common
cyber-threat scenarios. While scenarios should not be mistaken for reality, they
are designed to assist in the understanding of possible future developments, and
as such, they play a crucial role in the construction of the cyber-threat story.
Imagine the following:

• A truck carrying a huge bomb races towards the main entrance of a city
centre rail station at rush hour, just as a computer whiz hacks into the emer-
gency response telephone network. There is a huge blast. With the commu-
nications system out of action, police and rescue units are paralysed.
Emergency teams lose precious minutes attending to the scene, and the
number of dead and injured climbs.
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• A virus deliberately introduced into the software system of a power station
by a terrorist group triggers a complete power loss that plunges a large part
of three European countries into darkness. About 168 million people are
affected. Power cannot be restored for up to four days in some parts of the
affected region. The outage of traffic lights leads to chaos. Millions of car
drivers are left without fuel, because petrol station pumps run on electricity.
The water supply is seriously compromised; the interruption lasts for days.
Both the telephone network and mobile phones are operating, although ser-
vices are in a critical state. Most Internet providers have to shut down their
servers because they are not able to switch to their diesel-driven backup
generators. The estimated financial loss is about C970 million. A great
number of people die as a result of the power cuts.

• A 12-year-old hacks the system that runs the Roosevelt Dam, near Phoenix,
Arizona, which contains nearly 500 trillion gallons of water. The cities
Mesa and Tempe are downstream, with a combined population of one
million – the child accidentally opens the floodgates: 100,000 people die in
the torrents of the rampant Salt River.

The first story is completely fictitious. The second one is only partly made up
and is inspired by the major blackouts in the United States and Europe in 2003,
which, however, were not caused by a hacker attack (Masera et al. 2006:
99–102). The third story, finally, is partly true. The Washington Post reported on
27 June 2002 that a 12-year-old hacker had broken into the computer system
that controlled the floodgates of the Theodore Roosevelt Dam in Arizona in
1998 (Gellman 2002). True, a hacker did break into the computers of an Arizona
water facility, the Salt River Project, in the Phoenix area. But he was 27, not 12,
and the incident occurred in 1994, not 1998. What actually happened was that a
27-year-old hacker dialled into a server that monitored the water levels of canals
in the Phoenix area. And while clearly trespassing in critical areas, the hacker
never could have had control of any dams, leading investigators to conclude that
no lives or property were ever at risk (Green 2002).

Stories like the semi-fictional dam incident can serve as a metaphor for the
contemporary debate about the vulnerability of networked societies to cyber-
threats. While governments and the media repeatedly distribute information
about cyber-threats, real cyber-attacks resulting in deaths and injuries remain
largely the stuff of Hollywood movies or conspiracy theory. Statements such as
given by Curt Weldon or Robert Bennett do not take into consideration one of
the defining features of cyber-threats: their unsubstantiated nature. In fact, men-
acing scenarios of major disruptive occurrences in the cyber-domain such as the
ones above, triggered by malicious actors, have remained just that – scenarios.
Certainly, it cannot be disputed that cyber-attacks and cyber-incidents are a
costly (and real) problem for the business community and cause minor and occa-
sionally major inconvenience. In the last couple of years, they have likely cost
billions of US dollars in terms of lost intellectual property, maintenance and
repair, lost revenue, and increased security costs (Cashell et al. 2004). Beyond
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their direct impact, cyber-attacks may also reduce public confidence in the
security of internet transactions and e-commerce, damaging corporate reputa-
tions and reducing the efficiency of the economy (Westrin 2001), even though
there is no solid proof for this either.

Fact or fiction?

The point is that all we have seen in the last couple of years suggests that com-
puter network vulnerabilities are an increasingly serious business problem, but
that the threat that they represent to national security has been overstated:
despite the persuasiveness of the threat scenarios, cyber-threats have clearly not
materialised as a ‘real’ national security threat. Moreover, it appears that on the
whole, and measured in terms of the amount of total internet traffic, our modern,
technology-based societies function exceptionally well, and the technological
environment has been surprisingly stable, even though many disruptions with
various strengths, be they accidental or intentional results of human agency,
occur every day (Westrin 2001: 67–8). Thus, one might be inclined to ask
whether we are really headed towards a point where a major, society-threatening
chain reaction of IT-related events become highly likely or even unavoidable, as
some claim (cf. Perrow 1984; Turner and Pidgeon 1997; Tainter 1988; Prothero
2001) – or whether technology rather helps us to evolve towards an increasingly
robust society because complex societies are able to overcome crises more
easily precisely as a result of their complexity and inbuilt redundancies (Homer-
Dixon 2000: 203; LaPorte 1975).

Regardless of the viewpoint taken, there seems to be no straight answer to the
question of how vulnerable our modern societies really are. In fact, experts
widely disagree how likely cyber-doom scenarios are and how serious a threat
they constitute. The majority of official publications are not only very vague
about the actual level of threat but also more generally have to leave cyber-
threats shrouded in a cloud of speculation (Dunn 2007a, 2007b). This is not
helped by poor definitions and careless use of terminology by many government
officials, which has created a tendency to ‘hype’ the issue with rhetorical drama-
tisation and alarmist warnings. In an unhealthy symbiosis with the mass media –
which repeatedly features sensationalist headlines on the topic – this has led to
many writings that are full of words like ‘could’, ‘would’, and ‘maybe’ when
describing the threat (Bendrath 2001: 83).

At the same time, the considerable hype has created a growing counter-
movement of more cautious voices that try to be more specific in their estimates
of the threat (cf. Lewis 2002; Wilson 2003). Many of the more technically edu-
cated political advisors and journalists have written about the practical dif-
ficulties of a serious cyber-attack or the inability of bureaucracies like militaries
or intelligence agencies as well as many terrorist groups to really acquire the
skills needed to become successful hackers (Ingles-le Nobel 1999; Center for the
Study of Terrorism and Irregular Warfare 1999; Green 2002; Shea 2003). Others
even consider the debate to be almost entirely dominated by hidden agendas and
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‘fear-mongering’ and point to the fact that combating cyber-threats has not only
become a highly politicised issue but also a lucrative one: an entire industry has
emerged to grapple with the threat (Smith 1998, 2000; see also Weimann 2004a,
2004b; Bendrath 2001).

Nevertheless, even most sceptics are unwilling to dismiss the threat com-
pletely: the consensus among a large part of this community is that even though
the danger may be exaggerated as the result of manipulation, neither can it be
denied nor can it be ignored (Denning 2000, 2001a), mainly due to the unpre-
dictability and speed of future technological development as well as the dynamic
change of the capabilities of potential adversaries (Technical Analysis Group
2003). Therefore, even though everybody agrees that there have been no truly
threatening incidents so far, experts seem unable to conclude whether cyber-
doom scenarios are fact or fiction, or, if they agree that the threat has not yet
materialised, how long it is likely to remain fiction. This is linked to inherent
characteristics of cyber-threats – characteristics that they share with a whole set
of ‘new’ threats to security. In this reading, cyber-threats are emblematic of new
threats in general, and an analysis of associated threat politics can, within
reason, help to understand the political processes associated with other modern
threats as well.

The construction of ‘new’ threats

During the era of the Cold War, threats were directly linked to military cap-
abilities and arose for the biggest part, from the aggressive intentions of other
actors in the international system to achieve domination over other states.
Underlying this theory is a particular understanding of power as the sum of mili-
tary, economic, technological, diplomatic, and other capabilities at the disposal
of the state (Organski 1968; Singer et al. 1972). This distribution of capabilities,
which is unequal and shifting, defines the relative power of states and predicts
variations in states’ balance of power behaviour. Even though this is a simplistic
world view, the seemingly clear and straightforward parameters of the threat
implied a sense of certainty through calculability.

Following the disintegration of the Soviet Union, a variety of ‘new’ and often
non-military threats were moved onto the security political agendas of many
countries (Buzan et al. 1998). Even though the label ‘new’ is not justified in
most cases – social and economic inequalities, terrorism or ethnic conflicts, to
name just a few, are certainly not creations of the post-Cold War world even
though they might have increased in quantity and scale – many of these threats
are distinctly different from Cold War security threats. The main difference is a
quality of uncertainty about them – uncertainty as to ‘when, who, how, why, and
where’, which is unprecedented (Huysmans 1998a). The reason for this uncer-
tainty is that chief among the new threats on the agenda are those emanating
from non-state actors using non-military means. Any combination of threat
involving either non-military – or asymmetric – means and/or non-state actors
poses significant difficulties for traditional approaches to intelligence collection:
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linking capability to intent works well when malefactors are clearly discernible,
and intelligence agencies can focus collection efforts to determine what cap-
abilities they possess or are trying to acquire (PCCIP 1997: 14; Davis 2002).

But despite the fact that cyber-threats have not (yet) actually materialised, the
ongoing debate creates considerable pressure for decision-makers. Many gov-
ernments have decided to consider the threat to national security to be serious
and consequently, to draft oreven implement a number of steps to counter it
(Wenger et al. 2002; Dunn and Wigert 2004; Abele-Wigert and Dunn 2006).
The debate on cyber-threats is therefore not only about predicting the future, but
also about how to prepare for possible contingencies in the present. As there
have been no major destructive attacks on the cyber-level, decisions have to be
made based on scenarios and assumptions. The various actors involved –
ranging from various government agencies to the technology community – with
their at times highly divergent interests compete with each other ‘by means of
constructed versions of the future’ (Bendrath 2003: 51).

That the concept of national security is shaped by perceptions combining
both real and imagined threats is of course nothing new – but, this realisation
has become more pronounced with the advent of (new) threats that exhibit the
characteristics of risks (Daase et al. 2002; Rasmussen 2001). According to the
tenets of risk sociology, risks are indirect, unintended, uncertain, and are by defi-
nition situated in the future, since they only materialise as real when they
‘happen’ (van Loon 2002: 2). In the case of cyber-threats, we can observe how
such a risk is firmly established, proliferated globally, and maintains a persistent
presence on the national security agenda. Furthermore, not only is the issue on
the security agenda, but governments actually incur considerable expenditures
for countermeasures based on a great deal of uncertainty. These observations
raise fascinating questions for the social scientist and for security studies in
particular. Why and how is a threat that has little or no relation to real-world
occurrences included on the security political agenda of so many countries? Are
there specific characteristics that make it particularly likely to be there? When
there is no experience in the real world, on what basis are countermeasures
drafted? These questions are not primarily geared towards dismantling the
hyperbolical aspects of cyber-threats: that they are hyped is in fact just a side
effect of their nature. Rather, the present investigation aims to analyse the
political mechanisms of threat construction more generally and more
comprehensively.

Cyber-threats in international relations

The topic of cyber-threats is situated at the crossroads between various issues,
including computer studies, information technology, and information revolution
in general, but also security studies, threat construction, or policy design. At the
same time, the discipline of international relations (IR) has been very slow to
come to grips with issues of information technology and communications in
general, and the challenge of the information revolution specifically, while other
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disciplines such as media, communication, or cultural studies have long dis-
covered the issue. Also, previous research on the topic has generally been highly
specific and policy-oriented (see, for example, Arquilla and Ronfeldt 1996;
Alberts and Papp 1997, 2000, 2001), and very few attempts have been made to
apply IR theory in analysing this development (Eriksson and Giacomello 2006;
Giacomello and Eriksson 2007; partly Latham 2003). Research that has focused
particularly on aspects of the construction of information-age security threats is
also little influenced by theory or is mostly outdated (Bendrath 2001, 2003;
Eriksson 2001b; newer: Bendrath et al. 2007).

This book approaches the issue from a security studies angle, understood as a
sub-field of international relations, though it heavily borrows from other disci-
plines at all times. While this approach, and the fact that the analysis of threat
politics is only slowly developing as a field of research in its own right, primar-
ily among scholars in the UK and in Sweden (Eriksson and Noreen 2002; Eriks-
son 2001a, 2001b) makes it difficult to explicitly contribute to an identifiable
scholarly body of literature, my approach increases the scientific ability to
explain aspects of the world: first, there are a lot of unquestioned assumptions in
both expert and official writings about the topic, which will be illuminated and
evaluated; second, although the topic is of such urgency to security policy, it has
received only little scholarly attention so far; and third, there is a possibility to
apply theories designed for some purpose in one literature to solve an existing
problem of a different kind (King et al. 1994: 17).

I take a semi-constructivist stance in this book. Full-fledged constructivists
contend that since the very language we use to describe the world is socially
constructed, there is no ‘objective’ basis for identifying material reality at all.
Subject and object are mutually constitutive, and no description can exist inde-
pendently of the social circumstances under which that description is made
(Berger and Luckmann 1967; Searle 1995; Haas 1992: 3). When conceived in
this way, IR is the mere reflection of discourse and habits, where the word is
power, and the only power is the word (Der Derian and Shapiro 1989; Campbell
1992; Walker 1993). More moderate views with a lingering touch of positivism
– in which tradition the current undertaking is situated – hold that objects of
inquiries can exist independently of the analyst and that although the categories
in which they are identified are socially constructed, consensus about the nature
of the world is possible in the long run (for example Wendt 1992, 1999; Ruggie
1998; Adler and Barnett 1998; Katzenstein 1996).

Even so, I try to incorporate the notion that the manner in which people and
institutions interpret and represent phenomena and structures makes a difference
for the outcomes. Intentions and purposes are understood to be embodied within
the objectified or institutionalised structures of thought and practice (Adler and
Haas 1992: 370; Cox 1992: 135). In other words, the way stakeholders perceive
their environment, including the technological substructure and the con-
sequences that arise from it, influences their actions and reactions. As an
observer of the cyber-threats story, I am forced to examine a historical process
from a high perch. From this meta-theoretical viewpoint, the question of
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whether security in the information age is any different from the security in
other ages cannot really be answered. However, the peculiarities of information
age security are an underlying theme of some significance in the debate, so that I
will venture to leave the high observation point behind at times to speculate
about what distinguishes this epoch from other times.

Analytical framework

In order to analyse the mechanisms behind (information-age) threat politics, I
develop my own analytical framework in the pages that follow. The elusive and
unsubstantiated nature of cyber-threats (and other modern threats for that matter)
means that only an approach rooted in the constructivist mindset with a subject-
ive ontology is suitable for the analysis of this issue. While traditional security
policy research views threat images as given and measurable and assumes that
security policies are responses to an objective increase of threats and risks (Walt
1991), post-positivist approaches focus on how, when, and with what con-
sequences political actors ‘frame’ something – anything – as a security issue,
with a strong emphasis on ‘speech acts’, i.e. political language, and the implica-
tions this has for political agenda-setting and political relations (Wæver 1995;
Buzan et al. 1998; Williams 2003; Reus-Smit 1996).

The basis for the framework used in this book is the ‘Copenhagen School’s’
securitisation approach that focuses on the process of bringing an issue from a
politicised or even non-politicised stage into the security domain and takes into
consideration various factors surrounding the formation of security policy
agendas (Wæver 1995; Buzan et al. 1998). The process of securitisation is seen
as a socially constructed, contextual speech act (Austin 1962; Searle 1969),
meaning that if claims for a special right to use whatever means are necessary to
remedy a particular issue are accepted in the political arena, an issue is success-
fully securitised. This in turn signifies that issues are turned into security matters
not necessarily because a real existential threat exists, but because an issue is
successfully presented and established by key actors in the political arena as
constituting such a threat (Buzan et al. 1998).

In order to study the broader political process of threat politics, I closely
follow the suggestions of a Swedish group of scholars (Eriksson 2001a, 2001b;
Eriksson and Noreen 2002) but at the same time expand their framework. The
fundamentals of the securitisation approach are expanded by adding insights
from framing theory and from agenda-setting theory. Threat framing refers to
the process whereby particular agents develop specific interpretive schemas
about what should be regarded as a threat or risk, how to respond to this threat,
and who is responsible for it. In specific, I analyse why and how cyber-threat
frames change over time. Keeping in mind the virtuality of the threat, I particu-
larly look at how, under what conditions, by whom, for what reasons, and with
what impact cyber-threats are constructed as a threat to national security and
moved onto the security political agenda. Thus, by including the nature of secur-
ity measures drafted in response to an identified threat into the framework, the
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efforts are expanded beyond the mere phase of securitisation. In addition, we
can gain insights into the nature of countermeasures in place to counter cyber-
threats.

Content and structure

In order to be able to recount the story of cyber-threats, some contextualisation
is necessary. Therefore, I look at aspects of the information revolution in
Chapter 1, always taking into account that we are dealing with a concept that is
in constant flux. I then discuss theoretical approaches that deal with security
issues in connection with threat politics in the information age and develop the
explanatory model and framework for analysis in Chapter 2. This framework is
then used to analyse the construction of cyber-threat frames in the United States
in Chapters 3 to 5. The reason for the focus on the United States is mainly
twofold: for one thing, the United States has been the dominant actor in identify-
ing ‘new’ threats in general. Furthermore, the United States is the dominant
actor in IT issues and ‘has been a “sender” of ideas to other states about how to
comprehend IT problems and their solutions’ (Holmgren and Softa 2003: 15).
The United States is also the country with the most activity in this domain,
which allows me to study the threat politics process and countermeasures in a
very detailed manner.

In the analysis of the development of the cyber-threat discourse, the begin-
nings of the cyber-threats debate are located with the Reagan administration,
among whose major concerns was the prevention of what it viewed as damaging
disclosures of classified information as well as the acquisition of ‘sensitive but
unclassified’ information. Subsequent policy efforts can be found in two
domains: the first one is linked to the protection of federal agencies’ computer
data from espionage. This debate was interlinked with the debate on encryption
technology and led to the Computer Security Act of 1987. The second area is
linked to the growing problem of computer crime, which led to the Computer
Abuse Act of 1984/86. In the 1980s and also at the beginning of the 1990s under
the presidency of George H. W. Bush, the main issues were the ‘foreign intelli-
gence threat’ and espionage using computer networks and cyber-crime.

In contrast to the 1980s, the military was a driving force behind the shaping
of the threat perception after 1991: on the one hand, the US military began to
develop the still loosely articulated concept known as information warfare and
moved forward with the integration of advanced intelligence, surveillance, and
reconnaissance systems with stealthy, long-range, precision weapons systems
(Rattray 2001; Mahnken 1995; Molander et al. 1996; Campen et al. 1996). On
the other hand, the advantages of using and disseminating ICT were seen to
imply a disproportional vulnerability. Borders, already porous in many ways in
the real world, seemed non-existent in cyberspace. For the United States, this
meant that the country and its security forces had to oppose a ‘new’ threat that
had had low priority before, and which, so it seemed, made old security political
strategies and architectures obsolete.
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Therefore, while cyber-threats or infrastructure protection had played a minor
role in the overall security strategies of the administrations of both Ronald
Reagan and Bush, they were anchored firmly onto the broader security political
agenda as a ‘new’ threat and gained a prominent role in the national security
strategy during the administration of Bill Clinton. The Oklahoma City bombing
was an important juncture, after which five very powerful ideas were linked
together to form a potent threat frame: asymmetric vulnerability, cyber-threats,
terrorism, infrastructures, and ultimately, during the Bush administration, home-
land security. By interlinking these security issues that were floating around in
the mid-1990s, a very powerful security concept under the collective term ‘crit-
ical infrastructure protection’ was created, a policy issue that subsequently
spread around the world and found its way into the security-policy agendas of
numerous countries (Dunn and Wigert 2004). Following the Oklahoma City
bombing, Clinton set up the President’s Commission on Critical Infrastructure
Protection (PCCIP), led by retired Air Force General Robert Marsh, to safeguard
vital systems such as gas, oil, transportation, water, telecommunications, etc. In
1997, the PCCIP concluded that the security, the economy, the way of life, and
perhaps even the survival of the industrialised world were dependent on the triad
of electric power, communications, and computers. Furthermore, it stressed that
advanced societies rely heavily upon critical infrastructures, which are suscepti-
ble to physical disruptions of the classical type as well as new virtual threats
(PCCIP 1997).

The issue of CIP remained a high priority on the political agenda; the events
of 11 September 2001 merely served to further increase the awareness of vulner-
abilities and the sense of urgency in protecting critical infrastructures (Bush
2001a, 2001b). The attacks of 11 September 2001 did not bring many changes
for the overall strategy. However, while the Clinton administration had viewed
cyber-threats as one of the key dangers of the twenty-first century, the focus
under the Bush administration shifted from cyber-tools and methods back
towards the more physical aspects of terrorism. During the second Bush admin-
istration, the CIP package was integrated with the broader concept of homeland
security, making critical infrastructures, defined as assets whose destruction or
disruption would have a crippling impact on the heart of US society, the prime
object of security. However, while the threat frame as promoted by the PCCIP
remained the same, the attention given to the cyber-threat aspect diminished in
this period.

Even if it is too early to proclaim a new age of security, the security practices
that I analyse point to a change in the nature and especially the logic of security
with considerable consequences. Traditionally, national security has been recog-
nised as the responsibility of the government, relying on the collective efforts of
the military, the foreign-policy establishment, and the intelligence community.
Critical infrastructure protection, however, is imagined as a shared responsibility
that cannot be accomplished by the government alone. The maintenance of
‘business continuity’ for an individual, corporate, or local actor is often regarded
as equally important as national or even international security efforts in the
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realm of cyber-threats. This seems to be a new trend rather than an exception.
By looking at the foundations and formation of these practices, this book con-
tributes to the constructivist research agenda by exploring a new security issue
in terms of threat perception of key actors and the dynamic interaction between
actor constellation, systemic conditions, and institutional settings, and to the
more general debate about changing practices of national security and their
implications for the international community.
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1 The information age and 
cyber-threats
Shifting meanings and interpretations

To be able to tell the cyber-threats story means to understand the context in
which this story takes place. In other words, in order to comprehend cyber-
threats, we need to understand many aspects of the phenomenon called
‘information revolution’. Some observers regard the information revolution as
one major driver of change in the fundamental conditions of international rela-
tions in the last decade (Zacher 1992: 58–9; Castells 1996). Although the excite-
ment about the information age was bigger in the 1990s than nowadays – mainly
because to some degree, the novelty has worn off as the technology has become
more ingrained into our way of living – the seeming dominance and prevalence
of information in many aspects of modern life has caused this age to be labelled
the ‘information age’ (Kushnick 1999).

Indeed, who has not often felt that technology is fundamentally changing our
way of life? Who can escape the ‘suggestive power of virtual technologies’
(Virilio 1995)? We are reminded almost constantly that we live in the informa-
tion age – we communicate through the Internet, we use mobile phones, we get
instant world wide news, we download music and movies, we buy merchandise
online, and we reserve plane tickets and book hotel rooms on the web. Entire
segments of public life, including such diverse sectors as culture, business,
entertainment, and research, seem to have been revolutionised by the new
technology. It is, in fact, very easy to become excited about the transformative
power of new information and communication technologies.

It is common knowledge, however, that the significance of information is not
a unique characteristic of our time, but that it has always been vital to
humankind. It is also commonly understood that throughout history, advances in
scientific–technical fields have repeatedly played a major role in changing
human affairs and that there have been other information and communication
revolutions, all of which significantly shaped history, human activities, and their
institutions (Papp et al. 1997; Deibert 1997; Waldrop 1998; Borgmann 1999;
Hobart and Schiffman 2000; Freeman and Louca 2002). Far too often, however,
technology is seen as an abstract, exogenous variable rather than something that
is inherently endogenous to politics (Herrera 2003, 2007). Indeed, technological
determinism is and has been an alluring temptation, as a look at the past shows:
the conviction that the world is about to enter into a new phase of history is a



near-permanent feature of modern life, mirroring a belief in an unbroken line of
constant progress closely linked to technological development. Europeans began
the twentieth century optimistically, thinking that the railroad and telegraph had
made advanced nations too interdependent to be able to afford armed conflict.
By the middle of the century, it seemed clear that radio, cinema, and mass media
were transforming society as profoundly as steam power and factories had trans-
formed industry in the 1700s (Deutsch 1957). Today, it seems beyond dispute
that humankind has progressed from the agricultural age through the industrial
age to the information age (Toffler 1981; Naisbitt 1982; Rosecrance 1999).

Besides this feeling of novelty and uniqueness, issues connected to the
increasing complexity and rapid rate of change in modern society are often cited
to underscore that the information revolution is fundamentally changing modern
life. However, complexity and change are not at all new to our times but were
already widely discussed in the 1960s and 1970s (LaPorte 1975; Galbraith 1968;
Toffler 1970; Ellul 1964). Then as now, developments in the technical sphere
seemed constantly to outpace the capacity of individuals and social systems to
adapt. And as the rate of technological innovation quickens, it becomes increas-
ingly difficult to predict the range of effects that these innovations will have.
Thus, the notion of technology that is ‘out of control’ and fears of vulnerabilities
due to dependency on technology are recurring themes in political and philo-
sophical thought (Winner 1977, 2004; Feenberg 1991; Kelly 1995; Garreau
2005). Indeed, human mastery of technology seems increasingly incapacitated
by velocity and speed as the increasing dependence on information and commu-
nication technologies (ICT) systems results in a decreasing capacity to under-
stand, represent, and control risk (van Loon 2000: 173). Of course, the issue of
cyber-threats is also linked to technophobia more generally, which is not a new
development either.

What this shows us is that in our analysis, we must be careful not to fall into
the trap of over-interpretation and technological determinism (Smith and Marx
1994) when exploring the characteristics of technology and the implications of
the current information revolution (e.g. Toffler 1980, 1981; Drucker 1989;
Negroponte 1995). Rather, we must strive to see the issue in the appropriate
historical and cultural context, so that prevalent feelings and assumptions may
turn into informed understanding of causes and effects of the latest technological
and policy developments. In order to achieve this, drivers and underlying
assumptions related to the ‘information revolution’ must be scrutinised, while it
is important at the same time to keep in mind that we are looking at concepts
that are constantly changing and evolving. The developments are recent and
ongoing, and difficulties in grasping their true proportions are inevitable,
because we are in the midst of the process ourselves. Furthermore, the implica-
tions are far from straightforward: many observers have pointed out that com-
plexity and change are the two defining characteristics of the information age,
since the present epoch is marked by persistent opposites and derives its order
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from episodic patterns with very contradictory outcomes (Rosenau 1990; CSIS
1996).

The information age: underlying concepts and meanings

The undertaking is complicated by the fact that the ‘information revolution’ is a
very fuzzy concept: the expressions ‘information revolution’ and ‘information
age’, along with the concepts of ‘information society’, ‘information warfare’,
‘cyber-terrorism’, ‘cyberspace’, ‘e-business’, and so on, only entered our vocabu-
lary a few decades ago (Machlup 1962; Solomon 1997; Kushnick 1999; Fisher
2001), but they are now commonplace in the press, political speeches, popular
books, and scholarly journals. There are three essential elements in the semantics
of the information age: ‘information’, ‘cyber’, and ‘digital’, all three of which are
so important that they have become shorthand expressions for the age we live in.
The information-age vocabulary is created by simply placing these prefixes before
familiar words, thus creating a whole arsenal of new expressions, of which the
term ‘cyber-threats’ is of course also an example. The nature of these terms is such
that their meaning has never been precise – nowadays, however, they have been
used so extensively that they can basically mean everything and nothing.

But even though the terms have become mere catchphrases, they are so
ingrained in everyday language that there is no alternative to their use. This situ-
ation confronts scholars dealing with these issues with the need for critical
assessment of both the concepts and the phenomena they describe. But why is
this important, one might ask? This book is about the structuralist idea that lan-
guage creates the reality we perceive (Beedham 2005): to look at concepts and
their use is therefore more than just an intellectual exercise. Though it may
appear far-fetched to some, the imprecision of the vocabulary, which is
simultaneously expressive and constitutive of the cyber-threats debate, has a
significant impact on the political process. Below, I look at the terms ‘informa-
tion’, ‘revolution’, and ‘cyber-’. Further, I address ‘complexity’ as an issue of
key importance in the information age.

Information

If we take the key concept of ‘information’, for example, we can show that this
part of information-age terminology is imprecise, ambiguous, and elusive, often
used to express something greatly intangible, which leaves a lot of room for
interpretation and makes speakers’ use and understanding of these terms greatly
dependent on their viewpoint and on their audience. The term ‘information’ has
a variety of different meanings for different academic disciplines. For the com-
munication engineer, information is often nothing more than an organised set of
data, a quantity measured in bits and defined in terms of the probabilities of
occurrence of symbols (Shannon and Weaver 1949); but for social scientists, it
has at least minimal semantic content or meaning (Webster 1995, 1997). In the
context of the social sciences, information derives from phenomena. ‘Phenom-
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ena’, ‘observable facts’, ‘events’, or ‘stimuli’ are words that describe everything
that happens around us in any medium or form. To become information, they
must be observed and analysed by a cognizant receiver.

Information thus is the product of two factors: perceived phenomena or data
and the instructions or mechanisms required to interpret that data and give it
meaning (United States Air Force 1995). However, information by itself usually
has no value: it is a raw material that gains value if further processed in specific
ways and if meaning and a certain quality are attached to it. The potential of
information for transformation into knowledge, which is explained and under-
stood information, or even wisdom, the effective application of this knowledge,
makes it such an immensely precious resource (Waltz 1998). Therefore,
information can be understood as an abstraction of phenomena, a result of our
perceptions and interpretations, regardless of the means by which it is gathered.
Information is defined to a large extent by the minds and by the cultural context
of the people who behold it (Borgmann 1999). This makes information a very
abstract, elusive, and context-dependent concept, creating both theoretical and
practical problems for the issue of information-age security.

For one thing, information is intangible, meaning that it exists independently
of any physical object that carries it. Therefore, information cannot be ‘impris-
oned’ and is easily copied, modified, destroyed, or stolen, usually without
leaving any traces (Näf 2001). If information is recorded electronically and is
available on networked computers, it is more vulnerable than if the same
information is printed on paper and locked in a file cabinet (Dekker 1997). One
key to this development is digitalisation: a digital system is one that uses dis-
crete values that represent on/off states, like the binary code used in modern
electronics and computing, rather than a continuous spectrum of values. Digitali-
sation means the transition from the storage of information on fixed material
objects dedicated to specific purposes, such as books, phonograph, or film, to the
storage of all information in a binary digital format, which can be readily stored
on a variety of media. Digital technology is the key to the development of
advanced information infrastructures and services, because it facilitates easy
movement of the digital information between media and therefore also makes it
easier to access or distribute it remotely.

Revolution

The use of the term ‘revolution’ is also indicative of the debate. A revolution is
usually understood as a sudden, radical, or complete change. It is a common per-
ception that indeed the changes and developments all around us are rapid
enough to be called sudden, radical, or fundamental. A closer look reveals that
these transformations are less sudden, violent, and fast, however, being more of
a gradual process with neither clear beginning nor foreseeable end, which makes
the application of the term ‘revolution’ in its restricted sense somewhat ques-
tionable. The word ‘evolution’ would seem much more appropriate for the
gradual adjustment and the non-linear nature of the development. Nevertheless,
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in the context of scientific–technical transformation, the term ‘revolution’ has
been used less strictly (Henry and Peartree 1998a: 1–9): it is also defined to
include concepts that can be applied to our case, for example, a ‘fundamental
change in the way of thinking about or visualizing something: a change of theo-
rems’ or, even more aptly, as a ‘changeover in use or preference especially in
technology’ (Merriam-Webster Dictionary). Even so, the term ‘revolution’ is
mostly used in the first sense, giving expression to the common cyber-
enthusiasm to which it is so easy to succumb, and a manifestation of the tend-
ency to call everything that is related to the ‘information revolution’ ‘new’ and
to see it as radically different from what came before.

The cyber-prefix

This brings us to another important issue, linked to the term that I have also
freely used to construct a particular terminology: the prefix ‘cyber-’, which is
derived from the word ‘cybernetics’ and has acquired the general meaning of
‘through the use of a computer’. Cybernetics is a theory of the communication
and the control of regulatory feedback that studies communication and control in
living beings and in the machines built by humans (established by Wiener 1948;
Ashby 1956) and is the precursor of complexity thinking in the investigation of
dynamic systems, using feedback and control concepts. The morpheme ‘cyber-’,
even though it nowadays seems to have lost the direct link to its origins, is still
inextricably linked to systemic thinking. The notion of ‘systems’ is absolutely
central in the context of cyber-threats and has several practical and theoretical
ramifications for how the issue is approached.

The rise of cybernetics in the 1940s was the culminating fusion of several
conceptual themes and threads of work, some of which reached back for cen-
turies. However, a short excursion into the history of ideas shows us that the
rediscovery of ‘systems’ as an analytical concept is a rather recent development
(Smith et al. 1996). One explanation for the reappearance of the system para-
digm is that the mechanistic scheme of isolable causal chains proved insufficient
to deal with theoretical problems in science and practical problems posed by
modern technology. The onset of the technological society and the complexity
of modern technology forced scientists to deal with complexities in all fields of
knowledge, including social sciences (Bertalanffy 1968; Axelrod 1997; LaPorte
1975). The feasibility of the systems approach resulted from various new theo-
retical, epistemological, and mathematical developments and was furthered by
increasing automation, computers, and self-controlling machines (Wiener 1948;
Beer 2004).

Since then, systems have been analysed by almost every academic discipline
because they seem to materialise everywhere, once we start looking. The notion
of system is thus at the same time one of the most pervasive and one of the least
well-defined concepts in modern intellectual thought (Casti 1979: 1). In general,
‘system’ is an abstract concept, the meaning of which is largely context-
dependent. It is a model of general nature, a conceptual analogue of certain uni-
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versal traits of observed entities that usually involves a high degree of generality
or abstraction (Bertalanffy 1975: 159). Very simply put, a system is a set of
mutually dependent components or variables. More precisely, each component
in the system is interrelated with every other component in the set and also inter-
acts with the system environment within the system’s boundaries to function as
a whole in order to perform a task. The different connotations of a system are
created by designating different values or categories for the variables (Bowker
1993). In the engineering disciplines, for example, the term is often applied to an
assembly of mechanical or electronic components that function together as a
unit. In computing, it describes a set of computer components, an assembly of
computer hardware, software, and peripherals, functioning together (Armstrong
and Sage 1999). Probably, the most important issue in this connection is that
systems are closely associated with notions of complexity.

Complexity

It is an uncontested assumption that complex problems are on the rise in and due
to the information age. One possible explanation for complexity in the technical
world can be found in the combination of two laws of technical innovation,
namely Moore’s Law and Metcalfe’s Law, which are widely credited as having
provided the stimulus that has driven the stunning growth of Internet connectiv-
ity (Moore 1965; Metcalfe 1995; Downes et al. 1998):

• Moore’s Law states that the number of transistors per square inch on integ-
rated circuits will double approximately every 18 months, which means that
computing power rises exponentially over time.

• Metcalfe’s Law states that the value of a communication system grows as
the square of the number of users of the system, which implies an increasing
number of networks, nodes, and links.

At least since the development of Shannon and Weaver’s (1949) information
theory, formal, semi-formal, or informal notions of ‘complexity’ have been used
to express properties of objects and processes in a variety of fields (Biggiero
2001). Despite or maybe because of the diversity of scientific efforts involved in
this work, little agreement has been reached on what, precisely, complexity
entails, or how a general notion of complexity may be systematically applied to
various fields of research (Çambel 1992; Butts 2001: xi).

According to one simple but straightforward definition, complexity is the sum
of interdependencies plus change (cf. Gomez 2001: 151). This means that com-
plexity in information infrastructure systems is increasing, as an exponential
technological development leads to change and brings forth an increasing
number of networks, nodes, and links to growing interdependencies. In addition,
the complexity of these systems grows with the extension of the geographical
reach and the expansion of the services provided, the introduction of new com-
ponents with richer functionality using diverse technologies, and the layering of
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systems over systems (Kyriakopoulos and Wilikens 2000; Masera and Wilikens
2001).

Mainly as a consequence of their interactions with the information infrastruc-
ture, the critical infrastructures are being composed into networks-of-networks
of varying sizes. Three main, interrelated trends affect these infrastructures: 1)
their increasing complexity, with an acceleration that reflects the general evolu-
tion of technology; 2) their interconnectedness, put into practice at different
layers: organizational, procedural, informational, and material; and 3) a growing
reliance on ICT, both for internal use and for interaction with external systems
(Masera and Wilikens 2001). Therefore, infrastructures are complex and interde-
pendent systems, and their interaction with the surrounding, pre-existing tech-
nical and social environments is not fully controllable.

System complexity has two immediate consequences for our topic. First, a
well-known theory claims that technological systems that are interactively
complex and tightly coupled will be struck by accidents that cannot be pre-
vented. Because of the inherent complexity, independent failures will interact in
ways that can neither be foreseen by designers nor comprehended by operators.
If the system is also tightly coupled, the failures will rapidly escalate beyond
control before anyone understands what is happening and is able to intervene
(Perrow 1984; Turner and Pidgeon 1997). This overall pessimistic perspective
on accidents and the limited possibilities of preventing them and coping with
them resonates in much of the cyber-threats debate. Second, the dynamic inter-
actions of complex, decentralized, open, unbounded (technical) systems means
that our abilities to articulate and evaluate the problem will be overtaxed, thus
creating a practical challenge for those involved in drafting security measures.
As Forrester (1961) showed in the early 1960s, complex systems behave
counter-intuitively due to parallel occurrences happening at different speeds,
irregularities, and non-linear cause/effect relationships, meaning that the human
brain is unable to ‘read’ these systems correctly.

Moreover, the uncertainty resulting from complexity and the overtaxing of
our abilities is seen as a decisive factor. Ambiguity about the nature of threats
leads to ‘national-security uncertainty’ and incoherence in the shaping of policy
issues (Goldman 2001). Specifically, if the cues provided by the international
environment are uncertain, ambiguous, and too complex, they render traditional
planning assumptions and standard procedures obsolete. In the face of uncer-
tainty and complexity, decision-makers increasingly rely on the know-how of
specific expert groups.

However, as previously mentioned, I contend in this book that individuals do
not respond directly to objective reality, if such a thing exists, but through
socially constructed frameworks of thought. In theoretical terms, this means that
perceptions of complexity on the part of decision-makers will influence the
threat perception of key actors. But I also argue that there are some hard facts
grounded in real-life experiences when it comes to the information infrastructure
and what we can do with it. In fact, all actions in cyberspace are predetermined
by the way systems function have been programmed to behave. If you hack into
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a computer, you can only do this because the system has been programmed
(albeit unintentionally) to allow you to access it, to enter a password, or to
exploit a buffer overflow.

Cyber-threats: the networked global information
infrastructure as weapon or as target

As outlined above, information is an abstraction of phenomena and is therefore
distinct from technology. In contrast, however, what one can do with informa-
tion, and especially how fast one can do it, is greatly dependent on technology.
This means that technologies are lending this current revolution its defining
characteristics and singularities. And because cyber-threats are the result of
malicious use of the (global) information infrastructure, the (current and future)
characteristics of the technological environment have a considerable impact on
the perception of the threat. The features of the tools of the information revolu-
tion, often subsumed under the heading of ICT, are an important part of the
cyber-threats story. In addition to the future aspects, there is also a historical
dimension to be considered: the technological substructure has constantly been
changing, and its characteristics have influenced the perception of the threat, as
we will show below.

What is it, then, that distinctly characterises the phenomenon? This question
is best answered by pointing out the increased speed, greater capacity, and
enhanced flexibility with which data can be gathered, processed, and transmitted
today. This significantly enhances humankind’s ability to communicate, utilize
information, and overcome earlier obstacles to communication in terms of dis-
tance, time, and location. Eight of the most important technologies of the current
scientific–technical revolution are as follows: advanced computing, networking,
and semiconductors; cellular/wireless technology; digital transmission/compres-
sion; fibre optics; improved human–computer interaction; and satellite techno-
logy (Alberts et al. 1997; Hundley et al. 2000).

The marriage, especially of computers and telecommunications, the integra-
tion of these technologies into a multimedia system of communication that has
global reach, and their availability world wide and at low cost has brought about
a fundamental transformation in the way humans communicate and thus interact.
A secondary impact of the revolution is the heightened interest in, and exploding
demand of, these technologies, resulting from, but also leading to, factors such
as falling costs, increased availability, greater utility, and ease of use of these
tools. This has led to an immense proliferation of ICT, occurring unevenly but
steadily throughout organizations, societies, and between international actors. A
return to the ways of before is all but impossible: societies in developed coun-
tries already rely heavily on these technologies, not only for storage of informa-
tion but also for processing, with the aim of letting these technologies perform
more and more demanding tasks.
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The nature of incidents

Even though the historical dimension has to be taken into account and even
though the tools have changed, the nature of incidents has remained more or less
constant. Events that could potentially damage the information infrastructure can
be categorised as ‘failures’, ‘accidents’, and ‘attacks’, even though these cat-
egories of events are not necessarily mutually exclusive or even easily distin-
guishable (Ellison et al. 1997; Avizienis et al. 2000; OCIPEP 2003). Failures are
caused by deficiencies in the system or in an external element on which the
system depends; they may be due to software design errors, hardware degrada-
tion, human error, or corrupted data. Accidents, on the other hand, include the
entire range of randomly occurring and potentially damaging events, such as
natural disasters. Usually, accidents are externally generated events (i.e. from
outside the system), whereas failures are internally generated events. Finally,
attacks are orchestrated by an adversary. This category, even though not
necessarily the most prominent one, is of prime importance in the cyber-threats
debate.

In practice, it is often difficult to determine whether a particular detrimental
event is the result of a malicious attack, a failure of a component, or an accident
(Ellison et al. 1997: 3), which means that from the practitioner’s point of view,
the distinction between a failure, an accident, or an attack is often considered
less important than the impact of the event, at least in a short-term perspective.
Technically speaking, information is a string of bits and bytes travelling from a
sender to a receiver. If this string arrives in the intended order, the transfer has
been successful. If the information is altered, intercepted, or deviated, however,
problems are likely to arise. In practice, this means that the first and most
important question is not what exactly caused the loss of information integrity,
but rather what the possible result and complications of an incident may be. A
power grid might fail because of a simple operating error without any kind of
external influences or because of a sophisticated hacker attack. In both cases, the
possible result is the same: a blackout and the accompanying domino effect of
successive failures in systems that are linked through interdependencies.
Analysing whether a failure was caused by a terrorist, a criminal, a simple
human error, or a spontaneous collapse will not help stop or reduce the domino
effect.

In the context of national security and threat politics, however, the possibility
of a human attack is of special interest. Even though the immediate response has
to be tailored to the actual event on the technical level, mid- or long-term strat-
egies work on a different level, and the identity of the attacker is crucial for cali-
brating the right response: if the attack was perpetrated by a state actor, military
responses can be activated; when the threat originates from sub-state actors, the
primary response should consist of law-enforcement measures. We will see that
the question of who or what is threatening is an important aspect of the cyber-
threat story, in particular because it often remains unclear who is behind an
attack, due to the nature of the global information infrastructure.
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The actors and tools

From the beginnings of the information age, it has been understood that there are
more and more state actors as well as non-state actors who are willing to contra-
vene national legal frameworks and hide in the relative anonymity of cyberspace
(PCCIP 1997; National Academy of Sciences 1991). If these actors carry out
their attack using ‘cyber-’ weapons and strategies, one label often bestowed
upon them is that of ‘hacker’, another catchphrase in the information-age vocab-
ulary that has a variety of meanings and a long record of misuse. It is used in
two main ways, one positive and one pejorative: in the computing community, it
describes a member of a distinct social group, a particularly skilled programmer
or technical expert who knows a set of programming interfaces well enough to
write novel and useful software. In popular usage and in the media, however, it
generally describes computer intruders or criminals. In fact, different types of
hackers must be distinguished (Levy 1984; Erickson 2003; OCIPEP 2003),
mainly in terms of their motivation and skill level.

The first example consists of the so-called script kiddies. Script kiddies are
considered to be on the lowest level of the hacker hierarchy. They download
readily available code from the Internet rather than writing their own. The
driving force of script kiddies has been shown to be boredom, curiosity, or
teenage bravado. We will see in the case studies that many incidents that have
been attributed to state actors were really perpetrated by script kiddies. Hack-
tivists belong to a similar category. Hacktivism is generally considered to
involve the use of computer attacks for political, social, or religious purposes.
Hacktivists are motivated by a wide range of social and political causes and use
hacking techniques against a target’s Internet site with the intent of disrupting
normal operations but not causing serious damage (Denning 2001b). Examples
of such activities include web ‘sit-ins’ and virtual blockades, automated e-mail
bombs, web hacks and defacements of websites, computer break-ins, and com-
puter viruses and worms. This activity gained a lot of attention during the
Kosovo conflict (Dunn 2002), an aspect of the debate that we will look at in
more detail below. Finally, there are various sorts of ‘true’ hackers. Hackers
themselves like to distinguish between ‘crackers’ or ‘Black Hat Hackers’,
someone who (usually illegally) attempts to break into or otherwise subvert the
security of a program, system or network, often with malicious intent; and
‘sneakers’, or ‘White Hat Hackers’, who attempt to break into systems or net-
works in order to help the owners of the system by making them aware of its
security flaws. Some use the term ‘grey hat’ or, less frequently, ‘brown hat’ to
describe hackers whose activities alternate between ‘black’ and ‘white’ areas
(McClure et al. 1999).

There are various tools and modes of attack, used with different intents, such
as Trojan horses, destructive programs that masquerade as benign applications
but set up a back door so that the hacker can later return and enter the system;
viruses and worms, computer programs that replicate functional copies of them-
selves with varying effects ranging from mere annoyance and inconvenience to
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compromise of the confidentiality or integrity of information; logic bomb, pro-
grams designed to execute (or ‘explode’) under specific circumstances, to delete
or corrupt data, or to cause other undesirable effects; and buffer overflow
attacks, which involve sending overly long input streams to the attacked server,
causing parts of the server’s memory to overflow in order to either crash the
system or execute the attacker’s arbitrary code as if it was part of the server’s
code. The result is full server compromise or ‘denial of service’.

Often, system intrusion is the main goal of attacks; this is one of the prime
dangers if executed successfully. If the intruder gains full system control, or
‘root’ access, he/she has unrestricted access to the inner workings of the system,
so that the intruder can tamper with any files; authorise new users; change the
system to conceal the intruder’s presence; install a ‘back door’ to allow regular
future access without going through log-in procedures; add a ‘sniffer’, an appli-
cation that can capture passwords and other data while it is in transit either
within the computer or over the network to capture the user IDs and passwords
of everyone who accesses the system (Anonymous 2003; Hack FAQ 2004). Due
to the characteristics of digitally stored information, an intruder can delay,
disrupt, corrupt, exploit, destroy, steal, and modify information (Waltz 1998).
Depending on the value of the information or the importance of whatever appli-
cation for which this information is required, such actions will have different
impacts with varying degrees of gravity for various stakeholders.

It would, however, be misguiding to restrict cyber-threats to virtual means of
attack or incidents: the means of attack against the information infrastructure
can be both physical (hammer, backhoe, and bomb) and cyber-based (hacking
tools) (Krutskikh 1999; Sibilia 1997; Devost et al. 1997: 78). The same is true
for the target: it is not that easy to understand what exactly the information infra-
structure is. This is due to the fact that it has not only a physical component that
is fairly easily grasped – such as high-speed, interactive, narrowband and broad-
band networks; satellite, terrestrial and wireless communications systems; and
the computers, televisions, telephones, radios, and other products that people
employ to access the infrastructure – but also an equally important immaterial,
sometimes very elusive (cyber-) component, namely the information and the
content that flows through the infrastructure, the knowledge that is created from
this, and the services that are provided (Dunn 2005: 263).

The so-called ‘infrastructure threat matrix’ (see Table 1.1) distinguishes four
types of attacks, all four of which involve the malicious use of the information
infrastructure either as a target or as a tool. However, it is becoming increasingly
difficult to distinguish between purely physical and virtual components of the
information infrastructure, as we will also see in the case studies.

In the cyber-threats debate, hacking is considered a modus operandi that can
be used not only by technologically skilled individuals but also by malicious
actors with truly bad intent, such as terrorists or foreign states or simply by
actors both technologically skilled and malicious. Hackers that fall in one of the
last two categories, in particular, have the knowledge, skills, and tools to attack
the information infrastructure. Even though they generally lack the motivation to
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cause violence or severe economic or social harm (Denning 2001a), it is feared
that individuals who have the capability to cause serious damage, but little moti-
vation, could be swayed to employ their knowledge by sufficiently large sums of
money provided by a group of malicious actors.

All of these aspects play a role in the cyber-threat story. In the next chapter, I
will show how the issue can be approached theoretically. We will focus on
approaches that show a special interest in how threats are politicised: instead of
conceiving threats as something given and objectively measurable, they focus on
the process by which a shared understanding of what is to be considered and col-
lectively responded to as a threat to security is inter-subjectively constructed
among key actors (cf. Connolly 1983; Fuchs and Kratochwil 2002).
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Table 1.1 Infrastructure threat matrix

Mean/tool Target

Physical Cyber

Physical Severing a telecommunications Use of electromagnetic pulse and 
cable with a backhoe radio-frequency weapons to 
Smashing a server with a hammer destabilise electronic
Bombing the electric grid components

Cyber Hacking into a SCADA system Hacking into a critical government 
that controls municipal sewage network 
‘Spoofing’ an air traffic control Trojan horse in public switched 
system to bring down a plane network

Source: Devost et al. 1997: 78; see also OCIPEP 2003.



2 Politics and threat construction
Theoretical underpinnings

In order to explore the political process that moved cyber-threats onto the polit-
ical agenda, I will assemble a theoretical framework in this chapter. This will
provide the reader with the necessary vocabulary and background to understand
some of the thoughts developed in later chapters. The approach most closely
associated with issues of threat construction in political science is the so-called
Copenhagen school’s securitisation theory (Wæver 1995; Buzan et al. 1998). It
serves as a starting point for the framework of analysis that is developed in this
chapter. However, despite its key role in this study and in security studies more
generally, securitisation theory has a number of shortcomings. These are dis-
cussed in the following, and amendments from additional strands of theory that
add analytical depth to certain problem areas of the Copenhagen school will be
introduced. In pulling these various theoretical strands together, I create a
dynamical framework based on securitisation theory that mainly focuses on
threat frames presented by key actors at various stages in time.

The framework goes beyond securitisation and focuses on the more compre-
hensive topic of threat politics. Absent any established definition, we understand
threat politics to be the political process by which threats are moved onto and
removed from the political agenda or which alters the face of threats on the
political agenda. In particular, I want to develop a better understanding of the
mechanisms that come into play when ‘new’ threats are put onto the security-
policy agenda or when they are removed or altered; and, more specifically, the
relationship between these mechanisms and the actual measures that are com-
posed to counter the threat. Furthermore, a two-phase approach is needed in
order to truly capture the mechanisms of threat politics. The first phase is about
the initial framing and securitisation move, until the issue has made its way ‘suc-
cessfully’ onto the agenda and elicits its first policy response; the second phase
starts when the issue of cyber-threats is on the agenda and subsequently begins
to undergo change. Apart from being only partially satisfactory, the few
approaches that address threat politics more or less directly (see Eriksson and
Noreen 2002; Buzan et al. 1998; Eriksson 2001a, 2001b; Bendrath et al. 2007)
focus almost exclusively on the agenda setting or securitisation stage and there-
fore offer very few explanations for the second phase.



Securitisation theory and beyond

The securitisation approach takes into consideration various factors surrounding
the formation of security policy agendas and is often associated with a construc-
tivist meta-theory, even though it is the product of two different meta-theoretical
positions: the (neorealist) positivism of Buzan and the (post-structuralist) post-
positivism of Wæver (Buzan et al. 1998: 35; Wæver 2003). According to the
Copenhagen school of security, problems become a security issue not necessar-
ily because a real existential threat exists, but because the issue is successfully
presented and established by key agents such as a threat (Buzan et al. 1998),
which, as a side-note, basically absolves the researcher from the task of judging
whether a threat is real or not. The process of bringing an issue from a politi-
cised or even non-politicised stage into the security domain is called securitisa-
tion (Wæver 1995).

The notion of securitisation is based on speech act theory as developed by
Austin (1962) and Searle (1969), which says that the use of language not only
can but even normally does have the character of performative acts, in the sense
that expression is a social act involving a sender and a receiver who operate
under arbitrary conventions or ‘constitutive rules’ that affect their behaviour. In
speech act theory, the question is how language can function as a social force in
different kinds of situations. Security speech acts are significant utterances in a
security framework by actors that are in a position to ‘define’ security and shape
responses to envisaged threats. In accordance with this theory, the study of secu-
ritisation aims to gain an understanding of who securitises (the actor) which
issues (the threat subject), for whom or what (the referent object), why (the
intentions and purposes), with what results (the outcome), and under what con-
ditions (the structure) (Buzan et al. 1998: 32). By naming these variables, the
approach delivers the basic components to work with when studying threat
politics.

Buzan et al. are rather unspecific concerning some variables, mainly pertain-
ing to the characteristics of the threat subject, the reasons for securitisation, and
the outcome/impact. More details are given for securitising actors, understood to
be actors, mainly state representatives in a position of power who make the argu-
ment about a threat to the referent object. Frequent players in this group include
political leaders, bureaucracies, governments, and pressure groups (Buzan et al.
1998: 36, 40). In addition to securitisation actors, the theory looks at a category
called ‘functional actors’ – actors that play a central role in a sector by influen-
cing its dynamics but are not involved in securitisation themselves (Buzan et al.
1998: 36). Furthermore, the object whose survival is assumed to be both neces-
sary and currently threatened, the referent object, is explored in length. The
Copenhagen school distinguishes five sectors of security (military, political, eco-
nomic, societal, and environmental), each with distinct referent objects, such as
nation, state, firm, society, and nature (Buzan et al. 1998: 36–40).

Wæver (2003: 26) himself addresses two main conceptual weaknesses when
taking stock of the Copenhagen school’s research program: the concepts of
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‘audience’ and ‘extraordinary measures’, both of which lie at the very heart of the
theory. The trouble with operationalising these two concepts leads to some diffi-
culty in establishing whether observed processes are in fact processes of securiti-
sation or not. The vague criterion given by the theory is that issues become
securitised when they are taken out of the ‘normal bounds of political procedure’,
which in turn amounts to a call for exceptional measures (Buzan et al. 1998: 24).
In addition, securitisation moves are only successful if an audience ‘accepts’ the
security argument (Buzan et al. 1998: 25). However, it remains largely unclear
which audience has to accept what argument, to what degree, and for how long.
In practice, a clear distinction between ‘extraordinary’ and ‘normal’ measures is
sometimes very difficult and depends very much on the viewpoint of the analyst.
In fact, actors employ definitions, concepts, and practices of security contextually
at all times. Exceptional measures are therefore also highly contextual and
subjective: they might not always be ‘security measures’ in a restricted sense, and
security measures might not always be exceptional to everyone. Additionally, we
can also identify different kind of exceptional measures: those that are regulated
by existing norms and institutions and those that are radical exceptions or viola-
tions of regulations (Werner 1998). One way of avoiding this empirical problem
is to ignore the designation of labels such as ‘normal’ and ‘extraordinary’ and to
focus instead on the rhetorical structure of statements made about the measures to
be applied (Wæver 2003: 26).

In this book, however, I will not focus primarily on the question whether
securitisation has been successful. Instead, I am interested in the nature of secur-
ity measures drafted in response to a securitisation move, be this move success-
ful or not. The securitisation process, or, rather, the particulars of threat politics,
is interesting to me if the issue under consideration not only makes it onto the
(security political) agenda, thus being included in a list of subjects or problems
that government officials pay some attention to, but also has some kind of
implications by leading to actual policy decisions on countermeasures. By
focusing on security as a practice with an outcome, I will gain additional
insights into the variety of countermeasures in place to counter modern threats.
The threat politics approach allows a more open approach to these political
processes, because it does not ‘freeze’ the meaning and notion of security in the
same way as the specific speech act form of security does, which is particular to
the post-Cold War period and does not leave room for possible future changes in
the concept (Huysman 1998a, 1998b; also Wæver 2002; McSweeney 1996:
85, 1998).

Another critique to consider is levelled at the approach from the so-called
‘Paris school’ (Wæver 2003, 2004). Scholars from the Institut d’Etudes Poli-
tiques de Paris have held against the Copenhagen school that by focusing
exclusively on discursive practices, its approach has tended to overlook some of
the important non-discursive practices of security formation by agencies in the
security domain (Bigo 1998). The Paris school’s approach focuses mainly on the
action of those actors who are endowed with both the ‘symbolic capital’ and the
capacity to inter-link heterogeneous discourses by establishing ‘the truth’ about
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certain threats. These actors are called the ‘professionals of security’ (Aradau
2001a). Certain voices are inherently endowed with more weight than others due
to the symbolic capital at their disposal, which corresponds to their positions of
authority. Within the state, there are in fact various positions of authority from
which security issues can be voiced; this multiplicity of positions leads to strug-
gles between competing discourses, the goal being to gain legitimacy and to
become the dominant discourse.

According to the Paris school, the securitisation process cannot be reduced to
simple rhetoric but implies extensive mobilisation of resources to support the
discourse. The institutions that bring forth professionals of security are bureau-
cratic extensions of the state; deprived of their Cold War exterior enemy, these
bureaucracies need to legitimise their existence by constantly redefining their
role as the protector of society, and they do so by securitising practices. The will
to fight, however, is no longer sufficient; new practices and institutions need to
be created to deal with the quasi-ubiquitous danger that the ‘new’ threats consti-
tute (Huysmans 1998c; Aradau 2001a; Bigo 1994). From the subsequent ‘turf
battles’, one professional or group of professionals of security will emerge as the
‘winning’ actor at a given time. The crucial question in this context is as
follows: who wins the discursive struggle, when, and for what reasons; or, in
short, who wins why when?

The idea is that within a discourse, various groups seek to assert themselves
and their pattern of argumentation and thus attempt to establish a dominant dis-
course pattern (Townson 1992). In order to convince any kind of audience that
they are acting appropriately, the participants of the discourse seek to be argu-
mentatively persuasive. Discourse participants have better prospects of convinc-
ing when they refer to an already existing discourse formation (Nadoll 2000).
According to Townson, three fundamental aspects are central to the struggle for
discursive dominance (Townson 1992: 25–33):

1 Naming: the establishment of new terms in a discourse, e.g. the term ‘cyber-
terrorism’;

2 Referencing: seeking to establish linkages with existing terms, which have
positive connotations but are not ideologically contingent (e.g. morality,
responsibility). In the instance of threat frames, the connotations are negat-
ive, not positive, because the ‘grammar of security’ stresses urgency and
evokes an existential threat to security;

3 Signifying: being able to dominate a particular discourse and being the only
one who knows the ‘true’ meaning of certain terms.

The actor who is able to dominate these three aspects within a discourse controls
the attachment of meaning to specific terms (linguistic dominance) and therefore
controls the discourse (discursive dominance or discourse hegemony). The
resulting dominant discourse concurs most closely with common experiences
and other indicators of ‘truth’ (Boekle et al. 2000, 2001).

The securitisation approach does not offer any direct explanations for the
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question of ‘who wins why when’. However, it assumes that certain features of
the securitisation speech act are decisive for determining whether issues are
included in the security agenda or take on societal salience, since the former can
act as ‘facilitating conditions’ of the security speech act (Buzan et al. 1998: 32).
They help to explain when securitisation is likely to be successful. There are two
main facilitating conditions for securitisation: first, the speech act follows the
grammar of security, meaning that it constructs a plot containing an existential
threat and a point of no return and offers a ‘securitised’ way out; second, the
securitising actor holds a position from which an authoritative claim about
security can be made (Buzan et al. 1998: 31–3). In the upcoming chapter on
framing theory, I will specifically address this issue and look at how specific fea-
tures of the speech act can be related to winning the discursive battle.

Figure 2.1 depicts the securitisation theory as proposed by the Copenhagen
school. Shaded in grey are those variables for which conceptual or theoretical
clarification is needed. Apart from ‘extraordinary measures’ and ‘audience’,
which were treated in detail above, two variables are hardly mentioned in the
theory: the characteristics of the threat subject and the ‘why’ question. Question
marks indicate processes, causal relationships, or mechanisms that remain
unclear. Primarily, this is a representation of the ‘who wins why when’ question,
but it also describes the role of the facilitating conditions and the ‘audience’ in
connection with successful securitisation.

Figure 2.2 shows an expanded and amended version of the basic securitisa-
tion theory that takes into account the criticism from inside and outside the
Copenhagen school. For one thing, we no longer look at securitisation processes
within five predefined sectors. The role of functional actors remains unclear:
their particular importance for threat politics will need to be explored in more
detail in the case studies. It is assumed, however, that functional actors influence
the dynamics of a certain issue area but are not themselves, by definition, part of
the securitisation/framing act, so that this variable is best introduced as an exter-
nal influencing factor. Furthermore, by adding professionals of security who,
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according to the Paris school, need to legitimise their own existence, we answer
part of the ‘why’ question. Extraordinary measures are integrated into the speech
act. Again, question marks and grey shading are used to highlight the issues that
we want to expand.

In the subsequent chapters, I will focus on three main issues: first, the con-
nection between the speech act and facilitating conditions. I will look more
closely at how threats are presented and what that means for a particular threat
and examine how the ‘grammar of security’ can be analysed (Expansion I: frame
analysis); Second, I will seek additional clarification of the mechanisms and
processes that put issues onto the agenda and, in addition, elicit a response
(Expansion II: agenda setting); and third, the question ‘who wins why when’
will be addressed (Expansion I and II).

Expansion I: frame analysis

In order to explain why certain issues or threats make it onto the agenda and
others do not, some scholars in the security studies domain have established a
stronger link to (cognitive) framing research that explains the success of certain
issues by special traits of ‘frames’ employed by key actors (Eriksson and Noreen
2002; Eriksson 2001a). Framing theory is rooted in linguistic studies of inter-
action and points to the way in which shared assumptions and meanings shape
the interpretation of any particular event (Oliver and Johnston 2000).

The main problem with framing theory is that the term ‘frame’ has become a
very vague and often misused concept through extensive and imprecise use by a
variety of scholars from different disciplines (Fisher 1997). This makes it neces-
sary to offer some explanation as to how I employ the concept in this study. Put
simply, framing is understood to refer to the subtle selection of certain aspects of
an issue in order to cue a specific response; the way an issue is framed explains
who is responsible and suggests potential solutions conveyed by images, stereo-
types, messengers, and metaphors (Ryan 1991: 59). Threat framing, in
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particular, refers to the process whereby particular agents develop specific inter-
pretive schemata about what counts as threat or risk, how to respond to this
threat, and who is responsible for it.

Frame analysis can be seen as a special strand of discourse analysis that mainly
focuses on relevant content and argumentation (Gamson 1992). Framing is an
empirically observable activity: frames are rooted in and constituted by group-
based social interaction, which is available for first-hand observation, examination,
and analysis of texts (Snow and Benford 1992). The high relevance of frames as
social patterns is an outcome of the fact that frames define meaning and determine
actions. Specifically, socially accepted frames influence the actions of actors and
define meaning in the public mind (Gamson 1992: 110; Snow et al. 1986: 464), so
that the establishment of specific threat frames is ultimately an instrument of social
development and change. Social contests for the legitimate definition of reality –
in other words, the struggle for discursive hegemony – are held by ways of differ-
ent categories as expressed in frames. Frames are therefore the basic instruments
used in the struggle for discursive hegemony. In the case of threat framing, the
process of categorising something as a particular threat has practical consequences
when key actors begin seeing the world according to these categories.

Framing theory addresses three main questions, the second of which will be
our main focus: 1) how frames influence social action; 2) which frames are
particularly successful for what reasons; and 3) how frames can be changed
(Snow and Benford 1988). From the many disjointed and many incompatible
strands of frame theory, we focus on the approach of Snow and Benford. They
outline three types of framing (Snow and Benford 1988: 199–202) that help to
specify the Copenhagen school’s speech act idea:

1 diagnostic framing, which is about clearly defining a problem and assigning
blame for the problem to an agent or agencies. In the terminology used in
this book, this equals designating the threat subject and referent object of
security;

2 prognostic framing, which is about offering solutions and proposing spe-
cific strategies, tactics, and objectives by which these solutions may be
achieved;

3 motivational framing, to rally the troops behind the cause or a ‘call for
action’.

To this list, they add a fourth key element, frame resonance, meaning that the
frame content must appeal to the existing values and beliefs of the target audi-
ence to become effective. Frame resonance is therefore in part similar to the
concept of the ‘facilitating condition’ of the speech act.

Frames have been studied either as dependent or as independent variables
(Scheufele 1999). Studies of frames as dependent variables have examined the
role of various factors in influencing the creation or modification of frames,
while studies in which frames serve as independent variables typically look at
the effects of framing. In our analysis, we are interested in both questions: in
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our two-phase framework, phase I treats frames more like a dependent vari-
able, while phase II sees them more like independent variables. In a more
dynamic perspective that integrates both phases, we observe continuous
processes where threat frame building serves as input for subsequent frame
effects.

When looking at frames as dependent variables, one mainly asks what factors
influence the way key actors frame security issues. In the literature on framing
theory, scholars focus on social–structural or organisational variables on various
levels (Swidler 1986, 1995; Donati 1992; Fisher 1997). I want to look at institu-
tions and on the larger context in which key actors act, two factors that constrain
the process of reality construction and, subsequently, framing. Institutions can
be seen as organisations, but also as accepted patterns or rules that structure how
actors interact and what choices they have as they attempt to pursue their
particular goals. In addition, they can be conceived as normative orders or col-
lections of values that shape behaviour through their capacity to socialise their
members with corresponding norms and routines (Rittberger 1993; Guzzini
2002; Jepperson et al. 1996). The institutional context reveals that the actors in
question are dependent on norms and bureaucratic subcultures within their
organisations. Furthermore, systems of representation and systems of power are
considered to be part of this variable. Though they may not set solid boundaries
to the way in which people think, they do define individuals’ knowledge of how
others will interpret their actions (Swidler 1995: 39).

Second, I have already argued that individuals do not respond directly to
(objective) reality but through socially constructed thought frameworks. In theo-
retical terms, this means that the environment perceived by decision-makers will
influence the threat perception of key actors. In this analysis, specific traits of
the information age as explored in the previous chapter, such as complexity,
have a direct influence on the dynamics of threat politics.

It is clear that different kinds of actors will develop different kinds of threat
frames – so that it matters for threat politics which group of actors, with which
particular threat frame, ‘wins’ the discursive struggle. This also means that we
need to be more specific about the link between actors, their characteristics, and
the frames they construct. In public policy literature, two attributes of actors are
sometimes distinguished: beliefs and resources (Rothmayr et al. 2003). I assume
that both of these directly influence the framing process but will not analyse
them specifically in the case studies. A belief is an idea about or mental image of
how the world is structured, how it works, and how it should work (Putnam
1976; Young 1977). Beliefs are a cultural resource for framing, and constructed
threat frames originate in actors’ belief systems. At the same time, various
characteristics of belief systems constrain the production of meaning and thus
can affect the mobilising potential of framings. Resources, on the other hand,
include power, status, money, information, and prestige. Resources are concep-
tualised as a tool that, to varying degrees, gives actors the ability to effectively
pursue their goals in the policy arena, formally or informally. Specific positions
of authority and ‘symbolic capital’ are also resources.
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When looking at frames as independent variables, we are more interested in
what kind of effects threat frames have. Specifically, we look at what mobilising
potential they generate. This question is closely connected to the facilitating
conditions of the speech act, or, more specifically, to the mobilising potential of
threat subject, referent object, and the solutions proposed. Regrettably, there is a
considerable grey zone in the literature concerning the issue: the Copenhagen
school, whose investigation focuses almost exclusively on the referent object,
largely ignores the threat question. However, Buzan and his colleagues speculate
whether actor-based threats are a precondition for a security problem. By point-
ing briefly to insights from ‘attribution theory’, they come to the conclusion that
‘probably, they usually are’ (Buzan et al. 1998: 44).

Attribution theory is concerned with how individuals interpret events and
how this relates to their thinking and behaviour (Heider 1944, 1958; Weiner
1974, 1986; Jones et al. 1972). Attribution theory assumes that people try to
determine why people do what they do, i.e. they attribute causes to behaviour.
Evidence suggests that securitising actors have the tendency to ‘actorise’ threats
so that most threats will be linked to actors, even though threats might originate
in structural conditions. For example, nuclear power accidents, power outages,
floods, epidemics, and similar phenomena are obvious examples of events that
result from structural problems rather than agency (Sundelius 1983; Eriksson
2001b: 11–2); however, the blame for them is mostly attributed to actors. Apart
from linking threats to antagonistic states, threats can also be blamed on non-
state actors. In fact, we assume that frames that link threats to non-state actors
might be even more effective than those that link them to hostile foreign states,
as this particular attribution plays effectively on the blurring of the distinction
between internal and external threats as well as on the difficulty of assigning
responsibility to either private or public spheres of action, which creates confu-
sion and fear and is likely to have a high mobilisation power (Sundelius 1983;
Eriksson 2001b: 11–Pl2; Bendrath et al. 2007).

Figure 2.3 shows the framework after adding the insights from framing
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theory. We have specified the attributes of the speech act by introducing the
concept of threat frames with three distinct parts. The variable ‘facilitating con-
ditions’ can be substituted by the concept of ‘positive frame resonance’. The
framing process is influenced by the beliefs and resources of the framing actors,
which are, in turn, influenced by institutional restraints and perception of the
broader environment.

At this stage, we have established that the struggle for discursive hegemony
is won by those actors who a) are in the position to shape the security discourse
(professionals of security) and b) construct a threat frame that appeals to some
kind of still undefined ‘audience’. In order to gain additional knowledge on the
mechanisms behind threat politics, we will look at agenda-setting theory in the
next section.

Expansion II: agenda-setting theory

The question why certain problems and not others have political salience is
addressed indirectly by agenda-setting theory, as developed by Kingdon (2003).
In addition, agenda setting answers ‘how’ and ‘when’ issues are propelled onto
the agenda and provides a more detailed account of the process by which this is
done and the conditions that are necessary. Specifically, Kingdon (2003: 166–8)
identifies problems, policies, and politics as three relatively independent
‘streams’ through which various participants interact to ultimately place items
on the agenda:

• Problems: There is usually a long list of problems that people in and around
government could attend to – some are given attention, some are ignored
(Kingdon 2003: 90–115). Below, we will look more closely at why certain
of them come to the attention of decision-makers.

• Policies: There is a ‘policy primeval soup’ in which ideas float around. From
time to time, policies in the form of proposals are selected or float to the top
(Kingdon 2003: 116–44); The policy stream is dependent on a group of
‘hidden’ participants consisting primarily of specialists in government, acade-
mics, and special interest groups (Kingdon 2003: 117, 199–200; see also
Adler and Haas 1992). Solutions to various societal conditions are constantly
being proposed and debated in these specialist circles, but these ideas need a
problem and a proponent before they can be elevated to the status of agenda
items. This means that in this elitist view of agenda setting, top politicians,
often called ‘visible’ participants, tend to be more important than bureaucrats
and non-governmental actors at the end of the agenda-setting process.

• Politics: Other elements of the political stream include the public mood,
pressure group campaigns, election results, parliamentary majorities,
changes in the political administration, etc.

In our context, a particularly important aspect is how conditions become identi-
fied as problems (Kingdon 2003: 109–13; Eriksson 1999a). Conditions that are
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less than ideal are pervasive throughout society and are seldom acted upon by
government until they are perceived as (serious) problems. In fact, without
problem recognition, securitisation or the framing of a threat would be unlikely.
This underscores the importance of adding another variable to our framework
that more concretely addresses various reasons for securitisation moves. Accord-
ing to agenda-setting theory, officials become aware that conditions have
reached this stage as a result of indicators, focusing events, or formal and infor-
mal feedback (Kingdon 2003: 90–115):

• Indicator: a more or less systemic indicator in the form of statistics, particu-
lar studies, or budgetary impacts that shows clearly that there is a problem;

• Focusing events: a crisis, a disaster, or the personal experience of a policy
maker;

• Formal and informal feedback: feedback messages as part of the normal
course of events, in the form of systematic monitoring and evaluation
studies, or in the form of complaints or routine casework.

Kingdon (2003: 166) distinguishes between the governmental agenda – a set of
policies being actively considered by the government – and the decision agenda,
those issues which command the attention of individuals at the highest levels of
government. From time to time, predictably or unpredictably, an opportunity
arises for supporters of a certain proposal to gain attention for their problems, or,
in other words, a policy window opens, which allows them to move an issue onto
the decision-making agenda. A window opens because of change in the political
stream or when a new problem comes to the attention of officials. In accordance,
there are political and problem windows. When such a window opens, the three
streams (problems, policies, and politics) are usually coupled together by policy
entrepreneurs, defined as advocates who are willing to invest their resources –
time, energy, reputation, or money – to promote a position in return for anticip-
ated future gain in the form of material, purposive, or solidarity benefits
(Kingdon 2003: 122–4; 179–83).

Even though the security agenda is a part of the political agenda with particu-
lar features implying a higher grade of urgency than other public issues, many of
Kingdon’s insights are applicable to the context of threat politics. The frame-
work can be expanded in a final step by adding a ‘why’ variable, representing a
policy window as described by Kingdon. There are two possible occasions for
policy windows and thus two reasons for the securitisation move: it opens either
due to a change in the political stream (political window) or due to a new
problem (problem window). New problems are identified through indicators,
focusing events, or formal and informal feedback. I further add top decision-
makers as a kind of ‘audience’ who must approve of an idea in order to elevate it
onto the decision-making agenda and the notion of a ‘policy entrepreneur’ who
has to like an idea and to invest in it. However, it is unclear whether the policy
entrepreneur and the securitisation/framing actors are separate entities or how
the three actor variables (professionals of security, securitising actors, and policy
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entrepreneurs) interact. Finally, I adopt the idea of coupling as proposed by
Kingdon. I assume that coupling and framing by speech act are one and the
same. According to what was said concerning the establishment of discursive
dominance, the coupling of existing terms with negative connotations to create a
sense of urgency (‘referencing’) is expected to be an observable practice in
threat politics (see Figure 2.4).

A two-phase dynamic framework for the study of threat
politics

As mentioned before, a two-phase approach is required in order to truly capture
the mechanisms of threat politics: the first phase covers the initial framing, until
the issue has made its way ‘successfully’ onto the agenda and elicits its first
policy response; the second phase starts when the threat is on the agenda and
subsequently begins to undergo change. Even though both work with the same
variables, they each demand different key questions and emphases.

The Securitisation Phase (Phase I). This looks at how threats first appear on
the agenda, i.e. what kind of threat frame was employed by whom, and with
what result. In my understanding, a threat framing is ‘successful’ when it elicits
its first security policy response.

The Re-Framing Phase (Phase II). This starts when the specific threat is on
the agenda and its features begin to undergo change. This second stage will help
us understand why threat frames change over time and will produce more evid-
ence for how the mechanisms of threat politics work. It is, in theory, also pos-
sible for a threat frame to disappear from the agenda completely. A process set
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in motion by a policy window is one possible explanation for such a change in
the threat frames. Change in one of the two actor attributes as defined in the pre-
vious chapter may also be a likely reason. Beliefs are fixed, or at least relatively
stable in the short run; however, they may also change, for example, as a result
of policy learning (Sabatier 1988; Sabatier and Jenkins-Smith 1993), due to
turnover of participants, or, alternatively, as the result of a change in the external
environment. Figure 2.5 shows a schematic version of the framework with four
key variables and three ‘influencing’ ones.

I expect that a ‘policy window’ will trigger the process of securitisation/
framing or re-framing. Professionals of security, who are influenced by the per-
ception of the larger environment, and their institutional settings develop spe-
cific threat frames to talk about a specific threat. Actors and threat frames are
closely interconnected – no threat frames exist without actors, and it is possible
that especially superior threat frames help certain actors to gain discursive hege-
mony and dominate the debate. The formation of threat frames is thus influenced
by institutions and by the broader context in which the threat framing occurs.
When these threat frames appeal to the audience (top decision-makers), counter-
measures will result. Below, the key variables are introduced in more detail.

Policy windows

I want to identify policy windows in the case studies, either as a result of change
in the political stream – such as swings in the public mood (see also Rose and
Davies 1993), pressure group campaigns, elections, etc. – or as a result of a new
problem that comes to the attention of decision-makers – either due to focusing
events, indicators, or due to feedback. In accordance, I will distinguish between
a) problem windows and b) political windows. Each of these represents a change
from the status quo that may affect the beliefs and resources of actors and,
through these actors, initiate the re-framing of cyber-threats.
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Policy windows are prior in time to the securitisation move and re-framing.
We should be able to identify them by focusing on the sequence and structure of
events and/or the testimony of actors explaining why they acted as they did
(Adler 1997: 329–30). It will be regarded as proof of a link between policy
windows (problem definition) and action taken by actors in the policy when
people state that they did something because of something else, or when there is
reference to an incident, a report, etc. in another report. In particular, I aim to
explore to what extent policy windows were responsible for triggering the first
framing of the issue as a threat process. The following assumptions are made:
when a condition turns into a problem that threatens national security in the eyes
of professionals of security, the first threat frame emerges. Then, if an event
changes the beliefs or resources of professionals of security – either directly or
indirectly by first influencing their perception of the broader environment – a re-
framing of the threat frame is initiated. At the same time, if an event changes
beliefs or resources of relevant professionals of security, then new discourse
strands are interlinked or decoupled by referencing.

Securitisation/framing actors

There are many groups of actors involved in the ‘threat politics’ process at
various stages in time. Based on what we already know, I make the following
assumptions about actors:

• Actors can be either individuals or groups of individuals who share a set of
basic beliefs and have resources.

• Specific actors or actor constellations develop a specific threat frame. This
threat frame can be deduced from their statements and can be identified
from official documents.

• One actor or actor constellation wins the discursive struggle at a given time.
• There are hidden and visible participants. Visible participants, most notably

top-level politicians, are pivotal in setting the decision-making agenda,
while hidden participants, such as experts and analysts, have a greater role
to play in formulating the specific policy alternatives.

• Functional actors influence the dynamics of a specific issue area.
• The securitising/framing actor will most likely emerge from the so-called

professionals of security, actors endowed with both symbolic capital and the
capacity to inter-link heterogeneous discourses in the security domain.

• A top-level politician needs to be in place to put the issue onto the decision
agenda.

I also suppose that a different group of actors shapes the issue once it is on the
agenda and once an issue undergoes re-framing. It is still largely unclear,
however, how and why this group differs from the group of securitising actors,
what this means for the threat politics mechanisms, and what this observation
actually explains. It is also uncertain what exact role functional actors play. In
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addition, is the act of securitisation always a conscious, wilful act, or, are there
also ‘accidental’ securitising actors? And, if an issue is already on the agenda, is
it necessary for a top-level politician to be in position each time the issue is
reframed?

We assume that only professionals of security are actively involved in threat
framing, and if professionals of security develop threat frames, they develop
them according to their beliefs, resources, and bureaucratic ties. If beliefs or
resources of professionals of security change, then the perception of the broader
context or the institutional settings has changed. Interpretations and solutions to
threats are constantly being proposed and debated in circles of specialist (hidden
participants), but these ideas need a (disturbing) event before they can be turned
into threat frames in the public spheres of action.

It is likely that we will only be able to identify framing actors indirectly, by
asking who performs the security speech act with its specific rhetorical structure
concerned with survival and the priority of action – or rather, who attempts to do
so, as the number of securitisation, or rather, threat framing moves, is much
larger than instances of successful framing. In some occurrences, we might have
to identify framing actors in retrospect, by analysing from whom the winning
threat frame originated. In order to identify security speech acts and instances of
threat framing, we will develop a list of keywords that are indicators for a secu-
ritisation move (see Table 2.1).

Threat frames

Threat frames emerge as the result of the values, resources, and beliefs of key
actors. A frame has three main parts: 1) a diagnostic frame, expressed in the
threat subject and the referent object; 2) a prognostic frame, which includes pro-
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Table 2.1 Threat-framing keywords

Threat framing keywords (for cyber-threats)

• Computer (-based) attack
• Computer intrusion 
• Critical information infrastructures
• Critical infrastructures
• Cyber-attack
• Cyber-security
• Cyber-terrorism
• Cyber-threat
• Cyber-vulnerability
• Cyber-war(fare) 
• Electronic Pearl Harbor
• Information operations
• Information warfare
• National security (in connection with information security, etc.)
• Vulnerabilities of information infrastructure



posals of solutions, strategies, tactics, and objectives by which these solutions
may be achieved; and 3) a motivational frame, to mobilise supporters. Further-
more, it must appeal to certain key actors (top-level decision-makers). If the
frame resonance is positive, the issue is put on the agenda.

Winning threat frames can be found in official policy documents, other threat
frames in reports, in hearings transcripts, or in any other document. Once we
have identified these threat frames, we analyse why a particular one has pre-
vailed, by focusing on the variables derived from our framework. It is proof of a
link between two instances when people state that they did something because of
something else or if these actors see something as the cause of something else.

Data for the case studies is collected from official policy papers, hearings,
and other statements of key actors as well as from a secondary analysis of exist-
ing literature. This material includes books, articles, and Internet resources. Top-
level documents reflect actual presidential intentions, as opposed to public
statements of purpose, which frequently leave out sensitive details and, on occa-
sion, directly conflict with the stated goals of the administration. There is a
variety of document types that we will encounter. An Executive Order, for
example, is a legally binding edict issued by a member of the executive branch
of a government, usually the head of that branch. Executive Orders are usually
based on existing statutory authority and require no action by Congress or the
state legislature to become effective, but they have the same legal weight as laws
passed by Congress (Olson and Woll 1999). Orders concerned with national
security or defence issues, on the other hand, constitute a specific subset of
Executive Orders. These have generally been known as National Security Direc-
tives but have been given different names by various presidential administra-
tions.1 Security Directives are intended to be internal documents for use only by
the federal agencies and officials to whom they were addressed and not for dis-
semination to the public or even the Congress. Presidents have utilized the
classified directives, many of which are top secret, as a primary means of defin-
ing and executing national security policy – and have sometimes rejected Con-
gressional demands to review them. The threat frames that they imply are
therefore of prime importance for our study. An Act of Congress, finally, is a
bill or resolution adopted by both houses of the US Congress.

Relevant documents were identified a) by a key-word search in the Congres-
sional Hearings database; b) through allusion to securitisation key words in
other documents; and c) by browsing through official reports and policy papers
with promising titles. I do not specifically focus on media coverage, though it is
often considered a key factor in the construction of new threats (Bendrath 2003;
Conway 2008; Debrix 2001). But, though the media might have a catalysing
influence in some instances, threat frames are not created in the media. In fact,
studies that focus on the representation in the media often represent a skewed
image of the debate and threat pictures (for example, Bendrath et al. 2007) and
fail to show any connection between media coverage and the perceptions and
especially actions of decision-makers. In my framework, the media influences
the process of threat politics through Kingdon’s (2003: 90–115) indicators,
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focusing events, or formal and informal feedback. The media thus plays a role,
mainly by riding the wave of the topic and bringing the issue to the attention of
the wider public, but it does not play a role in shaping the issue in the political
process.

In order to localise threat frames in the texts, I have developed an initial list
of keywords that make the speech act an act of ‘securitisation’ or more gener-
ally, an act of cyber-threat framing (Table 2.1).

Discourse strands are coupled together in accordance to a change in beliefs or
resources as initiated by a disturbing event. In addition, several assumptions can
be made concerning attributes of winning threat frames: The broader the range
of threat subjects in a threat frame, the more likely it is that the threat frame will
be successful; and the more the referent object is about domestic and social
well-being, the more likely it is that the threat frame will be successful. In addi-
tion, the more urgent the motivational call, the more likely it is that the threat
frame will be successful.

Countermeasures

The nature of countermeasures is an integral part of threat politics and of the
study of new threats. However, the last variable is not truly a dependent variable
in the sense that causality can be easily established between the previous vari-
ables and countermeasures. As stated, we rather see countermeasures as a vari-
able to define whether a framing process has been successful. We assume that
the diagnostic part of the winning threat frame is incorporated into countermea-
sures or at least can be found in its major parts.

Note

1 ‘National Security Decision Directives’ under Reagan, ‘National Security Directives’
under Bush Sr, ‘Presidential Decision Directives’ under Clinton, ‘National Security
Presidential Directives’ or ‘Homeland Security Presidential Directives’ (after 11 Sep-
tember 2001) under Bush Jr.
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3 The hostile intelligence threat,
data security, and encryption set
the stage

Historically, the link between the (modern) information infrastructure and
national security was first forged in the military domain. More than 60 years
ago, the precursors of computers played a considerable role in the race to break
military code systems during the Second World War (Kahn 1996; Hinsely and
Stripp 2001). The invention of the radio has also had a big impact on military
affairs (Berkowitz 2003). The biggest difference to the contemporary cyber-
threats debate is, however, that information technology (IT) was predominantly
treated as a force enabler rather than a source of vulnerability, so that no effort
at threat framing is discernible until the 1980s. In the context of this book, it is
nonetheless important to note that the link between information infrastructures
and national security was firmly established in military writings after the Second
World War (see, for example, Rona 1976; Bellin and Champan 1987; Hables
Gray 1997), so that the connection between the two topics became an accepted
part of military thinking. On these grounds, the issue met with little resistance in
the early 1990s, when it rose to prominence as one of the prime issues in US
strategic thinking. These early developments in the military domain are the
focus of the first sub-chapter.

But, even though the military saw IT mainly as a force enabler, the awareness
of how vital reliable and interoperable telecommunications are for the federal
government can be traced back at least to the Cuban Missile Crisis, when dif-
ficulties in terms of communication between the United States, the Soviet
Union, NATO, and other national leaders threatened to complicate the crisis
even more (Fursenko and Naftali 1997). After an investigation of communica-
tion systems serving national security needs was conducted in 1963, an interde-
partmental committee recommended the formation of a single unified
communications system to support the president, the Department of Defense
(DoD), diplomatic and intelligence activities, and civilian leaders. Consequently,
in order to provide better communications support to critical government func-
tions during emergencies, President John F. Kennedy issued a Presidential
Memorandum on 21 August 1963 establishing the ‘National Communications
System’ (Kennedy 1963). The mandate of the National Communications
System, which still exists today, includes linking, improving, and extending the
communications facilities and components of various federal agencies in order



to further the interconnectivity and survivability of vital information infrastruc-
tures.

In accordance with these developments, the link that was established between
telecommunications and national security in the 1960s was that communication
was necessary to ensure the operability of government and especially, its ability
to act in a timely and effective manner at all times. Therefore, the functioning of
communication systems was seen as vital for the ability to ensure the security
and well-being of the nation. This reasoning still resonates in a specific ‘twist’ of
the cyber-threats debate: emergency management and response. But, although
these issues are of importance even today, the particular cyber-threat image that
we are interested in, and which began to emerge in the 1980s, extends to other
dimensions. In order for the issue to evolve from a relatively marginal issue into
a mass phenomenon, rapid development of technology in the civil sector and the
emergence of the global information infrastructure were necessary. Before
the advent of personal computers and their networking capabilities elevated the
problem to yet another level, it was the telephone system that was exploited by
the so-called ‘phreaking’ techniques. As the 1970s gave way to the 1980s, the
merger of telecommunications with computers – the basis of the current
information revolution – meant that everybody with a computer at home was
theoretically able to exploit emerging networks. The revolutionary introduction
of the personal computer created a rise in tech-savvy users, many of whom
would dial into bulletin board systems with a modem and download or dissemi-
nate information on how to tinker with technology.

During this time, the first cyber-threat frames emerged. By our definition,
cyber-threats emerge from the malicious use of information and communication
technologies (ICT) either as a target or as a tool by a wide range of malevolent
actors. Taking the emergence of these kind of topics into account, we can trace
the beginnings of the cyber-threats debate back to the Reagan presidency, where
we find policy efforts in connection with IT in two domains: the first one linked
to the growing problem of computer crime, which led to the Computer Abuse
Act in 1984, a piece of legislation that set the stage for computer crime prosecu-
tion in the years to come, and the second one linked to the protection of federal
agencies’ computer data from espionage, which was interlinked with the debate
on encryption technology and led to the Computer Security Act of 1987. These
developments, continued under President H. W. George Bush, are the focus of
our second sub-chapter. Finally, we look more closely at cyber-threat frames in
the years between 1981 and 1992 in the remaining sub-chapters.

Information technology, the revolution in military affairs,
and the birth of information warfare

IT was linked to national security in the wake of the more general debate in the
Cold War about technological innovation and warfare. As early as the 1950s, a
series of thinkers recognised that the Cold War was linking vast military
machines, nations, and globe-spanning alliances into new information networks
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(Berkowitz 2003). One function of those networks was the systematic, in-depth
assessment of the other side’s capabilities, in comparison with one’s own, com-
bining intelligence operations abroad and analysis at home. More generally, in
the early days of the Computer age, the debate was about how IT could be
employed to win wars. The goal of substituting firepower for manpower, or what
General James Van Fleet (quoted in Brodie 1973: 91) during the Korean War
described as the desire ‘to expend fire and steel, not men’, ultimately led to an
effort to develop a new way of waging war that depended less and less on quan-
titative material superiority and attrition to ensure victory.

This approach was part of what the then Secretary of Defense Harold Brown
called the ‘offset strategy’ in the 1970s, which was based on the need to counter
the (perceived) overwhelming quantitative superiority of Soviet and Warsaw
Pact forces in Europe (David 1997). The idea was that superior numbers of
Soviet troops and tanks would have to be offset ‘not by American manpower,
but by our unique strength; not raw numbers and not nuclear weapons, but
technology’ (Brown cited in David 1997: 84). The aim was not simply to field
better weapons than the Soviet Union; rather, the offset strategy was intended to
give US weapons a systematic advantage by supporting them on the battlefield
in a manner that greatly multiplied their combat effectiveness. This was the
point at which the development of precision-guided munitions and off-board
sensors and the fusion of high-tech systems with conventional weapons set off
the current revolution in military affairs (RMA) (Cohen 1996: 39; David 1997;
Cooper 1997; Libicki 1999).

Despite this focus on positive and force-enhancing aspects of technology, it
would be wrong to argue that the United States was not aware of its own vulner-
ability. Concepts like electronic warfare, understood as denoting military action
involving the use of electromagnetic and directed energy to control the electro-
magnetic spectrum or to attack the enemy (Price 1989a, 1989b, 1989c),
command-and-control warfare, or psychological operations – all concepts that
would become part of the umbrella concept of information warfare later – had
already played a role in war-fighting since at least the end of the Second World
War. And because the need to defend one’s own vulnerable points was an integ-
ral part of these concepts, even if often implicitly, we can argue that IT, as a
potential source of threats, was naturally securitised by the military very
early on.

A specific aspect of early conceptions of the threat is the electromagnetic
pulse (EMP) debate. This topic is closely linked to the nuclear age, but the target
was the early information infrastructure. The discussion started following a US
high-altitude test in the Pacific in the early 1960s that disrupted radio stations
and electric equipment throughout nearby Hawaii (Weldon 1997; Wood 1999).
After this experience, large amounts of money were expended to defend espe-
cially vital military equipment against the destructive effects of EMPs (Weldon
1997). If we refer back to the table in the introduction, this has a distinct
physical-on-physical component, though the target was the early information
infrastructure. But until the 1980s, the threat was perceived differently than in
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the 1990s: IT was seen only as a target and not yet as a weapon; thus, one
important part of the contemporary cyber-threats debate was still lacking.

The term ‘information warfare’ was finally coined in 1976 when the Boeing
corporation published engineer Thomas Rona’s (1976) study ‘Weapons Systems
and Information War’. In this publication, he argued that communications and
information support networks were sufficiently linked and cross-dependent to be
inviting targets. He speculated that, in the emerging computer age, the most
effective means to attack adversaries would be to focus on their information
systems (Berkowitz and Hahn 2003). He noted that ‘[c]ountermeasures aimed at
the external flow of information will be further improved to the point that they
may well become crucial in influencing the outcome of future engagements’
(Rona 1996; Rona, quoted in Berkowitz 2003: 30). Rona’s work was an out-
growth of electronic warfare in the Second World War and the introduction of
practical computers and networks. Most importantly, the RAND Corporation
had begun research in 1962 into robust, distributed communication networks for
military command and control, and Defense Advanced Research Projects
Agency (DARPA) sponsored research into a ‘cooperative network of time-
sharing computers’ in 1965: the beginnings of the Internet. Strictly speaking,
this piece of work contained the ideas that would later turn into discussions con-
cerning the double-edged sword of information warfare. However, it took a
while until the DoD really began to shift its thinking towards identifying depen-
dence on IT as carrying the potential for a severe threat to the United States. In
fact, it was not until the emergence of vast open networks and the end of the
Cold War that this threat perception began to prevail. The first major test com-
bining concepts linked to IT for offensive purposes came during the Persian
Gulf War at the beginnings of the 1990s, with the desert flanking move that
checkmated Iraqi forces in Kuwait, an issue that I will turn to below.

Computer security becomes a national security issue

Though President John F. Kennedy had been concerned with national telecom-
munications systems and President Jimmy Carter had signed the Top Secret
(directive) PD/NSC 58 entitled ‘Continuity of Government’ in June 1980, which
covered data processing and communications systems (Ball 1981), Ronald
Reagan was the first US president to address the problem of cyber-threats as we
understand it. One of the Reagan administration’s major concerns was to prevent
what it viewed as damaging disclosures of classified information as well as the
acquisition of ‘sensitive but unclassified’ information (Richelson 2005). Con-
sequently, the major focus of the early cyber-threats debate is the security of
classified or sensitive data.

We can identify two main developments, which we will discuss in two separ-
ate sub-chapters. The first track has a strong link to the early days of the popu-
larisation of the information revolution, characterised by the Internet’s
transformation from a government experiment into a mass phenomenon and by
the proliferation of home computers. During the 1980s, ‘hackers’ like Kevin
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Mitnick and Captain Crunch gained notoriety, first through phone manipulation,
so-called ‘phreaking’, and later through hacking or computer intrusion. Computer
crime, or crime committed with the help of or against a computer, became a major
issue. At the time, numerous books appeared that addressed computer insecurity
(cf. Norman 1983; Parker 1983; Bequai 1986; Mungo and Clough 1993). But,
even though it was called computer crime, there was a distinct national-security
dimension to the problem from the beginning: computer intrusion was success-
fully interlinked with the foreign intelligence threat, mainly due to a couple of
well-publicised incidents that involved data theft by foreign individuals.

The second track, the issue of encryption, is interrelated but different. It is
less concerned with external intrusion than with means of protecting digital
classified information on the one hand, and with being able to eavesdrop on, and
ultimately apprehend, perpetrators on the other. One major issue in this field is
the disagreement between the government and the private sector and academia,
concerning encryption technology and the role of the intelligence community,
namely the National Security Agency (NSA), in securing the information infra-
structure. In fact, this debate represents a clash between two fundamentally dif-
ferent concepts of security, one held by the national security community and the
other by the private sector.

Phreaks, hackers, and foreign spies – confronting computer crime in
the name of national security

It was during the 1960s and mid-1970s that computer crime started to take off.
According to some statistics, by the mid- to late-1970s, scores of such crimes
were turning up every year, and losses were estimated to be as high as US$300
million, though there are actually no valid statistics on the losses incurred from
this type of crime, because no one knows how many cases go unreported (Kabay
1998; Parker 1976, 1980a, 1980b, 1983). From early on, the discussion about
computer misuse was determined by notions of computer-related economic
crimes, which until today are regarded as the central area of computer crime. In
this field, the central offences are those of computer manipulation, computer
sabotage, computer extortion, hacking, and computer espionage, as well as soft-
ware piracy and other forms of product piracy (Sieber 1986, 1998).

Again, the development of the debate is closely linked to change in the
technological substructure. First, there was widespread digitalisation. As shown
above, digital technology brings with it the possibility to move the digital
information easily between media, and therefore, also to access or distribute it
remotely. There are various reasons why digitally stored information is superior
to information in any other form for almost every possible use, but the same
reasons are also responsible for the ease with which information can be tam-
pered with today: digital information can be computed. It can be sorted, com-
bined, searched, rearranged, and presented in an endless variety of ways; it can
be endlessly reproduced; it can be amplified, transmitted, stored, retrieved, and
reconverted without any of the information being lost (Negroponte 1995).
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Between 1950 and approximately 1975, computer programs and data were
generally stored on cardboard cards with holes punched in them. If a vandal or
thief were to break into an office and either damage or steal the punch cards, the
delinquent could be adequately punished under traditional laws relating to
breaking and entering, vandalism, or theft. There were several such incidents: in
1967, for example, a New York bank employee shaved fractions of cents from
interest on long-term accounts by writing a program to deposit these fractions to
his account. After a few years, he had amassed over US$200,000 (Sieber 1998;
Goodman and Brenner 2002). Even though a computer and a program were
involved, this was still a problem concerning theft by an employee working at
the bank in question.

After about 1975, when it became more common to enter programs and data
from remote terminals using a modem and a telephone line, the nature of the
issue began to change. Change in technology meant that a criminal could alter
data and programs from home, without physical entry into the victim’s building.
An example of a more sophisticated computer crime is the Rifkin case of 1978,
where consultant Stanley M. Rifkin stole approximately US$10.2 million from a
California bank. While working as a consultant for the Security Pacific National
Bank in Los Angeles, he had learned the secret computer code that the bank
used to transfer funds to other banks telegraphically at the end of each business
day. With this information and his mastery of the bank’s computer, he devised a
plan for siphoning this money out of the bank (Rawitch 1979; Mitnick and
Simon 2003: 4–6). He used the funds to buy Russian diamonds in Switzerland,
which he smuggled back into the United States and attempted to sell, but he was
captured.

When the 1980s came along, hackers were no longer just regarded as minor
nuisance. In one of the first arrests of hackers in 1983, the Federal Bureau of
Investigation (FBI) apprehended the Milwaukee-based ‘414s’, which were
named after the local area code. The members of the group, young people
ranging from ages 16 to 22, were accused of 60 computer break-ins in various
venues ranging from the Memorial Sloan-Kettering Cancer Center to Los
Alamos National Laboratory (Elmer-Dewitt 1983; Bailey 1984). The group
gained a lot of attention, and one member, Neil Patrick, even appeared on the
cover of the 5 September 1983 edition of Newsweek. Despite the fact that the
incident had no real consequences, the ease with which the 414s entered scores
of computers seemed to reveal a high level of negligence among operators of
multi-million-dollar computer systems. In effect, a journalist noted, ‘they left the
front door open and put out the welcome mat’ (Covert 1983; Ross 1990). The
members of the 414s were not prosecuted, due to their agreement to stop their
activities and pay restitutions. Neil Patrick even testified about the dangers of
computer hacking before the US House of Representatives in September 1983.

As a result of the extensive news coverage and as a reaction to the growing
wave of intrusions, Representative Dan Glickman (D-Kansas) called for an
investigation and new laws regarding computer hacking. Thereafter, the Con-
gress enacted the first federal computer crime statute, the ‘Counterfeit Access
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Device and Computer Fraud and Abuse Act’ in 1984. In its first paragraph, the
act unmistakably links the topic of computer fraud/crime to national security: it
makes it a crime to access a computer without authorisation in order to obtain
classified information about the defence or foreign relations of the United States.
The act also aimed to protect financial data by outlawing attempts to access and
to obtain information from financial records of a financial institution or in a con-
sumer file of a credit-reporting agency. Access for the purpose of using, destroy-
ing, modifying, or disclosing information found in a computer system used for
government business was also made illegal (Burke 2001). It further gave the
Secret Service the jurisdiction to conduct investigations into computer crime in
addition to the FBI. This outcome reflects the result of a computer-crime ‘turf-
battle’ between the Secret Service and the FBI (Sterling 1993: Chapter 3). As
the Treasury’s police, the Secret Service aimed to move from fighting the coun-
terfeiting of paper currency and the forging of cheques to the protection of funds
transferred by wire as money became less physical. This goal was reached in
part, but the role of the Secret Service subsequently remained marginal in com-
parison to that of the FBI.

At its inception, the act aimed at the protection of federal government com-
puters, as well as the protection of financial records and credit information on
computers belonging to the government and financial institutions. The Congress
broadened its scope in 1986, when certain amendments extended protection to
‘federal interest computers’, defined as referring to computers that the govern-
ment itself owns or is using, and added three additional types of computer
crimes (Dodd 1990; Nemerofsky 2000). In 1996, the act was further amended by
the ‘National Information Infrastructure Protection Act’. Its definition of a ‘pro-
tected computer’ was expanded enough to effectively cover any computer con-
nected to the Internet (Drummond and McClendon 2001).

In 1988, the ARPANET, the precursor of the Internet, had its first automated
network security incident, caused by what is usually referred to as ‘the Morris
Worm’, developed by Robert Morris, a student at Cornell University. This self-
replicating automated network attack tool set off an exponential explosion of
copies at computers all around the ARPANET. The worm used so many system
resources that the attacked computers could no longer function. As a result, 10
per cent of the US computers connected to the ARPANET effectively stopped at
about the same time. The General Accounting Office (GAO) assessed the finan-
cial damage at between US$10 and US$100 million (GAO 1989), but as with all
guesses or statistics concerning the economic damage caused by computer inci-
dents, the basis for these figures is unclear. However, it is safe to say that the
worm had a devastating effect upon the Internet at that time, both in terms of
overall system downtime and in terms of its psychological impact on the percep-
tion of security and reliability of the Internet. The Morris Worm prompted the
Defense Advanced Research Projects Agency (DARPA, the new name for
ARPA) to charge the Software Engineering Institute, a federally funded research
and development centre at Carnegie Mellon University in Pittsburgh, Pennsylva-
nia, with setting up a centre to coordinate communication among experts during
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security emergencies and to help prevent future incidents (CERT 1988). This
centre, now called the Computer Emergency Response Team (CERT)
Coordination Center, still plays a considerable role in computer security today –
and is the example of a countermeasure on the IT security/technical side
(Scherlis et al. 1990). Morris was the first case prosecuted under the Computer
Act (GAO 1989). After appeals, he was sentenced to three years probation, 400
hours of community service, and a fine of more than US$10,000.

Shortly after the Morris Worm, another incident might have had an even
bigger impact: Clifford Stoll, a computer specialist of Lawrence Berkeley
National Laboratory in northern California, published a book entitled ‘The
Cuckoo’s Egg’, in which he described an international security incident involv-
ing the Internet (Stoll 1989). This volume raised awareness that the ARPANET
could be used for destructive purposes that went beyond mere pranks or break-
downs. The incident Stoll described was the story of a simple accounting error
in the computer records of systems connected to the ARPANET that led him to
uncover an international effort, using the network, to connect to computers in
the United States and copy information from them. These US computers were
not only located at universities but at military and government sites all over the
country. He spent a year stalking an elusive, methodical hacker, code named
‘Hunter’, who was using numerous techniques from simply guessing passwords
to exploiting software bugs to setting up bogus ‘Cuckoo’s Egg’ programs to
break into US computer systems and steal sensitive military and security
information. As was later revealed, Hunter, paid in cash and cocaine, was appar-
ently part of a spy ring that reported to the Committee for State Security (KGB).
After their initial discovery in 1988, the process of identification and apprehen-
sion of the Hanover hackers by the US and German intelligence and law
enforcement agencies took over 18 months, in part because the government
agencies Stoll went to at first did not take the issue seriously enough. After this
incident, virulent cyber-crime plus the involvement of a foreign intelligence
service formed the first type of cyber-threat frame with implications for national
security.

The encryption debate and the role of the NSA

Apart from the crime/foreign intelligence cyber-threat package, there was a
second theme of importance for the cyber-threat debate at the time: the battle
over influence in matters of cryptology. The science of cryptology is the practice
of converting information to an obscured form to prevent others from under-
standing it, often applied to ensure secrecy of important communications. Exten-
sive academic research into modern cryptography began in the open community
during the 1970s. Before that time, cryptography had been the sole province of a
few groups with exceptional needs for secrecy. When it began to change into a
mainstream discipline with a far larger group of stakeholders, the former groups
put up considerable resistance.

The Reagan administration’s concerns about damaging disclosures of
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classified information were closely interlinked with questions of cryptology.
That concern presented itself in documents such as Executive Order (EO) 12356
of 1982, named ‘National Security Information’, which prescribed a uniform
system for classifying, declassifying, and safeguarding national security
information (Reagan 1982a, 1982b; Schroeder 1982), as well as in a number of
national security decision directives (NSDD), such as NSDD 19 on the ‘Protec-
tion of Classified National Security Council and Intelligence Information’,
NSDD 196 on ‘Counterintelligence/Countermeasure Implementations Task
Force’, and NSDD 197 on ‘Reporting Hostile Contacts and Security Aware-
ness’. The most controversial of these security directives were NSDD 84 of 11
March 1983 on ‘Safeguarding National Security Information’ and NSDD 145 of
17 September 1984 on ‘National Policy on Telecommunications and Automated
Information Systems Security’. Controversial parts of NSDD 84 – polygraph
tests and prepublication review of writing for public consumption – were aban-
doned after massive opposition from Congress and other interest groups, so that
this particular NSDD did not cause much further upheaval. NSDD 145,
however, became the first culmination point in the ongoing conflict between the
academic and government cryptography communities and ultimately led to the
Computer Security Act of 1987, a congressional effort to curb the influence of
the NSA when it came to information security.

The NSA is an agency responsible for both collection and analysis of
message communications and for safeguarding the security of US government
communications against similar agencies elsewhere. Because of its listening
task, the NSA had been heavily involved in cryptanalytic research for a number
of years, continuing the work of its predecessor agencies that had been respons-
ible for breaking many codes and ciphers during the Second World War. By the
1970s, however, interest in cryptography was growing not only in commercial
but also in academic circles, and academic research in cryptography had
achieved several major breakthroughs (Diffie and Hellman 1976; Dam and Lin
1996). This led to direct confrontation with the NSA, which insisted on prepub-
lication review clauses in contracts and grants for government-sponsored univer-
sity research, wanted contact between cryptographers and foreign visitors to
remain restricted, and demanded that the NSA be allowed to review material to
be presented at open meetings (Saco 1999). One reason for this was that cryptol-
ogy was on the Commerce Control List (Export Administration Act of 1969,
50USC.App. 2401–20) as well as on the Munitions List (until 1996), along with
other items that are ‘inherently military in character’ and was thus treated as a
dangerous good whose export needed to be closely monitored by the national
security apparatus (Committee on Science, Engineering, and Public Policy 1982;
Office of Technology Assessment 1987: 142).

Furthermore, responsibility for computer security standards within the civil-
ian government resided with the National Bureau of Standards (NBS), part of
the Department of Commerce, until 1984. During the 1970s, National Bureau of
Standards (NBS) became a pivotal player in the development of computer secur-
ity standards, particularly of the then widely accepted Data Encryption Standard
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(DES), the federal standard for encrypting unclassified, sensitive information
since 1976. The result of these developments was that NSA faced unprecedented
competition from a civilian agency within the Department of Commerce and
from academia in the area of encryption technology, which it viewed as a key
national security prerogative (Electronic Privacy Information Center 1998b). At
around the same time, the suspicion arose that the algorithm used for DES had
been covertly weakened by the intelligence agency so that they – but no one else
– could easily read encrypted messages (Beth et al. 1992). Such was the situ-
ation when NSDD 145 was released.

With NSDD 145, the DoD (as ‘Executive Agent’) and the NSA (as ‘National
Manager’) were authorised to undertake a ‘comprehensive and coordinated’
approach to ‘protect the government’s telecommunications and automated
information systems’ that ‘process and communicate classified national security
information and other sensitive information concerning the vital interests of the
United States’ (Reagan 1984c). In addition, NSDD 145 authorised the NSA to
protect communications and computer systems in the private sector. As a result,
the NSA was assigned responsibilities that fell outside of the scope of its tradi-
tional foreign eavesdropping and military and diplomatic communications secur-
ity roles. NSDD 145 also permitted the NSA to control the dissemination of
government, government-derived, and even non-government information that
might adversely affect national security. Some even argued that such a broad
definition included all kinds of information (Berman 1987; Electronic Privacy
Information Center 1998a, 1998b).

On 29 October 1986, National Security Adviser John Poindexter even further
expanded the NSA’s information security role when he signed the National
Telecommunications and Information Systems Security Policy (NTISSP) No. 2,
officially titled ‘Protection of Sensitive, but Unclassified Information in Federal
Government Telecommunications and Automated Information Systems’ (Text
in Office of Technology Assessment 1987: Appendix B). Poindexter’s directive
extended the NSA’s mandate to include the protection of unclassified sensitive
information residing in the commercial databases of private corporations. This
would have meant classifying information that had previously been designated
‘sensitive but unclassified’. Under the revised definition, ‘sensitive’ information
included not just unclassified information that would ‘adversely affect national
security’ if acquired by hostile nations but any unclassified information that
might affect any ‘other Federal Government interests’ (Poindexter 1986; Richel-
son 2005), a definition so broad that it could have been applied to almost
anything.

This development gave rise to considerable concern within the private sector
and in Congress, as well as academic circles, especially since the NSA quickly
began to exercise its newfound authority. The last straw was the NSA’s
announcement that it would stop endorsing the DES after 1988 and would
instead focus on a set of classified, hardware-based standards for modular prod-
ucts that were incompatible with the DES (Landau 1994). In the face of such
concerns, Congressmen Jack Books and Dan Glickman introduced the Computer
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Security Act of 1987. The bill was intended to reverse the executive policy that
permitted the intelligence community broad say over the development of tech-
nical security standards for unclassified government and non-government com-
puter systems and networks and sought to restore non-national security control
over computer security for non-defence-related government agencies and the
private sector (Electronic Privacy Information Center 1998b).

The Computer Security Act of 1987 established a federal government
computer-security program that would protect sensitive information in federal
government computer systems and would develop standards and guidelines for
unclassified federal computer systems to facilitate such protection. Specifically,
the Computer Security Act once more assigned responsibility for developing
government-wide security standards and guidelines for computer systems as
well as security-training programs to the NBS (now the National Institute of
Standards and Technology, or NIST). Under the law, the role of the NSA was
limited to providing technical assistance in the civilian security realm. To further
clarify the relationship between the NIST and the NSA, a Memorandum of
Understanding (MoU) was formalised in 1989 that established mechanisms for
implementing the Computer Security Act of 1987. This MoU, again, was very
controversial because of concerns in Congress and elsewhere that it ceded much
more authority to the NSA than had been intended under the Act (Rotenberg
1992; Office of Technology Assessment 1994: 143).

The issue was largely unresolved when US President George Bush Sr came
into office in 1989. Ever since 1987, there had been a seamless opposition con-
cerning the role of the NSA and its violation of the Computer Security Act. For
example, a group called Computer Professionals for Social Responsibility
revealed that the NSA had been the driving force behind the selection and devel-
opment of a standard for digital signatures and that the NIST had attempted to
shield the NSA’s role in the development of these signatures from public
scrutiny (Rotenberg 1992). The digital signature was used by individuals for the
authentication of computer messages that travel across the public computer
network and for the encryption of private messages. Subsequently, a new twist
in the discourse began to emerge more forcefully: the issue of privacy (Elec-
tronic Privacy Information Center 1999). Privacy is generally understood as the
ability of an individual or group to prevent information about themselves from
becoming known to people other than those they choose to give the information
to. There are various sorts of privacy; but in our context, the issue is that of
privacy from government interference (Schneier and Bansiar 1997).

In continuation of his predecessor’s policy, President Bush issued National
Security Directive (NSD) 42, entitled ‘National Policy for the Security of
National Security Telecommunications and Information Systems’, on 5 July
1990, which superseded the controversial NSDD 145 (Bush 1990b). After a
grass-roots organisation had requested a copy of the revised and (classified) NSD
from several agencies in vain, it filed a suit and won, so that the directive was dis-
closed to the public. The text of the directive, in many points identical to NSDD
145, immediately raised several questions concerning the administration’s
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compliance with the Computer Security Act (Electronic Privacy Information
Center 1998a). By its own terms, NSD 42 ‘expands’ the DoD’s authority to
include ‘information systems’. The new NSD 42 granted the NSA broad author-
ity over ‘national security systems’, a term that had not been defined in the Com-
puter Security Act and thus, it was feared, could be interpreted as required.

The term ‘national security systems’ gave the director of the NSA broad new
authority to set technical standards. Specifically, this term once more eviscerated
the distinction between civilian and military computer systems. This was all the
more true because the military and intelligence agencies tended to argue that
national security included international economic activity. The logical question
that followed from this was whether NSD 42 also granted the NSA authority
over computer security in the economic sphere. In the end, questions about the
extent of military involvement in civilian and private sector computer security
remained unresolved (Rotenberg 1992). This situation raised the practical ques-
tion of whether safeguards designed for use by defence and intelligence agencies
could meet the needs of commercial users without jeopardizing US intelligence
objectives. It also raised the broader issues of the appropriate role of defence and
intelligence agencies in civilian matters and of how openness and free-market
forces can coexist with secret operations and restrictions on sensitive informa-
tion. The debate basically centred on the question of whether ‘security’ meant
the security of US society as a whole, i.e. ‘national security’ – or whether it only
referred to the security of individual users or technical systems and should there-
fore be handled by authorities other than national security bodies (Berman
1987).

We can see that the period between 1982 and 1992 is dominated by patchy
approaches and especially the ‘failure’ to strengthen the NSA’s role in computer
security, a situation partially resolved with the Computer Security Act of 1987.
This countermeasure was not truly geared towards any external threat but tried
to cement the roles and responsibilities of the players within government: the
secrecy imperative that had historically dominated the field of communications
security was beginning to waver. At that time, cryptology was still one of two
sciences (the other being nuclear energy) that was given special status under
federal statute (Kahn 1967), but that prerogative was already being weakened by
constant opposition from the private sector and academia. The encryption
debate, which remains partly unresolved to this day, pitted the US government,
particularly its law enforcement, intelligence, and national security interests,
against the private sector as the place where the main innovations in information
technology were being made.

The national security institutions were concerned about their inability to
access electronic communications protected by strong encryption. On the one
hand, encryption protects individual and corporate privacy and is a fundamental
building block of electronic commerce. On the other hand, police and intelli-
gence agencies oppose denying the government access to electronic information
because terrorists and other criminals can use encryption technology to conduct
illegal activities while avoiding government monitoring. Though a very specific
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twist in the cyber-threat debate, the issue remains important and is exemplary
for the difficulties inherent in the national security community’s relationship to
the private sector. In 1993, the Clinton administration proposed a government-
designed encryption chip called the ‘Clipper chip’ as the industry standard,
which became a public relations fiasco (Landau 1994; Froomkin 1995, 1996).
Until 1996, the US government considered any applications offering more than
40-bit encryption to be ‘munitions’, and it was therefore illegal to export such
technology. The government started to allow the export of 56-bit encryption in
1996, with some restrictions: corporations willing to commit to the development
of key escrow encryption products – systems that would accommodate the needs
of law enforcement for court-authorised access to electronic communications –
were permitted to export 56-bit encryption technologies for up to two years. The
law enforcement community in particular wanted to eventually outlaw all forms
of encryption that did not contain keys that the government could use to unlock
the encrypted communications (Freeh 1997). However, on 14 January 2000, the
US government published new encryption export regulations, allowing any
encryption commodity or software of any key length to be exported, after a tech-
nical review, to commercial firms and other non-government end users in any
country except for Cuba, Iran, Iraq, Libya, North Korea, Sudan, and Syria, the
alleged ‘seven state supporters of terrorism’ (White House 1999).

In this struggle, the argument that national security and economic security
had become one and the same clearly backfired. Many of the fundamental
advances in personal computing and networking during the 1970s and 1980s
were made by people influenced by the technological optimism of the new left
and the counter-culture, best expressed in Marshall McLuhan’s (1964; see also
McLuhan and Fiore 1967) predictions that new technology would have an
intrinsically empowering effect on individuals. A contradictory mix of techno-
logical determinism and libertarian individualism became ‘the hybrid orthodoxy
of the information age’ (Barbrook and Cameron 1995). Many West Coast ex-
hippies became involved in developing new information technologies. By the
1990s, some of them had even become owners and managers of high-tech cor-
porations in their own right. The emergence of the so-called ‘Californian Ideo-
logy’, promoted through magazines, books, TV programmes, websites,
newsgroups, and net conferences, mirrored their passionate belief in electronic
direct democracy, in which everyone would be able to express their opinions
without fear of censorship (cf. Barlow 1994, 1996). This was so fundamentally
different from what the US government wanted to establish as ‘truth’ that
various exponents of this counter-culture began to forcefully react by promoting
their own ideas of reality.

When a condition turns into a problem: the Cuckoo’s Egg
and the Morris Worm as policy windows

In the following sub-chapters, I will explore how the first threat frames
appeared, how they changed over time, and what the main reasons for these
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changes were. During this first period, the amount of attention given to computer
and communications security issues grew incrementally in response to highly
publicised incidents such as computer viruses and penetrations of networked
computer systems. This development was catalysed by a pivotal change in the
technological environment: the proliferation of home computers and the begin-
nings of widespread networking changed the nature of the threat.

In our discussion of theoretical concepts, we assumed that we should be able
to identify a ‘securitisation’ phase or at least a period during which the issue was
first successfully framed as a threat. It is obvious that it is not so simple to
identify the exact point in time when the first such framing occurred. It is clear,
however, that a closed circle of security professionals from the military was the
first group to link information technology to national security due to their mon-
opoly in defining national security matters at the time. We have also argued that
a securitisation move in the military domain was not needed per se, because
information technology was naturally ‘securitised’ as part of a bigger develop-
ment involving the use of technology for military purposes. The fact that techno-
logy has always been the major driver for changes in military affairs is widely
acknowledged and has been the topic of numerous publications (Krepinevich
1994; Metz and Kievit 1995; Henry and Peartree 1998b; Creveld 1989, 1991). It
is also agreed that information has been a key element of warfare since the
beginnings of mankind, as asserted by Sun Tzu, the ‘darling’ of US information
warfare pundits. Even though it was first seen mainly as an opportunity or force
enhancer, the acceptance of the pre-eminence of information provided a solid
basis for the shift towards the vulnerability paradigm in the wake of the major
reorientation of security policy after the end of the Cold War.

When the general issue of cyber-crime came to the attention of policy-
makers, there was a clear link to national security from the start, even though on
a different and less urgent level than the one that would be established in the
1990s. The information infrastructure was already being perceived as a weapon
as well as a target, but in the years 1981–93, the measures to combat cyber-
crime focused mainly on digital classified information and the theft thereof by
means of computers. Therefore, the main perceived threat was that of the
‘foreign intelligence threat’. Cryptology is closely connected to this particular
topic, as it plays a key role in the securing of government information. In addi-
tion, cryptology is linked to the ability to monitor civilian communications for
intelligence reasons and especially the ability to eavesdrop on and to identify
criminals. While there was little disagreement when it came to the issue of
cyber-crime, cryptology proved a far more difficult topic, as it involved two
completely different conceptions of security and went beyond a close-knit secur-
ity community to include exponents of the private sector and the academia.

According to theory, officials become aware that conditions have turned into
problems they need to address as a result of indicators, focusing events, or
formal and informal feedback (Kingdon 2003: 90–115). As stated, one of the
aims of the case study is to identify policy windows, which can either be
problem windows – the result of a new problem that comes to the attention of
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decision-makers, or political windows – the result of change in the political
arena. From the study of official documents, we learn that the condition that was
identified as the core of the problem in the 1980s was the spread of information
technologies into many aspects of life and especially their link to automated
systems. In the period between 1983 and 1992, the link to national security was
mainly made via the threat of espionage, which, it was reasoned, had become
easier due to the interlinking of information infrastructures. Specifically, the
driving forces for threat politics in this period seem to have included the appar-
ent insecurity in the early days of the networked computer environment, the
appearance of the first viruses and worms, plus the increasing activity of
‘hackers’ of all sorts.

All examples from our case study belong to the category of focusing events
that made officials become aware that conditions had reached a problematic
stage:

• The case of the 414s Gang is cited by the US Congress in the legislative
history of the federal computer crime statute [S.Rep. No. 99–432, 99th
Cong. 2d Sess. 5 (1986)]. Though it was just one of many such break-ins,
the case was a media event and likely served to make clear that there was
need for action: if teenagers were able to penetrate computer networks that
easily, it was more than likely that better organised entities such as states
would be even better equipped to do so.

• The Cuckoo’s Egg incident made clear that the threat was not just one of
criminals or kids playing games, but that classified or sensitive information
could be acquired relatively easily by foreign nationals, or by hackers
employed by foreign states for that matter. This incident helped to consoli-
date the link between the information infrastructure and national security by
establishing a link to the more traditional and well-established espionage
discourse, in a case of referencing, according to Townson. The impact of
this incident was such that it also led to a couple of directives on how to
handle data, thus triggering concrete countermeasures on a technical level.

• Another case with considerable impact was the launch of the Morris Worm,
the first major automated attack, which brought the emerging Internet to a
standstill and led to the establishment of the CERT. This case was the first
one prosecuted under the new Computer Crime and Abuse Act and gener-
ally had a compelling impact on the awareness of the Internet’s insecurity.
It also led to a number of official reports that scrutinised the emerging issue
of information security.

If we turn to indicators and other forms of feedback, we note that their influence
is less palpable than that of focusing events. Statistics were not very widespread
in the period under discussion, so that there is no apparent link between statistics
and the perception of the threat. Some reports, however, seemed to have acted as
feedback by bringing the topic to the attention of decision-makers, even though
such reports were scarce compared to the 1990s. One early example of a topical
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report is the GAO (1989) report on computer viruses, written after the Morris
Worm incident by request of the Subcommittee on Telecommunications and
Finance of June 1989, ‘Computer Security Virus Highlights Need for Improved
Internet Management’. At that time, the Internet was already well advanced in a
development that would turn it ‘from a prototype network to a large-scale multi-
network’ (GAO 1989). The report mainly highlighted the lack of a focal point of
responsibility for Internet security, security weaknesses at some sites, and prob-
lems in developing, distributing, and installing software fixes for known flaws.

In the same year, another report by the National Academy of Sciences, Com-
puter Science and Telecommunications Board (CSTB) on the ‘Growing Vulner-
ability of the Public Switched Network’, sponsored by the National
Communications System, argued on a different level when it cautioned that
‘Virtually every segment of the nation depends on reliable communications’
(Computer Science and Telecommunications Board 1989: 9). The committee
concluded that a serious threat to communications infrastructure was developing
because public communications networks were becoming increasingly vulner-
able to widespread damage from natural, accidental, capricious, or hostile agents
(Computer Science and Telecommunications Board 1989: 11–14). This enlarge-
ment of the threat from the local, confined space of the early Internet to the
larger society is an early instance of later threat frames with a great deal of per-
suasiveness. This larger threat frame can also be found in a report published by
the CSTB in 1990. The report, entitled ‘Computers at Risk: Safe Computing in
the Information Age’, began with the following, now famous, observation:

We are at risk. Increasingly, America depends on computers. They control
power delivery, communications, aviation, and financial services. They are
used to store vital information, from medical records to business plans to
criminal records. [. . .] The modern thief can steal more with a computer
than with a gun. Tomorrow’s terrorist may be able to do more damage with
a keyboard than with a bomb.

(National Academy of Sciences 1991: 7)

The National Research Council’s report thus provides early notice of new chal-
lenges confronting the protection of US information infrastructures. It looked
beyond the protective efforts of individuals and separate organisations to address
the broader problems of securing the US national information infrastructure for
the first time. As this report was highly influential and the specific threat frame it
proposed turned into the dominant one in later years, we will look at the docu-
ment and its threat frame in more detail in the next sub-chapter. It is difficult to
establish with any certainty whether these reports actively shaped decision-
makers’ perception of the threat or whether they are the expression of an already
changed perception, but what we will see below is that these reports are fre-
quently alluded to in later years, in order to stress certain points.

Furthermore, we believe that it was of great importance for the development
of countermeasures that the topic gained a lot of attention in popular culture
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during this period. One particular movie that spurred the imagination was the
film War Games, released in 1983. In this film, a young hacker sees an advert
for online war games and starts trying to hack into the company’s server. When
he finally gets access, he starts to play a simulated game called ‘global ther-
monuclear war’ – unfortunately, he has hacked into the military simulation com-
puter at the Pentagon, which starts to act out a response to an attack from
Russia. In the end, the Third World War can barely be averted. Even though
rooted in a Cold War mindset, the popular conception of a hacker as a teenage
boy hunched over his computer and able to pose a severe threat to national
security was both reflected in and popularised by the movie. In addition, the
1980s saw the emergence of the so-called ‘cyberpunk culture’, spearheaded by
the first cyber-thriller novel Neuromancer by William Gibson, which gave
‘cyberspace’ its name. Cyberpunk is a sub-genre of science fiction and dystopian
fiction, focusing on advanced technology such as computers or information
technology coupled with some degree of breakdown in the social order. The
exact impact of these products on the behaviour of policy-makers remains
unclear in the absence of any more in-depth research, but it certainly brought the
issue to the attention of a broad audience and captured the imagination of the
media.

It thus seems as if policy windows had played a role in setting the relevant
policy processes into motion. All the identified policy windows are problem
windows rather than political windows. Generally speaking, events popularised
through the media and government reports have the biggest influence on the
political process. The nature of the incidents is connected to the state of the
technological substructure, which, though already accessible from the outside
with a modem, is just turning into a mass phenomenon. We can also see that one
particular countermeasure, in our case the NSDD 145, acted as a policy window
of some sort – it evoked strong reactions that led to the correction of the pro-
posed NSDD. In this sense, one ‘countermeasure’ proves to be the triggering
event for another countermeasure and clearly reveals struggles between conflict-
ing interests and discourses.

Struggles over the meaning of ‘national security’

The key question to be addressed in Phase I or the ‘Securitisation phase’ con-
cerns the characteristics of the actors that first frame cyber-threats as a national
security threat and how they do it. As stated above, actors can be either indi-
viduals or groups of individuals who share a set of basic beliefs and have spe-
cific resources in a specific institutional setting. We try to find out what different
frames exist in which community, at what stage in time, and which particular
threat frame wins for what reason. In addition, we want to identify the actors
that are active in reframing the issue and see what particular threat frame they
promote.

We can identify a variety of actors that played a part in the game of framing
the threat in terms of national security in the mid-1980s. As stated, the military
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was the first to link information technology to security, but it did not perceive
information technology as a source of threats until later. As we have shown by
alluding to the EMP discussion, the information infrastructure was sometimes
seen as a possible target for attacks; in our understanding of the issue, however,
the cyber-threat image only truly emerged when the information infrastructure
was also considered a likely weapon.

Furthermore, the ideas concerning the vulnerability of information infrastruc-
ture ideas seemed to have come from the ‘outside’: experts who were external to
the actual policy process, such as Rona and Stoll, shaped certain ideas and for-
mulated possible countermeasures. It is not surprising that ‘experts’ shape ideas.
The rise of the modern administrative state has led to the expansion and profes-
sionalisation of bureaucracies (cf. Blondell 1982). The increasingly technical
nature of problems has fostered an increase in the respect paid to technical
expertise and, in particular, to that of scientists (Beck 1986, 2001; Haas 1992:
7–11, 1993), an idea that is also an integral part of Bigo’s theory. Second, the
current systemic environment of world politics, which is characterised by a high
degree of complexity and a multitude of relevant actors (Czempiel and Rosenau
1989; Rosenau 1990), has considerably complicated the decision-making
processes. This creates conditions of uncertainty where actors must make
choices without adequate information about the situation at hand. Complexity
and uncertainty in a given issue-area enhances the necessity and thus the role
and the influence of expert groups (Haas 1992: 12; Antoniades 2003: 34).
Experts also have an intrinsic interest in establishing fields of expertise in which
they have the discursive dominance.

It can also be observed that functional actors, who influence decisions in the
field and are important in affecting the dynamics of the issue while not them-
selves participating in the framing process (Buzan et al. 1998: 36), play a deci-
sive role. The actors from whom the threat emanates, in our case ‘hackers’ or
‘spies’, take on a pivotal role by creating incidents that act as policy windows
but do not generate threat frames of their own. Other actors, such as the NSB
(later NIST), were also not visibly active themselves in the threat-framing
process but were influential in fuelling the encryption debate by their action. In
distinguishing between the two, we can identify two kinds of functional actors:
actors who are part of the policy-making circles (internal actors) and actors who
are situated outside of this process (external actors).

The actors who were visibly involved in the framing process are the typical
professionals of security in the US national security and intelligence community:
the NSA, the FBI, specialised bodies of Congress, and the president and his
staff. No policy entrepreneur seems to have been necessary to fuel the process of
threat politics. As we have shown, tension between commercial and military
interests dominated public policy-making, as it related to computer security
during the 1980s. The most distinctive turf battle with aspects of a discursive
struggle took place between the NSA and the private sector/academia. The
struggle was mainly about the meaning of ‘national security’ and about the con-
tinued securitisation of cryptology. At the time, the NSA was losing control over
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this technology and tried to retain it by claiming the need for more security. Fur-
thermore, there was another area in which the agency wanted to stake a claim
and push for more influence – computer intelligence-gathering, the most critical
element of which is the knowledge of how to exploit computer systems for intel-
ligence reasons.

The Cuckoo’s Egg case, where spies were exploiting computer networks on
behalf of the Soviet KGB, gave the NSA and other intelligence agencies the
opportunity to try to expand their charters in this direction. Later, when GAO
official Jack L. Brock testified before the Senate Subcommittee on Government
Information and Regulation on the case of a Dutch hacker attack on DoD sites in
1991, claiming that ‘at many of the sites, the hackers had access to unclassified,
sensitive information’, his use of the term ‘unclassified, sensitive information’
was a boon for the NSA. It could confidently try to resurrect the tenets of
NSDD-145 by arguing that it was necessary to protect such information, even
though it was available via the publicly accessible Internet (Electronic Privacy
Information Center 1998b). However, the Computer Security Act of 1987 and
the activity after the revision of NSDD 145 (resulting in NSD 42) progressively
restricted the main focus of the NSA’s activities to the protection of defence
systems, leaving civilian, notably security concerns related to the civil govern-
ment system, to the NIST. Partly as a result of the changing policy context, the
NSA was forced to scale back its interaction with commercial organisations;
because of its defence-oriented charter, the NSA could not actively foster the
development or widespread dissemination of technology for use in the non-
classified or commercial world (National Academy of Sciences 1991: 20–1).

The foreign intelligence threat frame

In the period 1982–93, there are six policy-relevant documents to consider: two
EOs, two NSDs, and two Acts of Congress. Both EOs (EO 12382, 13 September
1982, ‘President’s National Security Telecommunications Advisory Committee’
and EO 12472, 3 April 1984, ‘Assignment of national security and emergency
preparedness telecommunications functions’) serve mainly to establish new
bodies and advisory boards, indicating that old structures no longer sufficed to
tackle the problem and that the issue was seen as ‘new’ in the sense that know-
ledge of its causes and consequences first needed to be generated. These two
documents do not truly enhance our understanding of cyber-threat frames, as
both only implicitly assume a threat focus. EO 12382 does so in the context of
implementing specific measures to improve the telecommunications aspects of
the US national security posture (Reagan 1982b), and EO 12472 does so in the
context of emergency management. It amends Kennedy’s memorandum on the
National Security Council (NSC), which views telecommunications as a neces-
sary auxiliary tool for emergency management but not as a source of threats
(Reagan 1984b).

The two security directives (NSDD 145, 17 September 1984, ‘National
Policy on Telecommunications and Automated Information Systems Security’,
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and the NSD 42, 5 July 1990, ‘National Policy for the Security of National
Security Telecommunications and Information Systems’) also mainly created
new committees and steering groups but had far more serious consequences, as
they tried to interfere with fragile power structures.

National Security Decision Directive Number 145 (NSDD 145)

The first official threat frame can be found in the controversial NSDD 145 on
‘National Policy on Telecommunications and Automated Information Systems
Security’, issued on 17 September 1984. The problem as described in this docu-
ment is that the technological development has led to an increased supply in IT
technology, which is therefore proliferating.

Recent advances in microelectronics technology have stimulated an
unprecedented growth in the supply of telecommunications and information
processing services within the government and throughout the private
sector. As new technologies have been applied, traditional distinctions
between telecommunications and automated information systems have
begun to disappear. Although this trend promises greatly improved effi-
ciency and effectiveness, it also poses significant security challenges.

(Reagan 1984c)

The document describes the fusion between telecommunications und computers,
a development that is seen to bring opportunities as well as dangers. Therefore,
this development is depicted as a double-edged sword. Furthermore, it is seen as
an issue that concerns both the government and the private sector. The document
then specifically addresses the problem as it relates to the US government. The
focus is on ‘classified national security information’, mirroring the concern
about data security as described above. The integrity of classified information is
seen as a national security issue:

Within the government these systems process and communicate classified
national security information concerning the vital interests of the United
States. Such information, even if unclassified in isolation, often can reveal
highly classified and other sensitive information when taken in aggregate.
The compromise of this [sic] serious damage to the United States and its
national security interests.

(Reagan 1984c)

In this document, it is clearly established that the security threat consists of the
vulnerability of information networks to external intrusion. It is also stated that
‘security’, understood in this context as information security, is a vital element
of the operational effectiveness of the national security activities of the govern-
ment and of military combat-readiness, thus making the national-security conno-
tation even more explicit. In particular, the ‘hostile intelligence threat’ is singled
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out: ‘Telecommunications and automated information processing systems are
highly susceptible to interception, unauthorized electronic access, and related
forms of technical exploitation, as well as other dimensions of the hostile intelli-
gence threat’ (Reagan 1984c). Overall, there is an emphasis on foreign exploita-
tion. The likely reason for this focus is that the national security community
conducts extensive background checks on individuals before it grants access to
systems or information. Its countermeasures, therefore, tended to emphasise
attacks by outsiders (National Academy of Sciences 1991: 20). However, it is
striking that we already find allusion to other threat subjects than nation-states,
namely terrorist groups and criminals:

The technology to exploit these electronic systems is widespread and is
used extensively by foreign nations and can be employed, as well, by terror-
ist groups and criminal elements. Government systems as well as those
which process the private or proprietary information of US persons and
businesses can become targets for foreign exploitation.

(Reagan 1984c)

As we will see, this threat frame already contains many of the ingredients of
later threat frames, even though in a slight variation. The threat subject ranges
from foreign nations to terrorists to criminals. The referent object at this stage is
limited to government systems and business systems that carry critical informa-
tion. Further, we can see that it is a fairly narrow threat frame that is concerned
mainly with classified material and does not yet encompass the society-
threatening aspects of cyber-threats. This can be attributed to the technological
substructure, which still lacked the quality of a mass phenomenon that it would
acquire once computer networks turned into a pivotal element of modern society
(Ellison et al. 1997) and once networks in a more abstract sense had become a
metaphor for many aspects of modern life in the 1990s (Castells 1996; Arquilla
and Ronfeldt 1996, 2001).

As stated by theory, a threat frame also has a prognostic frame, which
describes solutions, strategies, tactics, and objectives by which these may be
achieved. The prognostic frame is the envisaged countermeasure or policy
against the threat. In NSDD 145, it is vaguely stated that a comprehensive and
coordinated approach must be taken to protect the government’s telecommuni-
cations and automated information systems against current and projected threats.
The document calls for mechanisms for formulating policy, for overseeing
systems security resource programs, and for coordinating and executing tech-
nical activities. This is to be achieved through ‘telecommunications and auto-
mated information systems security’, which is defined as ‘protection resulting
from the application of security measures (including cryptosecurity, transmis-
sion security, emission security, and computer security)’ and also includes the
physical protection of sensitive technical security material and sensitive tech-
nical security information. The systems that need to be protected are loosely
defined as ‘systems which generate, store, process, transfer, or communicate
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information of use to an adversary’ (Reagan 1984c: 1). Naming, and especially
signifying, is done more or less involuntarily by labelling various aspects of
information-age security.

The measures that NSDD 145 proposes are mainly technical remedies for a
technical problem. The goal of these countermeasures is not only to prevent the
theft of information through interception, unauthorised electronic access, or
related technical intelligence threats but also to prevent tampering with informa-
tion in order to prevent its exploitation. The enhanced role envisaged for the
NSA should also be read as part of the prognostic frame. As we have elaborated
above, this point met with great opposition. This shows that it was not the diag-
nosis as such that was refuted but the means to counter the threat, and therefore
the prognostic part of the threat frame. As we will see, this is a pattern that
proves true for the entire cyber-threats debate. This is not very surprising
because the prognostic threat frame has particular relevance for ‘real-world’
consequences such as influence, resources, etc. Finally, the motivational framing
or the call for action is not elaborate (GAO 1995). It is mainly stressed that com-
promising classified national security information could pose serious damage to
the United States and its national-security interests, and that ‘assuring the secur-
ity of telecommunications and automated information systems which process
and communicate classified national security information, and other sensitive
government national security information, and offering assistance in the protec-
tion of certain private sector information are key national responsibilities’
(Reagan 1984c).

All in all, the terminology that is employed is imprecise, and a considerable
controversy arose especially over the meaning and use of the term ‘sensitive but
unclassified’ that first appeared in Presidential Directive/National Security
Council-24 (PD/NSC-24), signed by President Jimmy Carter in 1977 but was
not defined further. The term took centre stage in NSDD 145, but again it was
not defined. The absence of a precise definition for such a pivotal concept was
widely criticised, especially by the General Accounting Office (GAO): in con-
gressional testimony in 1985, the GAO complained that this directive could con-
ceivably give national security agencies control of the management systems of
civilian agencies and private commercial interests ‘because it established a new
category of “sensitive, unclassified government or government-derived informa-
tion, the loss of which could adversely affect the national security interest. . .”
without clearly defining the types of information in this category’ (GAO 1985:
15; Knezo 2003: 11). This shows that what matters in the discursive struggle is
not only naming and signifying but also naming and then non-signifying, by
keeping established terms as vague as possible. In any discursive struggle, this
can be very helpful because ambiguity guarantees a lot of room for manoeuvre.

Apart from this elaborate threat frame, we find a more restricted one in the
Computer Crime and Abuse Act in 1984 and 1986. All in all, this is a sub-frame
of the main frame. Even though its title includes the word ‘crime’, the document
is also concerned with national security and foreign relations. This signifies a
blurring of boundaries of internal and external threats, turning computer crime
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into more than just crime by linking it to the possible exploitation of classified
information, which by definition makes it a national security threat. The text of
the act reads as follows:

Whoever knowingly accesses a computer without authorization or exceeds
authorized access, and by means of such conduct obtains information that
has been determined by the United States Government [. . .] to require pro-
tection against unauthorized disclosure for reasons of national defense or
foreign relations, or any restricted data [. . .] with the intent or reason to
believe that such information so obtained is to be used to the injury of the
United States, or to the advantage of any foreign nation [. . .] shall be pun-
ished.

[Computer Fraud and Abuse Act 1986 (US) 18 USC 1030(a)]

According to this text, what needs to be protected is information to which a spe-
cific value, specifically a value linked to national security, is attached. The threat
subject is an individual, a ‘hacker’, who either acts in his own interests or in the
interest of a foreign nation. This act seems to be tailored to occurrences such as
the Hanover spy case (Cuckoo’s Egg), but the first individual actually prose-
cuted in court under this act was the creator of the Morris Worm. The prognostic
part of this threat frame is the level of punishment. As we will show below, this
legal instrument became the foundation stone of the countermeasures envisaged
to address the cyber-threat. This is in strange contrast to the threat frame, which
mainly focuses on foreign exploitation and espionage.

While the Computer Abuse Act and its 1986 update continue until today to
serve as the basis for prosecution, the Computer Security Act was mainly a reac-
tion to the perceived encroachment of the NSA after NSDD 145. The import-
ance of words and their meanings was clearly revealed during the Morris Worm
case. The awkward wording of the initial versions of the Computer Abuse Act
(1984 and 1986) meant that it was unclear whether the prosecutors had to prove
that Robert Morris had the specific intent to cause damage. Morris argued that
the damage he had caused had been unintentional and, thus, that his action had
not been illegal (Eichin and Rochlis 1989; Denning 1990; Froehlich et al. 1997).
Morris was found guilty, following a jury trial, of violating 18 U.S.C. s
1030(a)(5)(A). He was sentenced to three years on probation, 400 hours of
community service, a fine of US$10,050, and the costs of his supervision. His
lawyers appealed the conviction to the Circuit Court of Appeals, but the convic-
tion was upheld. His lawyers then appealed to the Supreme Court.

The US Supreme Court decided the question in 1991 by refusing without
comment to hear Morris’ appeal: the case particularly highlighted the difficulty
of prosecuting a creator of a virus who does not necessarily intend the disastrous
consequences wrought by the infectious spread of his creation. A GAO report
released in 1989 noted other flaws in the federal computer statute. While the law
made it a felony to access a computer without authorisation, the law did not
define what was meant by ‘access’ or ‘authorisation’, the GAO (1989) reported.
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This was one specific example of how difficult it is to work with fuzzy issues,
fuzzy words, and fuzzy meanings. It made some legal experts worry that com-
puter users who entered a computer system without authorisation, either unwit-
tingly or with the intention of merely looking around, could be given penalties
that were overly severe and that the Computer Crime and Abuse Act was a
‘bone breaker’ law that could transform otherwise law-abiding computer users
into felons and inhibit creative uses of computer technology. For many, this
piece of legislation would therefore have qualified as an ‘extraordinary’ or
‘exceptional’ measure.

Subtle reframing of NSDD 145

The first (subtle) reframing of the threat frame described above occurred under
the first Bush administration. There are no additional actors in the game, and no
additional conflicts between them discernible. President Bush only slightly
updated the controversial NSDD 145. This seems to signify that the topic of
cyber-threats was of no big importance for the new administration, except that
the latter tried to strengthen the role of the NSA once more: after the passing of
the Computer Security Act in 1987, the NSA had lost the struggle over how far
it could go in the name of national security. Bush’s NSD 42 sought to re-
establish the NSA’s former prerogatives in the name of national security, thus
perpetuating the still-unresolved debate on cryptography.

With NSDD 145 and NSD 42, we have two documents that can be directly
compared for changes in the threat frame. We find the following (relevant) dif-
ferences and similarities: both feature the same threat subjects and stress that the
technology to exploit these electronic systems is widespread and is used exten-
sively by foreign nations and can be employed by terrorist groups and criminal
elements, as well. Of specific interest, however, are passages that were deleted.
For example, the explanation for the need to protect electronic systems is short-
ened, and there is less emphasis on classified national security information,
which was not one of particular concerns to the Bush administration. In addition,
a considerable part concerning government involvement with the private sector
is deleted, a point that merits further attention.

In 1984, the document had stated that the government had a strong role in
encouraging, advising, and even assisting the private sector in identifying
systems that handle sensitive non-government information, which was a clear
statement that the government wanted the private sector to identify information
that was of value for national security. In addition, the government wanted to
formulate strategies and measures for providing protection, with information and
advice on the implementation of this policy being sought from the private sector.
In cases where the implementation of security measures across non-
governmental systems was in the interest of national security, the private sector
was to be encouraged, advised, and assisted in undertaking the application of
such measures (Reagan 1984c). This basically meant that the government was
ready to force the private sector to comply with its wishes, which, in connection
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with the NSA’s expanding role more generally, became a major issue. The fact
that this particular section was completely deleted in the 1990 document can be
regarded as a sign that the pivotal role of the private sector in the protection of
information infrastructures was now even more acknowledged. The only
passage that remained unchanged from the earlier version stated that initiatives
with the private sector were to be sought to maintain, complement, or enhance
information systems security (Bush 1990b).

We have already mentioned the vagueness of the terminology in NSDD 145.
NSD 42 was far from being clearer, on the contrary. It introduced a new term –
the government’s ‘national security telecommunications and information
systems (national security systems)’ (Bush 1990b). This phrase, which was not
defined in the Computer Security Act, again raised questions given the expan-
sive interpretation of ‘national security’ historically employed by the military
and intelligence agencies and the broad scope that such a term might have when
applied to computer systems within the federal government. The prognostic
frame remained unchanged. Together with a lot of the introductory text, the call
for action was deleted. As NSD 42 clearly takes NSDD 145 as a starting point,
such motivational framing might not have seemed necessary any longer.

As we can see, the differences between the threat frames in NSDD 145 and
NSD 42 are very slight. The threat subject remains the same. The referent object
is also essentially the same, but there is far less emphasis on the link between
classified information and national security, heralding a shift that we can
observe throughout the 1990s. There is less emphasis on defining the referent
object; in fact, this point seems to have been left deliberately vague. There is, on
the one hand, a difference in terminology and, on the other, a difference that
does not become obvious in the threat frame – namely the increasingly import-
ant role that is allotted to cooperation with the private sector.
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4 Asymmetric vulnerabilities and
the double-edged sword of
information warfare
Developments in the military domain

While cyber-threats had played a minor role in the overall security strategy and
orientation of the administrations of both Ronald Reagan and George H. W.
Bush, during the Clinton administration they were anchored firmly within the
broader security political agenda as a ‘new’ threat and gained a prominent role
in the national security strategy. To understand this development, we must first
take into account the major reorientation of general security policy after the end
of the Cold War. At the core of the debate lie the problem of ‘new’ threats and
the inability of the traditional security apparatus to counter them.

Unlike in the 1980s, the military was initially the driving force behind the
shaping of the threat perception in the 1990s. As a result of the military’s
involvement, the biggest catchphrase in the debate was ‘asymmetric vulnerabili-
ties’: the advantages offered by the use and dissemination of information and
communication technologies (ICT) were seen to entail a disproportional vulner-
ability, which led experts to fear that those enemies who were likely to fail in
conventional conflict with the US war machine might instead plan to bring the
United States to its knees by striking against vital points on its territory
(Berkowitz 1997) – points that are essential for national security and for the
essential functioning of industrialised societies as a whole and not necessarily to
the military specifically. This had a significant impact on the drafting of counter-
measures.

Furthermore, and as I have previously argued, the rapid development of the
information infrastructure played a considerable role in the perception of the
threat at the time. Some argue that the beginnings of the current information
revolution go back to the invention of the telegraph (Alberts et al. 1997), but it
was only in the early 1990s that a confluence of events brought about what can
be described as a ‘techno-crescendo’ of information revolution dreams, when
computers became popular with the masses and knowledge workers began to
outnumber factory workers (Kushnick 1999: 22). One of the most noteworthy
features of this more recent technological environment is the tendency towards
‘connecting everything to everything’ and thus creating vast open networks of
different sizes and shapes (Ellison et al. 1997). It was this marriage of comput-
ers and telecommunications and the worldwide assembly of systems such as
advanced computer systems, databases, and telecommunications networks that



make electronic information widely available and accessible – sometimes called
the global information infrastructure – that helped turn the current revolution
into a mass phenomenon of grand proportions with a major impact on national
security matters.

The Internet as a key component of the networked global information infra-
structure is often used as a showcase for the inherent insecurity of this techno-
logical environment. Since every computer that is ‘online’, or connected to a
larger part of the global information infrastructure, becomes part of the Internet,
this insecurity weighs particularly heavy, as every such machine becomes, in
theory, susceptible to attack and intrusion. Much of this inherent insecurity is
due to ‘historical’ reasons: the Internet began in the 1960s as the ARPANET, a
US Department of Defense (DoD) project to create a nationwide computer
network that would continue to function even if a large portion of it were
destroyed in a nuclear war or natural disaster (Denning 1997). During the next
two decades, the network that evolved was used primarily by academic institu-
tions, scientists, and government institutions for research and communications.
All of the early network protocols that still form part of the Internet infrastruc-
ture were thus designed for openness and flexibility, while security was a sec-
ondary consideration. In the early 1990s, finally, the nature of the Internet
changed significantly when the US government began pulling out of network
management and commercial entities offered Internet access to the general
public for the first time, in a development that coincided with the advent of
increasingly powerful, yet reasonably priced personal computers with easy-to-
use graphical operating systems (Berners-Lee 1999).

The commercialisation of the Internet had a considerable impact on making
the network inherently insecure because of significant market-driven obstacles
to information technology (IT) security: there is no direct return on investment,
time-to-market impedes extensive security measures, and security mechanisms
often have a negative impact on usability (Näf 2001), so that security was and is
often sacrificed for functionality. Beyond the various governing boards that
work to establish policies and standards, the Internet that emerged was bound by
few rules and answers to no single organisation. Thus, the Internet was seen as a
primary example of an unbounded system, a system characterised by distributed
administrative control without central authority, limited visibility beyond the
boundaries of local administration, and lack of complete information about the
network (Ellison et al. 1997). While conventions exist that allow the different
parts of the Internet to work together, there is no global administrative control to
assure that these parts behave in accordance with these conventions (Akdeniz
1999; Cukier 1999; Giacomello 1999; Baird 2002). To a large part, it was the
extensive and widespread dependence on the Internet that called attention to the
importance of information to national security in the first place (Campen 1992;
Campen et al. 1996; Hundley and Anderson 1997; Chapman 1998; Campen and
Dearth 1998; Halperin 2000).

In this chapter, I will analyse the development of cyber-threat frames in the
military domain. First, I will look at the development of the information warfare
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(IW) doctrine and its impact on the cyber-threats debate. Second, I will look at
how this doctrine was employed during the first conflict waged (not only, but
also) in cyberspace: the Kosovo conflict. Third, several incidents that involved
defence computers and that seemed to highlight the increasing vulnerability of
this infrastructure are scrutinised. Finally, I will look at the threat frames in mili-
tary documents and show how it became clear that the military could not play a
major role in countering cyber-threats.

Asymmetry and the development of the IW doctrine

Throughout the Cold War, asymmetry had already been an important element of
US strategic thinking but was seldom called by that name. Matching Soviet
quantitative advantages in Europe with qualitative superiority on the side of the
United States and North Atlantic Treaty Organisation (NATO) was integral to
US strategy, as expressed in the concept of massive retaliation in the 1950s.
While concerns about these asymmetric threats prompted a series of US
responses to perceived Soviet preponderance in some areas, asymmetry also
became applicable to other forces without the size and resources of the USSR,
such as the National Front for the Liberation of South Vietnam (Alexander
2004). Asymmetry also took central stage in the analytical method developed by
Andrew Marshall and Albert Wohlstetter of the RAND Corporation, which
looked for imbalances between two forces (Wohlstetter 1959, 1961; Husain
2003; Berkowitz 2003). But only after the Cold War did the United States truly
develop a fear that its huge conventional military dominance would force any
kind of adversary – states or sub-state groups – to use asymmetric means, such
as weapons of mass destruction, information operations (IO), or terrorism.

The gist of asymmetric tactics is the intention to circumvent an opponent’s
advantage in capabilities by avoiding his strengths and exploiting his weak-
nesses (Kolet 2001). The fear of asymmetric forms of warfare can ultimately be
seen as part of the DoD’s struggle to understand the post–Cold War security
environment. Basically, since the global distribution of power was unbalanced,
it followed that asymmetric strategies would be a natural evolution (Metz and
Johnson 2001: 2; Blank 2003): The United States, as the only remaining super-
power, was seen as predestined to become the target of asymmetric warfare. The
spread of IT had a substantial influence on this perception and was seen as a
factor making it much easier to attack the United States asymmetrically, as such
an attack no longer required big, specialised weapons systems or an army:
borders, already porous in many ways in the real world, were non-existent in
cyberspace. For the United States and its armed forces, this meant preparing to
oppose a ‘new’ threat, which had had low priority before, and which, so it
seemed, made old security political strategies and architectures obsolete.

In general, the Second Persian Gulf War of 1991 created a watershed in US
military thinking about IW. Alan Campen, one of the first analysts who wrote
about this issue, stated that the Gulf War ‘differed fundamentally from any pre-
vious conflict’ in that ‘the outcome turned as much on superior management of
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knowledge as [. . .] upon performances of people or weapons’ (Campen 1992:
vii). A small American task force led a pinpoint attack on Iraqi radar and com-
munication systems, preventing the Iraqi forces from gathering information
about what was going on in their western desert. At the same time, allied flank-
ing units used geographical positioning systems and a well-defended network to
keep observing, while remaining oriented within the larger battle plans (Biddle
1996; Alexander 2004).

As a result of the conflict, the concept of a Revolution in Military Affairs
(RMA) began to gain ground. On the one hand, there was an increasing desire
to move forward with the integration of advanced intelligence, surveillance,
and reconnaissance systems with stealthy, long-range, precision weapons
systems that would establish dominance in future battlefield engagements, and
on the other, RMA thinkers stressed the importance of developing a concept
that, until then, had only been loosely articulated, known as IW, in which the
ability to degrade or even paralyse an opponent’s command, control, communi-
cations, and intelligence (C3I) systems was emphasised (Rattray 2001: 314–15;
O’Hanlon 2000). Furthermore, American military thinkers began to establish
the implications of the conflict and publish scores of books on the topic. For
example, David Ronfeldt and John Arquilla attributed the success of the United
States and its international allies to the preservation of their own networks
coupled with the disruption of the enemy’s. From cases like this, Ronfeldt and
Arquilla derived the famous paradigm of network-centric warfare, stating that
large armed forces operating in centralised command structures were not suited
for such combat and were in fact vulnerable. Instead, small, heterogeneous
units operating within a network would be the most effective agents. Digital
networks, such as the Internet or a group’s intranet, would become important
battlefields (Arquilla and Ronfeldt 1997b). In general, a cottage industry in IW
concepts, studies, and proposals arose in the 1990s (Mahnken 1995; Molander
et al. 1996; Campen et al. 1996; Alberts and Papp 1997; Arquilla and Ronfeldt
1997a; Alberts et al. 1997; Arquilla and Ronfeldt 1999; Copeland 2000). At the
same time, books like the Tofflers’ War and Anti-War heightened the
awareness and study of implications of IW at a popular level (Toffler and
Toffler 1993).

US experts developed the belief that the RMA would reinforce established
tendencies that would make the US’s military capabilities far superior to that of
any other country or even of any group of countries, according to what they
called ‘America’s Information Edge’ (Nye and Owens 1996). These thinkers
hold that speed, knowledge, and precision will minimise casualties and lead to
the rapid resolution of wars, thus minimizing the problems associated with the
challenges to the political utility of force, reducing risks far enough to maintain
public support for military operations (Metz 2000a, 2000b). In this reasoning,
the central resources of conflicts are no longer physical weapons, but the
abstract information processes and contents, which moves the object of warfare
from the tangible realm to the abstract (Waltz 1998: 10). There was a gradual
move from the physical battlefield towards the ‘noosphere’ (Arquilla and
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Ronfeldt 1999: x), an enlargement of battlefields to include the virtual domain
and, ultimately, the human mind.

But the military also slowly began to grasp the implications of IW in terms of
its own vulnerability. After the Gulf War, a twofold debate developed that was
triggered by the benefits of the ‘information differential’ provided by command,
control, communications, computers and intelligence (C4I) component systems
employed in the Gulf, as well as by the experiences with the threat of data intru-
sion as perpetrated by hacker attacks during the conflict (Devost 1995: 10). Even
though military computers that are connected to the Internet generally do not
contain confidential information and do not carry out vital tasks, such computers
were nevertheless used for logistics, accounting, and personnel management. At
the time of the Gulf War, the United States used the Internet to transmit logistics
information, sometimes even without encryption (Brandt 1995). In the spring of
1991, during Operation Desert Storm in the Gulf, computer hackers from the
Netherlands accessed US military computers connected to the Internet. In all,
around 34 DoD sites were penetrated, according to the General Accounting
Office (GAO 1991). This incident was one among some of the key incidents that
helped bring home the realisation of ‘vulnerability’.

On a different level, the reaction to the technological developments after the
Gulf War manifested itself in the publication of new doctrinal papers that
included an information component. IW as a concept was formally launched in
December 1992 with the dissemination of DoD Directive 3600.1, classified Top
Secret. As apparent by allusions to it (e.g. in Defense Science Board 1994) and
later revealed by an unclassified version, published in 1995 and subsequently
revised in October 2001 (DoD 2001a), the concept included both offensive and
defensive aspects. Early definitions of IW depict it as ‘actions taken to achieve
information superiority by affecting adversary information, information-based
processes, information systems, and computer-based networks while defending
one’s own information, information-based processes, information systems, and
computer-based networks’ (Defense Science Board 1996). In many points, this
is synonymous with the ‘C4I for the Warrior’ vision released by the Joint Chiefs
of Staff in 1992 (Joint Staff 1992: 1; Fredericks 1997), showing the closeness of
the two concepts and the origin of IW ideas. The ultimate lesson from the Gulf
War, so it seems, was that the ability to ‘see’ the battlespace was the key to
victory in the newly emerging environment. The main goal of the armed forces
became thus to dominate the information spectrum and to obtain information
superiority. Information superiority is ‘the capability to collect, process, and dis-
seminate an uninterrupted flow of information while exploiting or denying an
adversary’s ability to do the same’ (Joint Chiefs of Staff 1996: 16) or, in other
words, superiority in the generation, manipulation, and use of information suffi-
cient to assure military dominance for the side that possesses it, which requires
success in both offensive and defensive IW operations (Libicki 1997a, 1997b).

In the summer of 1994, before the doctrinal development started to gain trac-
tion, the Defense Science Board (DSB), a Federal Advisory Committee estab-
lished to provide independent advice to the secretary of defence, published an
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early and comprehensive discussion of IW concepts. The study, entitled ‘Report
of the Defense Science Board Summer Study Task Force on Information Archi-
tecture for the Battlefield’ (Defense Science Board 1994), provided a major
impetus to official efforts and concerns surrounding a strategic level of IW
(Rattray 2001: 318). According to the authors of the report, ‘Information
Warfare [. . .] is a national strategic concern. Our economy, national life and mil-
itary capabilities are very dependent on information – information often vulner-
able to exploitation or disruption’ (Defense Science Board 1994: B-7). In this
1994 study, IW is already depicted as a double-edged sword. The study group
notes an overall dependency of modern life on ICT. This problem, according to
the report, equally affects the military not because of its task of defending the
nation but because it is heavily reliant on the civilian infrastructure (Defense
Science Board 1994: B-8). It follows logically that the protection of these assets
cannot be solely a military challenge. The blurring of boundaries between civil
and military responsibilities and contexts becomes obvious when the authors
stress that the use of the word ‘warfare’ in the term IW does not limit IW to a
military conflict, declared or otherwise, as IW targets the entire information
infrastructure of an adversary – political, economic, and military, throughout the
continuum of operations from peace to war. Because they can be used in peace-
time, in preparation for war, and in war, IW activities blur the concept between
peace and war (Defense Science Board 1994: 28).

Similar topics were addressed in a report of the Joint Security Commission
called ‘Redefining Security’. The Joint Security Commission (1994) was con-
vened on 11 June 1993 and tasked with developing a new approach to security
that would assure cost-effective security measures in times of shrinking defence
budgets. This general study on security after the end of the Cold War features a
very strong focus on information systems. Major issues covered by the report
include classification and problems concerning the handling of sensitive
information in the information age, pointing to the fact that these issues were far
from having been resolved in the 1980s. In accordance with the DSB report, the
Joint Security Commission warned that computer networks were likely to be the
battlefield of the future and that the risk was not limited to military systems.
Also, the report considered the security of information systems to be one of the
top priorities, creating a new sense of urgency:

The Commission considers the security of information systems and net-
works to be the major security challenge of this decade and possibly the
next century and believes that there is insufficient awareness of the grave
risks we face in this arena.

(Joint Security Commission 1994: 1)

According to the commission, if an enemy attacked the unprotected civilian
infrastructure (for example, the public telephone system), the potential economic
and other results could be disastrous. This was one of the reasons why informa-
tion risks were promoted as a prime threat of the coming century.
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At the same time, doctrinal development in the United States continued,
including plans for offensive use of IW: after the Air Force (1995) had pub-
lished a seminal document entitled ‘Cornerstones of Information Warfare’ and
the Army had followed suit with its Field Manual 100–6 (Department of the
Army 1996), the concept of information superiority also took centre stage in the
Joint Chiefs of Staff’s ‘Joint Vision 2010’ paper, released in July 1996 by the
then Chairman General John Shalikashvili (Joint Chiefs of Staff 1996). The
trend seemed to limit IW to offensive military measures in times of crisis or war.
Early publications had regarded IW as a form of warfare at the strategic/security
political level for the entire time scale of peace-crisis-war, command-and-
control warfare (C2W) as the military function at the operative level, and IO at
the tactical level. This began to change around the mid-1990s when IO began to
be understood as actions taken at every level of war. Acknowledging this, the
DoD and the Joint Chiefs of Staff moved to adopt the term IO instead of IW in
1997, the main rationale for the change being that the term ‘warfare’ was more
generally perceived as a specific term dealing with actions in a crisis or conflict,
whereas the term ‘operations’ could deal with peacetime military missions as
well (Rattray 2001: 328–9; Dunn 2002: 118–19). Dropping the word ‘war’ in
dealing with information activities was an elegant solution not only because the
revised term stresses or implies the non-violent nature that such undertaking
could have, but also because the activities included such a wide range of actors
outside the military realm.

By 1998, the US military had developed a Joint Doctrine for Information
Operations (Joint Publication 3–13), which also covers computer network
attacks on civilian infrastructures (Joint Chiefs of Staff 1998). The main
emphasis of this document is on organizational transformation, on the strategic,
operational, and tactical planning aspects of IO, and on training through exer-
cises, modelling, and simulation as key ingredients to successful IO. The threats
faced are seen as more ambiguous and regionally focused than during the Cold
War period, leading to a wide variety of factors that challenge stability in the
areas of responsibility. To ensure effective operations in this new security
environment, commanders must achieve and sustain information superiority. To
accomplish this, they must integrate offensive and defensive aspects of IO.
Information superiority or battlespace illumination is meant to provide comman-
ders with a near-perfect picture of the battlefield so that they can make near-
perfect decisions. This means that they have to have access to all of the latest
available information, anytime and anywhere. To enable this, the military
developed plans to implement a ‘System of Systems’ (Owens 1995; Mahnken
1995), a highly capable network for information exchange and related services
that also holds the bulk of battlespace knowledge (Copeland 2000: 56–61). The
different parts of this system are linked by what has been called a ‘Global Grid’
or ‘the Grid’, the means by which each part of the system is linked and can be
accessed.

IO as defined in Joint Publication 3–13 are applied across all phases of
an operation, the whole range of military operations and at the strategic,
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operational, and tactical level of war; they involve actions taken to affect the
adversary’s information and information systems while defending one’s own
information and information systems, taking advantage of the world’s growing
sophistication, connectivity, and reliance on IT. The commander is told to apply
the term ‘adversary’ broadly to include a wide range of organisations, groups, or
decision-makers. IO may be conducted across the range of military operations,
hopefully having their greatest impact on adversary decision-makers in peace-
time and during the initial states of a crisis. The primary goal is therefore to
maintain peace, defuse crises, and deter conflict. If deterrence fails, however, all
IO capabilities might be applied to meet the stated objectives (Joint Chiefs of
Staff 1998: Chapter II, 7).

The United States thus propagated a doctrine that went far beyond being a
mere guideline for technology-supported military operations; it openly con-
sidered the use of non-military and asymmetrical alternatives in international
conflicts. The candid announcement of the intention to focus activities in con-
flicts on IO and furthermore to exploit IO as a tool for international politics
detached from military battlefield operations – e.g. to conduct computer espi-
onage and sabotage, as well as ‘truth projection’, a form of ‘perception manage-
ment’ defined as ‘actions to convey and/or deny selected information and
indicators to foreign audiences to influence their emotions, motives, and objec-
tive reasoning’ (Department of Defense 2001c), over electronic mass media at
all times – increased the worldwide proliferation of these ideas.

But, in spite of the growing interest and the great efforts made in this field,
the US military had not acquired the capability to successfully wage a large-
scale (cyber-) war by 1999. The few cyber-missions during the Kosovo war
showed this quite clearly. The US Air Force carried out some cyber-attacks
against the Serbian air defence system but afterwards came under heavy criti-
cism for the inefficiency of these measures (Dunn 2002).

Kosovo: the first war fought in cyberspace

In 1999, the NATO’s intervention against Yugoslavia (known as Operation
Allied Force) marked the first sustained use of the full spectrum of IO com-
ponents in combat. During Operation Allied Force, both sides used IW aspects
to harm the enemy. Much of this involved traditional use of propaganda and dis-
information via the media, but there were also extensive efforts to intercept the
other side’s communications, to jam or deceive sensors, and to conduct other
forms of electronic warfare (Cordesman 2000). The increasing use of the Inter-
net during the conflict also gave it the distinction of being the ‘first war fought in
cyberspace’ or the ‘first war on the internet’ (Denning 2001b).

The most important component of NATO’s ‘information operations’ in this
conflict still proved to be the traditional bombing of Serbia’s command-and-
control (C2) infrastructure. C2W consists of attacks against the leadership to
‘decapitate’ the enemy’s command structure and sever it from the body of its
command forces (Libicki 1995). This concept is not new, but efforts to
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coordinate C2W aspects in a joint, high-tech environment had only been under-
taken in the early 1990s, which led to a quasi-substitution of C2W with C4I.
Even though NATO changed its justification for its offensive operations against
Serbia and its military objectives several times during Operation Allied Force,
the core intention remained to weaken the Yugoslav military and security forces
in order to impair their ability to wage combat operations. C2W, in the context
of IO, seeks to weaken the adversary’s ability to direct the disposition and
employment of forces. The principal problem with the Serbian C2 infrastructure
proved to be its dual-use character: the dual-use nature of targets created rightful
questions concerning NATO’s selection of targets, particularly since the alliance
kept insisting that its aircraft were only targeting militarily significant targets
while taking all possible measures to avoid civilian damage (Dunn 2002:
139–42).

Targets included the headquarters of the Serbian Socialist Party and Milose-
vic’s private residence, the Yugoslav and Serbian Interior Ministries, the
Yugoslav Army headquarters and the Defence Ministry, but also the Serbian
state television building, as well as power transmission facilities at Obrenovac
and elsewhere. In terms of the classification presented in the table in the Chapter
1, this measure was categorised as a physical/physical activity. The strikes
destroyed the five main electric yards that distributed power to the Serbian
armed forces, ‘the power which supplies his [Slobodan Milosevic’s] airfields,
his headquarters, his communication systems, his command-and-control
network; and no power means no runway lights, no computers, no secure com-
munications’ (Shea 1999b). They were destroyed by ‘graphite bombs’ that
caused the transformer yards to short out, rather than disabling the generators
themselves. Later, heavier munitions destroyed the grid completely. NATO
stressed that by cutting off electricity, it had forced the Yugoslav army to divert
large amounts of fuel to very inefficient generators, ‘another way of choking off
their military’s ability to move and to support itself’ (Jertz 1999).

Apart from bombings, the conflict also saw the widespread use of Psycholog-
ical Operations (PSYOPS), which, according to doctrine, are based on the pro-
jection of ‘truth’ with credible messages. Although nothing new, PSYOPS
gained new prominence as part of the general doctrine governing IO. They are
basically designed to convey selected information and indicators to foreign
leaders and foreign populations to influence their emotions, motives, objective
reasoning, and ultimately their behaviour, to get the ‘human factor’ to favour
friendly objectives. Examples of such operations include promises, threats of
force or retaliation, and conditions of surrender (Department of the Air Force
1998: 11). In Kosovo, PSYOPS measures were not a great success. The two
main activities consisted of dropping leaflets and broadcasting Western informa-
tion: by the end of May, the alliance had dropped over 50 million leaflets, most
of them dumped off aircrafts and carried by the wind. Several different types of
leaflets were released, both in English and in Serbo-Croatian (Jertz 2001).
However, there was never any indication that any of these had an effect on the
morale of the Serbian forces. An official Yugoslav Army spokesman later called
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the leaflets ‘clumsily, almost amateurishly written, lacking the basic knowledge
of the people’s spirit’, as well as featuring poor Serbian wording and syntax
(quoted in Arkin 1999).

The other major PSYOPS operation was the employment of EC-130 ‘Com-
mando Solo’ planes – airborne radio stations transmitting one-hour programmes
four times daily. They broadcast NATO briefings as well as some news reports
from Radio Free Europe and Voice of America, officially written by independ-
ent journalists for both television and radio, interspersed with European pop
music. The efforts were unable to affect the FRY state media: ‘Commando Solo’
was hampered by the air defence threat in the area when it tried to broadcast
directly to the Yugoslav troops, since it is a slow-moving platform and thus an
easy target. Fear of anti-aircraft defences also forced it to fly far away from Bel-
grade, its signals being far too weak to affect TV coverage at all (Satchell 1999).
The upshot of these efforts was that attempts to influence Serbian emotions and
motives with credible messages failed. Serbian President Slobodan Milosevic
maintained information superiority over his own people at all times.

A thoroughly new development from the total wars of the twentieth century
is that all possible channels with the other side remained open throughout the
campaign: telephone calls, faxes, and e-mails all continued to cross boundaries
(Ignatieff 2000). In Kosovo, the interlinked networked world created conditions
of relative transparency that made it easier for both sides to anticipate each
other’s next move and also personalised and documented the conflict in a unique
way. The military was aware of the impact of instantaneous broadcast, the
global availability of the same data and information to all the conflict parties,
and the effects on the strategic direction and the range of military operations.
NATO regarded Milosevic as an ‘opponent with a very comprehensive
intelligence-gathering organization’ (Shea 1999a). Its spokespeople claimed
more than once that too much information given at the daily press briefings
would jeopardise the safety of NATO troops and endanger its projects and
operations, especially because they believed that the Serbs monitored TV very
closely and used that information to make various defensive calculations (Bacon
1999). The alliance was also aware of the fact that the Yugoslav army had a
network of ‘ham radio’ operators who monitored communications among air-
craft. Because the lack of interoperable secure communications among the
NATO member states forced them to rely on non-secure methods of transmis-
sion (Cohen and Shelton 1999), they had to assume that some of the aviators’
conversations could be heard, which likely gave advance warning of some
targets (Bacon 1999).

Besides these impacts on military operations, the Kosovo conflict witnessed
the rise of one very important issue: the use of the Internet in conflicts by a wide
variety of actors. It was the first armed conflict in which all sides, including a
variety of actors not directly involved, had an active presence on the Internet and
the first conflict where the Internet was used extensively for the exchange and
publication of conflict-relevant information, some of which could only be found
online. Organisations and individuals throughout the world used the Internet to
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publish information on the conflict. Governments and government-related
organisations tended to upload material that supported their official policies.
NATO used the Internet as a primary distribution channel for material such as
spy satellite imagery that showed targets before and after they were hit, cockpit
videos, transcripts of press conferences and morning briefings, and slides pre-
sented there. In some more clearly politically motivated cases, it was also used
to request support for political activities. The London-based Kosova Task Force,
for example, relied on the Internet to coordinate its actions: to mobilise support,
it distributed action plans to Muslims and supporters of Kosovo (Denning
2001b). Serbs used e-mail distribution lists to reach tens of thousands of users,
mostly in the United States. These e-mails, which for the most part were sent to
US news organisations, called for an end to the bombing, some of them using
heated anti-NATO rhetoric, others containing moving stories describing life
during the bombardment (Denning 2001b: 5–8). Some newsgroups were flooded
with thousands of postings on Kosovo each day. Most of the contributions just
aimed at fighting a war of words, abusing the other side. Others, however, con-
tained interesting information and rumours or questioned the reliability of
NATO’s press briefings, pointing to inconsistencies in their accounts. On one
military string of e-mails, plane spotters noted the take-off times of aircraft from
British bases, information that might have been useful for the Serbian military
(Taylor 1999; Jertz 2001).

It is indeed likely that the intelligence services of both sides monitored the
digital traffic. In anticipation of Serbian censorship measures, Western private
parties set up anonymous remailers, so that individuals who feared government
reprisals could post their messages to discussion forums without being identi-
fied. However, censorship or attempts to change outgoing e-mail messages
occurred only sporadically, if at all (Denning 2001b: 6–7): it appears likely that
this kind of information flow across battle lines appeared too valuable to be
stopped. NATO claimed to have deliberately abstained from bombing Internet
service providers or shutting down the satellite links providing Internet services
to Yugoslavia because ‘full and open access to the internet can only help the
Serbian people know the ugly truth about the atrocities and crimes against
humanity being perpetrated in Kosovo’ (Taylor 1999) Serbs thought that Serbian
accounts would evoke sympathy and make the Western public more doubtful of
their leader’s actions, eventually undermining public support, while NATO
thought that allowing the Serbian people to communicate with democratic
voices in the West would weaken their morale, and in turn erode their support
for the regime. While the first assumption was partly right, the second was not:
hopes that communication of the Serbian people with democratic voices in the
West would undermine their support of the regime remained fruitless; even
though Serbs had access to Western news reports through the Internet and via
satellite and cable television, many simply did not believe the Western media:
they considered the coverage on Western television stations such as CNN and
Sky News to be as biased as the news on the Yugoslav stations (Satchell 1999).

Nonetheless, in this conflict, where public opinion was the main target of
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political rhetoric, the Internet became a valuable source of additional and espe-
cially of alternative information. As the NATO briefings began to evoke an
escalating sense of frustration and irritation among journalists – the alliance’s
aggressive information policy also included the dissemination of false and spec-
ulative stories (Goff 1999) – they looked for other ways to get to relevant
information. Transcripts of press briefings show that journalists actively used the
Internet as an alternative source of information to supplement the official
information provided by NATO. This aspect is important for credibility strug-
gles: in the extensive media war, it was not enough to justify actions by trying to
claim that Right was on the alliance’s side and stressing that the military action
was effective: alternative sources of information seriously challenged NATO’s
credibility more than once, so that the alliance was in danger of losing the
propaganda battle not only against the enemy but also on the home front
(Dunn 2002).

Apart from the propaganda war, one pattern that seems of significance is the
online activity called ‘hacktivism’. ‘Hacktivism’ stands for the merger of
hacking and activism, covering operations that use hacking techniques for
political-activist reasons, mostly directed against a target’s Internet site with the
intent to disrupt normal operations but not causing serious damage (Denning
2001b). In hacktivism, the Internet is mainly used to draw attention to a cause,
helped by the news media that report readily and regularly on such incidents.
This was also the case with attacks on various Internet servers during the
Kosovo conflict. Disruption of the NATO server, for example, began on March
27: the attacks included so-called ‘ping’-bombardment to cause denial of
service, e-mail spamming attacks, and viruses. After the bombing of the Chinese
embassy in Belgrade, Chinese hackers joined the online war, targeting US
government sites, including the White House site, which was unavailable for
three days (Brewin 1999).

Actions that not merely deny information but also cause destruction by replac-
ing content are slightly more aggressive: the Serbian hacker group, for example,
substituted two US government sites with anti-NATO sites in the beginning of
April, calling NATO the ‘National American Terrorist Organization’. On the
other side, ‘Dutchthreat’, a Dutch hacker group, broke into Yugoslav web servers
and replaced an anti-NATO site with a pro-NATO ‘Help Kosovo’ page. Several
Russian hacker groups also participated in targeting and changing NATO web-
sites (Dunn 2002: 150). A Serbian newspaper even claimed that a member of the
hacker group ‘Black Hand’ had broken into a US Navy computer and had deleted
all data. DoD officials never commented on the incident, but nevertheless, US
Navy servers did remain temporarily unavailable at the end of March 1999 (Ben-
drath 1999). The Hacker News Network later announced that around 14 military
or other governmental websites had been hacked in connection with Operation
Allied Force. Despite the high degree of attention that these denial-of-service and
defacement attacks garner, they are only directed against an organisation’s public
face and are relatively harmless, even though they are considered to be an incon-
venience as well as an embarrassment. But the success of such attacks is

Asymmetric vulnerabilities 77



generally limited, especially since most of the attackers involved are only
teenagers. Apart from the economic impact, which is very hard to measure, the
political impact of hacktivism attacks is also highly questionable.

The question remains whether any of these attacks were state-sponsored and
therefore fall under the definition of strategic IW. A report by the Center for
Strategic and International Studies (CSIS) on homeland defence makes it sound
that way when it says: ‘Serbia launched a computer attack on the NATO web
page – perhaps the first attack of its kind.’ (Cordesman 2000: 45). Other sources
maintain that it is rather doubtful whether the Yugoslav government orchestrated
these attacks: an after-action review of the alleged Serbian attacks on DoD web-
sites and computer systems asserts that it is not clear whether any of these were
sponsored by the Yugoslav government (cf. Wolfe 1999). Successful attacks
against internal NATO military C2 networks are unlikely anyway, because the
latter are administered through separate channels that are not directly accessible
over public networks and are protected by highly efficient security measures as
well as by operating systems and other software that is not commercially avail-
able and therefore cannot be exploited for ‘bugs’. Other reports claim that
NATO was able to penetrate some Yugoslav air defence systems in order to
manipulate and alter data to protect NATO’s attacking aircraft (Cordesman
2000: 47; Hoffmann 1999). It is uncertain how much, if any, of the false target
information actually appeared on Serbian radars and data read-outs. The primary
method of attack seems to have been the projection of false radar images sup-
ported by false communications and emissions designed to deceive Serbian elec-
tronic intelligence (Fulghum 1999: 33–6).

There is also rather substantive evidence against the rumours that during
Operation Allied Force, the United State launched the first offensive ‘cyber-war’
in history. The numerous publications and press releases on this topic as well as
military rhetoric before and even during the conflict raised expectations that this
new warfare tool would be employed in conflict. The rumours reached their first
apex at the end of May 1999, when a Newsweek article reported on the launch
of computer attacks on Yugoslav systems by the United States (Vistica 1999).
The article quoted defence analysts as saying that US computer hackers had bur-
rowed into Serbian government e-mail systems to read Belgrade’s mind on a
daily basis, while others had used the Internet to infiltrate the global banking
systems in search of accounts held by Milosevic and other Serbian leaders. Later
in the year, the Washington Times took the story up again and wrote that while
details still remained classified, top US military officials had confirmed that the
United States had launched a computer attack on Yugoslav systems during
NATO’s bombing campaign, in the first such broad use of offensive cyber-
warfare during a conflict, and had thus ‘triggered a superweapon that catapulted
the country into a military era that could forever alter the ways of war and the
march of history’ (Hoffmann 1999; Burns 1999).

There are at least two strong points that argue against most of these claims:
first, cyber-warfare against a relatively low-tech enemy cannot be expected to
be overly effective. At the very beginning of Operation Allied Force, an article
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explained that according to military experts, NATO’s IW efforts were more
likely to target radar transmissions than web-connected computers, mainly
because Yugoslavia had little in the way of an Internet infrastructure and
because its military was not likely to be using the web to communicate (Semi-
nerio 1999). The second point that weighs even stronger is that because cyber-
war ideas were still in their infancy, the United States found that there was
neither a clear basis in law for punishing computer attacks nor any legislation
that would allow retaliation against possible Serbian attacks. Other reports
state that while the US Air Force had planned such cyber-attacks in depth,
their execution was blocked by some exponents of the US intelligence
community, which felt that such measures would do more to corrupt the
quality of intelligence collection than to damage Serbs operations (Cordesman
2000: v and 47). The uncertainty surrounding international law, especially
because of the continuing unpredictability of the effects of information
attacks, evoked fears that their use might make US military commanders liable
to war crimes charges (Metz 2000b).

The same laws of armed conflict that are applied to bombs and missiles must
also apply to a military cyber-attack: for example, assaults aimed at civilian
targets such as financial systems or power and water facilities could constitute a
war crime. A 50-page booklet with guidelines for waging cyber-war, entitled
‘Assessment of International Legal Issues in Information Operations’, issued in
May 1999 by the Pentagon’s Office of the General Counsel warns commanders
foremost to be cautious of targeting institutions that are essentially civilian in
nature (Department of Defense 1999). Another constraint for the use of ‘cyber-
weapons’ was the fear of giving away an alleged strategic advantage. Some
experts believe that the Pentagon did actually hack into Serbian computers to
spy, but refrained from causing chaos, principally for strategic reasons: wide-
spread use of these new weapons and tools probably would accelerate and focus
foreign military research on them and threaten to deprive the United States of its
IW edge in a field where foes could catch up quickly and cheaply. This argu-
ment is similar to the one made in connection with nuclear weapons in the 1950s
(Borger 1999; Minkwitz and Schöfbänker 2000).

The example of Operation Allied Force showed that NATO was far from
being able to win the multifaceted information battle as defined by the United
States. In fact, the experience indicated how cautiously parties to a conflict
must handle the control and release of information to the public in order to
remain credible in extensive and aggressive media wars, not only to win sym-
pathy for the views of one’s own side but also to sustain the public support of
democratic electorates, a point in which NATO clearly failed. Moreover, the
operation indicated that the refusal of high-tech forces to risk lives would
likely reinforce the shift of hostilities away from the traditional battlefield
and closer to the struggle for civilian opinion and morale at home. This res-
onated well with the general perception of a heightened vulnerability due to
the information revolution. Apart from the experiences made during the con-
flict, various incidents involving defence computers, to which we will turn
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next, helped to highlight the increasing vulnerability of the defence infra-
structure.

Computer-attacks against DoD sites shape the threat
perception

Ever since Cliff Stoll tracked down the German hacker who had attacked his lab
back in 1986, the problem of intrusions into protected government network had
been a high-priority issue. The Dutch hacker incident during the Gulf War was
an early example of an occurrence that succinctly shaped the perception of vul-
nerability of the armed forces (Brock 1991). Pursuant to a congressional request,
the GAO (1996) published a report with the title ‘Information Security: Com-
puter Attacks at Department of Defense Pose Increasing Risks’ in May 1996. In
this report, the GAO reviewed the extent to which DoD computer systems had
been attacked, focusing specifically on the potential for further damage to DoD
computer systems and on challenges the DoD faced in securing sensitive
information on its computer systems.

Of the incidents described in the report, the so-called Rome Laboratory inci-
dent caused the most worries: during March and April 1994, more than 150
Internet intrusions were made into the systems of the Rome Laboratory, a
research centre reporting to the Air Research and Development Command and
specialising in electronic systems. The attackers used Trojan horses and sniffers
to access and control Rome’s operational network and were able to seize control
of the facilities’ support systems for several days. During this time, they copied
and downloaded information such as systems data on air tasking orders. By mas-
querading as a trusted user, they were also able to successfully attack systems at
other government facilities, including the National Aeronautics and Space
Administration’s (NASA) Goddard Space Flight Center, Wright-Patterson Air
Force Base, some DoD contractors, and other private-sector organisations (Air
Force Information Warfare Center 1995). During the investigation, while the
two hackers were being observed by Computer Crime Investigators, one of
the hackers accessed a system in South Korea, obtained all of the data stored on
the Korean Atomic Energy Research Institute’s system, and deposited it on the
Rome Laboratory’s system. Initially, it was unclear whether the Korean
information belonged to North Korea or South Korea. The concern was that if it
were North Korean, the North Koreans would think the transfer of data was the
result of an intrusion by the US Air Force, which could be perceived as an
aggressive act of war, especially since the United States was in sensitive negoti-
ations with the North Koreans regarding their nuclear weapons programme at
the time.

At this time, the ‘foreign’ intelligence threat was still considered the biggest
threat in the spectrum. However, the development of the IW doctrine had now
provided the framework and the vocabulary to think beyond the boundaries of
this scenario. At first, Air Force officials feared that at least one of the hackers
involved in the Rome Laboratory incident might have been working for a
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foreign country interested in obtaining military research data, or information on
areas in which the Air Force was conducting advanced research. In addition, Air
Force Information Warfare Center (AFIWC) officials thought that the hackers
may have intended to install malicious code in software that could be activated
years later, possibly jeopardising a weapons system’s ability to perform safely
and as intended, and even threatening the lives of the soldiers or pilots operating
the system (GAO 1996). Both hackers, British teenagers going by the handles
‘Datastream’ and ‘Kuji’, were eventually caught (US Senate Permanent Sub-
committee on Investigations 1996: Appendix B).

Similar intrusions included a system penetration of the US Naval Academy’s
computer systems in December 1994, when 24 servers were accessed and sniffer
programmes were installed, files deleted, systems made inaccessible to autho-
rised users, and over 12,000 passwords changed. In 1995 and 1996, an attacker
from Argentina used the Internet to access a US university system and from
there broke into computer networks at the Naval Research Laboratory, other
DoD installations, NASA, and Los Alamos National Laboratory. Unknown
persons accessed two unclassified computer systems at the Army Missile
Research Laboratory at White Sands Missile Range and installed a sniffer pro-
gramme (GAO 1996). As critics say, all reports about these incidents are full of
‘coulds’ and ‘maybes’, because what really scared the officials was not what
actually happened but what could have happened. For example, since the Air
Force did not know it was being attacked for at least three days, damage could
potentially have been inflicted on Rome Laboratory systems and the information
in those systems. In a sense, these incidents are more than mere scenarios, but
the threat does not truly manifest itself either – it is the mere potential of what
could have happened that is most frightening.

At around the same time (between January and June 1995), at the request of
the Office of the Secretary of Defense for Command, Control, Communications
and Intelligence, the RAND Corporation conducted exercises known as ‘The Day
After in Cyberspace’ to simulate an IW attack, based on the Day After methodol-
ogy, developed and used mainly to explore strategic planning options both for
nuclear proliferation and counter-proliferation (Anderson and Hearn 1996).
Senior members of the national security community and representatives from
national security-related telecommunications and information systems industries
participated in evaluating and responding to a hypothetical conflict between an
adversary and the United States and its allies in the year 2000. In the scenario, an
adversary attacks computer systems throughout the Unites States and allied coun-
tries, causing accidents, crashing systems, blocking communications, and inciting
panic. For example, automatic tellers at large banks are attacked. The attacks
create confusion and panic when the automatic tellers wrongfully add and debit
thousands of US dollars to customers’ accounts. A freight train is misrouted when
a logic bomb is inserted into a railroad computer system, causing a major acci-
dent involving a high-speed passenger train. Meanwhile, telephone service is sab-
otaged in Washington, a major airplane crash is caused in Great Britain, and
Cairo, Egypt, loses all power service. An all-out attack is launched on computers
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at most military installations, slowing down, disconnecting, or crashing the
systems. Weapons systems designed to pinpoint enemy tanks and troop forma-
tions begin to malfunction due to electronic infections (Molander et al. 1996).

The exercises were designed to assess the plausibility of IW scenarios and to
help define key issues to be addressed in this area. They highlighted some defin-
ing features of the threat, including the fact that attack mechanisms and tech-
niques could be acquired with relatively modest investment (Hamre 2003). The
exercises also revealed that no adequate tactical warning system existed for dis-
tinguishing between IW attacks and accidents. Perhaps most importantly, the
link between cyber-threats and infrastructures was already built into the sce-
nario. Therefore, the study naturally demonstrated that because the US
economy, society, and military relied increasingly on a high-performance net-
worked information infrastructure, this infrastructure presented a set of attractive
strategic targets for opponents possessing IW capabilities. The fears everybody
had were thus substantiated by this exercise.

Apart from ‘Day After’, an exercise named ‘Eligible Receiver’, undertaken in
1997, also considerably shaped the perception of the threat. ‘Eligible Receiver’
was a no-notice Joint Staff Exercise designed to test DoD planning and crisis
action capabilities when faced with attacks on DoD information infrastructures.
A ‘red team’ of hackers from the National Security Agency (NSA) was organ-
ised to infiltrate the Pentagon systems. The team was only allowed to use pub-
licly available computer equipment and hacking software. Although many
details about ‘Eligible Receiver’ are still classified, it is said that the hackers
were able to infiltrate and take control of the Pacific Command Center’s comput-
ers, as well as of power grids and 911 emergency systems in nine major US
cities. They intruded computer networks, denied services, changed, removed,
and read e-mails, and disrupted phone services. The team gained super user
access to over 36 computer systems, which meant they could create new
accounts, delete accounts, turn the system off, or reformat the server hard drives.
In addition, this disclosed several human vulnerabilities in the virtual
world/cyberspace, including the ease with which the NSA team ‘socially engi-
neered’ DoD personnel and the vast amount of valuable information they were
able to collect from the Internet on a daily basis (Gertz 1998; Computer Science
and Telecommunications Board 1999: 132; Hamre 2003).

Such exercises did not stop real hackers from gaining access to the govern-
ment networks, however. In February 1998, more than 500 electronic break-ins
into computer systems of the US government and the private sector were
detected. The hackers got access to at least 200 different computer systems of
the US military, the nuclear weapons laboratories, the Department of Energy,
and NASA. The DoD established a 24-hour emergency watch, installed intru-
sion detection systems on key nodes, and assisted law enforcement in computer
forensics and investigation. The incidents confirmed earlier Eligible Receiver
findings, namely: the DoD had no effective system of indications and warnings,
intrusion detection systems were insufficient, the DoD was not organised effect-
ively for IO, and identifying the threat group and motives was a problem. At
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precisely the same time, the US forces in the Middle East were being built up
because of tensions with Iraq over UN arms inspections. The fact that some of
the intrusions could be traced back to Internet service providers in the Gulf
region led to the initial conclusion that the Iraqi government had to be behind
the attacks (GAO 1999). A closer investigation of the case later brought up the
real attackers: two teenagers from Cloverdale in California and another teen
from Israel. Thus, the earlier pattern is repeated: electronic break-ins are erro-
neously linked to an enemy state, but the real perpetrators are youths playing
games of one-upmanship.

Shortly after this incident, dubbed ‘Solar Sunrise’, US officials accidentally
discovered a pattern of probing of computer systems at the Pentagon, NASA, the
Energy Department, private universities, and research labs. The highly classified
incident, called ‘Moonlight Maze’, had obviously been going on for nearly two
years before it was discovered in March 1998. The invaders were systematically
prowling through tens of thousands of files – including maps of military installa-
tions, troop configurations, and military hardware designs. The Defense Depart-
ment traced the trail back to a mainframe computer in the former Soviet Union,
but the sponsor of the attacks remains unknown, and the Russian government
denied any involvement (Vatis 1999).

All these incidents were often cited in hearings over the years as examples
of how vulnerable the United States was and were excessively exploited by the
media (Smith 1999a, 1999b). But the incidents also had different implications:
the characteristics of the incidents led to the consensus that the military could
not take the lead when it came to this new threat, despite its influence in
framing the threat in the 1990s. It became clear that in the case of most cyber-
attacks, neither the identity nor the objective of the perpetrator was known
during the attack. As then FBI Director Louis Freeh told the Senate after
‘Solar Sunrise’ in a hearing: ‘Solar Sunrise [. . .] demonstrated to the intera-
gency community how difficult it is to identify an intruder until facts are gath-
ered in an investigation, and why assumptions cannot be made until sufficient
facts are available’ (Freeh 2000). Due to the nature of cyber-attacks, it is often
impossible to determine at the outset whether an intrusion is an act of vandal-
ism, computer crime, terrorism, foreign intelligence activity, or some form of
strategic attack. The only way to determine the source, nature, and scope of
the incident is to investigate. And the authority to investigate such matters and
to obtain the necessary court orders or subpoenas clearly resides with law
enforcement (Vatis 1998a).

John Hamre, then deputy secretary of defence, also made a clear statement on
the role of the DoD and on the blurring of lines between responsibilities in a
1998 hearing. He said that one problem with cyber-attacks against infrastructure
targets was that they could be the culmination of long-term, subtle, systematic
intrusions. The preparatory phase could take place over several years, making it
very hard to collate curious, seemingly unrelated events into a coherent picture.
An attack may also take place over multiple jurisdictions, e.g. by targeting
power grids or air traffic control nodes in several states. In this context, the
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boundary between national security and law enforcement, according to Hamre,
was blurred, as was the border between public- and private-sector responsibility.
In such an event, he said:

DoD must be very careful in the roles it plays, and for which it prepares.
We have neither the authorities, nor the organization for police activities.
[. . .] Rather, DoD should be involved when an attack is targeted directly
against national security assets, is more widespread and not localized, or
when special technical expertise is required.

(Hamre 1998)

US domestic law also gave the armed forces’ lawyers headaches, because an attack
on US infrastructures could originate in Iraq as well as in the United States. A mili-
tary counter-strike through cyberspace might therefore unwittingly constitute an
operation of US armed forces on domestic territory, which is prohibited by the
Posse Comitatus Act of 1878 (Section 1385 of Title 18, United States Code).

Bound to lead? The military roles in protecting the nation
against cyber-threats

As we have shown, the DoD was the driving force behind threat framing in the
early 1990s. For the Pentagon and the intelligence community, IW offered a new
vista in the post–Cold War era of diminishing military budgets, a paucity of con-
ventional threats, base closures, and reductions in the numbers of both military
and civilian employees. Its officials convinced the administration that it was
necessary to defend the infrastructures of the United States in order to further
offensive and defensive IW contingencies. Their approach was naturally two-
pronged: on the one hand, actual war-fighting activities were of interest, but on
the other, the United States’ own vulnerability, linked to the notion of asymme-
try, became a major topic.

‘Computers at risk: safe computing in the information age’

The 1980s threat frame as identified in the NSDD 145 and NSD 42 already
began to undergo change in the late 1980s. We find a new one in a document
that is not a policy document but the outcome of a request from the Defense
Advanced Research Projects Agency (DARPA) in 1988 to address the security
and trustworthiness of US computing and communications systems as a reaction
to the Morris Worm: the Computer Science and Technology Board’s 1990
Report ‘Computers at Risk: Safe Computing in the Information Age’ (National
Academy of Sciences 1991). Though it is not linked to the military in the strict
sense, this study is of tremendous importance for the later development of the
threat frame, as it was the first to link cyber-threats to the critical infrastructure
protection (CIP) debate, which elevated the issue to prime position on the
national security agenda in the 1990s and gave it another level of urgency.
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In the report, the threat subject remains the same, but a differentiation
between criminal elements and hackers is introduced for the first time. The
report also very clearly links IT to society as a whole: as computer systems
become more prevalent, sophisticated, embedded in physical processes, and
interconnected, it argues, society becomes more vulnerable to poor system
design, accidents that disable systems, and attacks on computer systems
(National Academy of Sciences 1991: 1). The report even speaks of ‘potential
disasters that can cause economic and even human losses’ (National Academy
of Sciences 1991: 2). The new aspect is the link it makes to other so-called
‘infrastructures’ (National Academy of Sciences 1991: 2), though it still lacks
the terminology of later years: ‘For example, new vulnerabilities are emerging
as computers become more common as components of medical and transporta-
tion equipment or more interconnected as components of domestic and inter-
national financial systems’ (National Academy of Sciences 1991: 2). In addition,
the document equates national security with economic interests. This is not a
new development but important insofar as the broadening of the scope of
national security opened the door for the subsequent reasoning: the report states
that computers have become such an integral part of US business that computer-
related risks cannot be separated from general business risks (National Academy
of Sciences 1991: 11). The concentration of information and economic activity
in computer systems, according to the report, makes those systems an attractive
target to hostile entities, which raises questions about the intersection of eco-
nomic and national-security interests and the design of appropriate security strat-
egies for the public and private sectors (National Academy of Sciences 1991: 8),
a question that would become increasingly prevalent in later years. In an even
further step, the document forecasts a shift from conventional military conflict to
economic competition in future years and thus attributes even more importance
to information infrastructures. This link between the two realms can be inter-
preted as a necessary discursive legitimation for expanding security into ‘new’
areas; the proposed countermeasures could only be legitimised on the basis of a
convincing argument to the effect that the interests of the national security
apparatus and the private sector were one and the same.

In the report, we find a very strong motivational framing and call for action:
the trends that the report identify suggest to the authors that whatever trust was
justified in the past will not be justified in the future ‘unless action is taken now’
(National Academy of Sciences 1991: 11). Basically, it is argued that society has
reached a ‘discontinuity’ and that what lies ahead is new terrain that requires
new thinking. This urgency is also due to the fact that the threat is bigger and
growing, due to a) the proliferation of computer systems into ever more applica-
tions, especially applications involving networking; b) the changing nature of
the technology base; c) the increase in computer system expertise within the
population, which increases the potential for system abuse; d) the increasingly
global environment for business and research; and e) the global reach and inter-
connection of computer networks, which multiply system vulnerabilities
(National Academy of Sciences 1991: 1). As we will see below, these factors, a
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mixture of technological change and proliferation of knowledge due to this
change, remain the key reasons for processes of threat politics in later years.
Again, these points are used to make a strong case that the state as protector of
society needs to act. The prognostic frame is slightly enlarged in comparison to
the earlier threat frames. Even though there still is a strong emphasis on tech-
nical security measures, attaining increased security is also labelled a manage-
ment issue and a social problem. This threat frame would become the winning
threat frame of the 1990s. The persuasiveness of this threat frame and the kind
of link it establishes to the potential destruction of the entire society were likely
decisive for its considerable success. Its emergence at this particular time is due
to a rapidly changing technological substructure, as described in the report, and
is based on the observation that infrastructures were becoming more and more
dependent on information and communication technology and complex net-
works.

Early studies in the military

Apart from this report, various military reports from the early 1990s listed the
same broad range of adversaries and referred to the whole nation as being
endangered due to its dependence on the information infrastructure. In fact, the
only variations in this threat frame can be found in the prognostic part of the
frame. In the ‘Redefining Security’ report by the Joint Security Commission
(JSC) to the secretary of defense and the director of central intelligence (28 Feb-
ruary 1994), for example, we find further clear fault lines between government
and the private sector, an issue that had become virulent in connection with the
encryption debate, as we have shown. The document asks basic, but nonetheless,
acute questions, such as what exactly the government’s role should be in helping
to protect information assets and intellectual capital that are in private hands or
how and whether technology should be developed by the government to protect
classified information, and how it should be provided to the private sector for the
protection of sensitive but unclassified information (Joint Security Commission
1994: 2).

The overall focus of the report, reducing costs for security, is reflected in a
strong economic reasoning. ‘Redefining Security’ argues, for example, that just
the economic consequences of a successful attack on the telephone system or the
National Information Infrastructure (NII) would be significant or even disastrous
‘if instead of attacking our military systems and data bases, an enemy attacked
our unprotected civilian infrastructure’ (Joint Security Commission 1994: 80).
Before the bombing of the Alfred P. Murrah Federal Building in Oklahoma City
in April 1995, there had been less focus on terrorism and more on the economy,
but the bottom-line reasoning is the same:

The United States is increasingly dependent on information systems and
networks. Information systems control the basic functions of the nation’s
infrastructure, including the air traffic control system, power distribution
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and utilities, phone system, stock exchanges, the Federal Reserve monetary
transfer system, credit and medical records, and a host of other services and
activities.

(Joint Security Commission 1994: iv)

The threat subject is described as being ‘increasingly sophisticated’ and is char-
acterised as coming from both insiders and outsiders. Specifically, there is an
emphasis on foreign intelligence services again, including those of ‘allies’. It is
even claimed in the report that some of them are known to target US information
systems and technologies, using techniques that can ‘give them access to
information without ever coming into our work spaces or approaching our
people’ (Joint Security Commission 1994: 81). An ‘old’ threat frame, that of the
foreign intelligence threat, and a ‘new’ one, concerned with critical infrastruc-
tures, can be found in this document.

The call for action is linked to the novelty of the threat. In general, the word
‘new’ is used rather frequently: the nature of the threats is ‘new’ (they are
diffuse, multifaceted, and dynamic), and therefore, a ‘new’ defence paradigm is
needed, specifically because providing total security is impossible and because
overall costs are too great to patch all of the safety gaps. The report proposes a
number of remedies, including a new policy structure and a classification system
designed to manage risks better, as well as methods of improving personnel
security policies in both the government and the industry, a measure tailored
against the ‘insider’ threat, which is assessed as being considerable. Apart from
bringing the issue of information security to the attention of a broad range of
actors in the national security community, in September 1994, the recommenda-
tions of the JSC led to the promulgation of Presidential Decision Directive 29 on
‘Security Policy Coordination’, which established the Security Policy Board
(SPB), to handle these concerns (Clinton 1994b).

Another report that was mentioned above, the 1994 Summer Study ‘Report
of the Defense Science Board Summer Study Task Force on Information
Architecture for the Battlefield’ (Defense Science Board 1994), also proposed
a threat frame. When it comes to characterizing the threat, we find that the
DSB on the one hand describes information superiority as being as important
as nuclear deterrence and dominance during the Cold War (Defense Science
Board 1994: B-4). On the other, it stresses that the loss of control over the
attack capabilities makes it both hard to define the threat and hard to under-
stand it (Defense Science Board 1994: B-2). The reason for this, according to
the report, is that the technology for IW is developed in the open commercial
market, which clearly differentiates it from the Cold War and the nuclear
threat, which was relatively easy to monitor. On the side of the threat subject,
the paper establishes that IW attacks can be carried out by a spectrum of
adversaries ranging from teenage hacker to sophisticated wide-ranging attacks
(Defense Science Board 1994: 24), thus postulating a wide range of potential
adversaries, a feature that is familiar from the 1980s. Particularly, the report
states that:
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There is mounting evidence that there is a threat that goes beyond hackers
and criminal elements. This threat arises from terrorist groups or nation
states, and is far more subtle and difficult to counter than the more unstruc-
tured but growing problem caused by hackers. The threat causes concern
over the specter of military readiness problems caused by attacks on
Defense computer systems, but it goes well beyond the Department. Every
aspect of modern life is tied to a computer system at some point, and most
of these systems are relatively unprotected.

(Defense Science Board 1994: 24)

Basically, this reflects the practice of partitioning the wide range of actors into two
groups with fluent boundaries, based on organizational complexity: the first con-
tains recreational or institutional hackers and organised crime, and the second con-
tains terrorists and nation-states. The first is sometimes described as an
‘unstructured’ threat, while the latter is considered a ‘structured’ threat (National
Academy of Sciences 1991; Minihan 1998). The unstructured threat is random and
relatively limited. It consists of adversaries with limited funds and organisation
and short-term goals. These actors have limited resources, tools, skills, and
funding to accomplish a sophisticated attack and also lack the motivation to do so.
The unstructured threat is not considered a danger to national security and is not
usually the concern of the national security community. Nonetheless, such attacks
could cause considerable damage mainly in the economic realm. The structured
threat, on the other hand, is considerably more methodical and better supported.
Adversaries from this group have all-source intelligence support, extensive
funding, organised professional support, and long-term goals. Foreign intelligence
services, criminal elements, and professional hackers (crackers) involved in IW,
criminal activities, or industrial espionage are also included in this threat category.
Unfortunately, the boundaries between the two categories are not always clear:
even though the unstructured threat is not of direct concern for national security, it
is still feared that a structured threat actor could masquerade as an unstructured
threat actor or that structured actors could seek the help of technologically apt
individuals from the other group.

In another major report, called ‘Information Warfare – Defense (IW-D)’
(Defense Science Board 1996), particular attention was paid to issues of protec-
tion. Established at the direction of the under-secretary of defense for acquisition
and technology on 4 October 1995, the objective of the study was to make
recommendations regarding the creation and maintenance of specific aspects of
a national IW defence capability. This specific focus was a result of parallel and
closely related activities in the civil domain after Oklahoma City; given the
activities of the President’s Commission on Critical Infrastructure Protection
(PCCIP) study group, which are analysed in the next sub-chapter, the Task
Force decided to address IW defence issues and provide conclusions mainly
from the DoD’s point of view. The report appeared a couple of months before
the PCCIP report. However, we find in it the exact same diagnostic threat frame.
The DSB task force – chaired by two former assistant secretaries of defence for
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command, control, communications, and intelligence – viewed the IW problem
as so severe that it urged the Pentagon to embark immediately on a crash course
to protect its networks against this new form of warfare by providing detailed
policy funding and legal recommendations. To defend DoD and critical non-
governmental systems against IW, the report recommended new legal authorisa-
tion that would allow ‘DoD law enforcement and intelligence agencies to
conduct efficient coordinated monitoring of attacks on the critical civilian
information infrastructure. . .’ (Defense Science Board 1996: 6–30).

In carving out a position for the DoD to take on this role in the civil sector, the
report summed up the problem as follows: ‘We should not forget that IW is a form
of warfare, not a crime or an act of terror.’ (Defense Science Board 1996: Exhibit
3–1) Subsequently, it adopted a rather blunt approach as to how the Pentagon should
respond to such an attack or intrusion: ‘The response could entail civil or criminal
prosecution, use of military force [. . .] diplomatic initiatives or economic mandates’
(Defense Science Board 1996: ES-4). These recommendations included a controver-
sial call to give the Pentagon the legal power to protect non-governmental portions
of the infrastructure in the name of defence and national security. Further recom-
mendations included establishing the assistant secretary of defense (Command,
Control, Communications, & Intelligence) (ASD/C3I) as the single focal point for
Information Warfare-Defense (IW-D) within the department. According to this plan,
the Defense Information Systems Agency (DISA) would have taken on a pivotal
IW-D role, based on the recommendations in the report. It called for DISA to set up
an IW operations centre to provide tactical warning, attack assessments, and emer-
gency response, with infrastructure restoration capabilities.

Because the authors of the report see the DoD as taking the lead, they also
promulgate a strategy of deterrence. In their view, deterrence is the first line of
defence in the information age as much as during the nuclear age. The deter-
rence they envisage

must include an expression of national will as expressed in law and conduct,
a declaratory policy relative to consequences of an information warfare
attack against the United States, and an indication of the resilience of the
information infrastructure to survive an attack.

(Defense Science Board 1996: ES-3)

In order to be able to deter, tactical warning is needed. The essence of tactical
warning is monitoring, detection of incidents, and reporting of the incidents. Next,
premeditated responses to the intrusions or attacks must be in place to deter future
intrusions or attacks. This response, the authors say, could entail civil or criminal
prosecution, the use of military force, perception management, diplomatic initi-
atives, or economic mandates and might also involve offensive IW.

In addition to this volley of possible countermeasures, they offer the usual
technical and organizational remedies. In thus arguing, they use the rationale of
risk management: because absolute security is not possible – a notion adapted
from the JSC report – it is technically and economically impossible to design
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and protect the infrastructure to withstand any and all disruptions, intrusions, or
attacks. The logical consequence is that one has to manage the existing risks
(Defense Science Board 1996: ES-3). This can be done by protecting selected
portions of the infrastructure that support critical functions and activities neces-
sary for maintaining political, military, and economic interests. In this view, it
should be possible to repair the infrastructure and to perform critical functions in
the case of IW attacks (Defense Science Board 1996: ES-3). The beginning of
this particular story can be called the ‘managerial security story’ (Aradau
2001b), which we will turn to in more detail below.

Developments in the military domain as described in this chapter are ambigu-
ous. On the one hand, the RMA appears to further enhance the already unique
military power of the United States: the development of the US military’s
system of systems, along with capabilities for precision strikes, dominant
manoeuvre, and focused logistics, as well as massive investments by the US
DoD in advanced technology, generally served to further broaden the gap
between the United States and its allies as well as its foes (Johnson and Libicki
1995). On the other hand, there was a growing concern that the proliferation of
technologies in the globalised marketplace might be counterproductive to US
military security, constituting the primary security paradox in the information
age. The fear that other nations might develop IW capabilities and doctrines of
their own stands in strange contrast to the openness with which the United States
promotes its new ideas globally by putting its entire doctrine online. While the
documents analysed in this chapter were influential both in shaping threat per-
ceptions and in bringing the issue of cyber-threats to the attention of a broad
audience, they did not establish the winning threat frame. Basically, the role of
the private sector in the CIP debate was becoming so important that it would
have been simply impossible in practical terms to give the military a very
dominant role. In the aftermath of the PCCIP’s report, the DoD became less
influential in the debate – to some extent, at its own request.

Due to the cyber-crime paradigm, the Federal Bureau of Investigation (FBI)
was already involved in investigating computer crimes and had set up a special
Computer Crime Squad in the early 1990s. On the basis of the Computer Fraud
and Abuse Act of 1986, this unit investigated more than 200 cases until the mid-
1990s and thus occupied the strongest position within government. Apart from
the distribution of resources and practical reasons of investigation, legal norms
prevented a more important role for the armed forces in the protection of critical
infrastructures. As one report notes:

the Defense Department is legally prohibited from taking action beyond
identification of a cyber-attacker on its own initiative, even though the
ability of the United States to defend itself against external threats is com-
promised by attacks on its C4I infrastructure, a compromise whose severity
will only grow as the US military becomes more dependent on the leverage
provided by C4I.

(Computer Science and Telecommunications Board 1999: 176)
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5 Critical infrastructures and
homeland security

Despite the prominent role of the military in shaping the threat perception, a dif-
ferent track emerged when a particular event gave a distinct face to cyber-
threats: the Oklahoma City bombing of April 1995. In its aftermath, the issue of
cyber-threats was interlinked with the concept of critical infrastructure protec-
tion (CIP) – critical infrastructures being defined as those assets whose destruc-
tion or disruption would have a crippling impact on the heart of the US society –
and the threat of terrorism. The threat frame that emerged from this premise
made military options seem unsuitable, despite the military’s great interest in the
topic until at least the mid-1990s and despite the fact that terms like ‘informa-
tion warfare’, ‘cyber-war’, or ‘electronic Pearl Harbor’ helped to hoist the
problem firmly onto the security political agenda (Bendrath 2001).

In the years that followed the event, the foundations for the current policies
were laid. The inter-agency Critical Infrastructure Working Group (CIWG), set
up by President Bill Clinton and his Attorney General Janet Reno, two months
after the Oklahoma City attack (Freeh 1997; PDD 39), was tasked with studying
the infrastructural vulnerabilities of the United States to terrorist attacks. In
January 1996, the CIWG issued its report, which in turn led to the establishment
of the President’s Commission on Critical Infrastructure Protection (PCCIP
1997). The PCCIP report of 1997 finally led to Presidential Decision Directives
(PDD) 62 and 63 in May 1998 (Clinton 1998a, 1998b) and a more elaborate
version of the same document, the National Plan for Information Systems Pro-
tection, in January 2000 (Clinton 2000). This is the focus of the first sub-chapter.

The PCCIP report and the subsequent PDDs established a threat frame that
prevails until today and solidified enduring countermeasures. The years 1997
and 1998 in particular were a watershed in terms of the views on cyber-threats:
when comparing open hearings concerning national security or the annual
defence reports over the years, we see how the issue takes a quantum leap in
1998; there is a great quantitative increase in the time and space devoted to the
topic in public hearings. The space allotted to cyber-threats related issues in the
National Security Strategies (NSS) of the United States grew incrementally
around the same time. In addition, cyber-threats came to be depicted as one of
the prime dangers among the ‘new’ threats. Central Intelligence Agency (CIA)
Director John Deutch, for example, had regularly warned of threats to national



security from cyber-attacks since the mid-1990s. Asked in a Senate hearing to
compare the danger of cyber-threats with the threat emanating from nuclear, bio-
logical, or chemical weapons, he answered, ‘it is very, very close to the top’
(Deutch 1996). In the PCCIP report, cyber-threats are described as being even
more dangerous than other ‘new’ threats, especially because the necessary
weapons are so easy to acquire (PCCIP 1997: 14). The threat also made its way
into the general broad debate and the public mind through excessive media
coverage.

In the year 2000, the issue of CIP remained a high priority on the political
agenda; the events of 11 September 2001 merely served to further increase the
awareness of vulnerabilities and the sense of urgency in protecting critical infra-
structures (Bush 2001a, 2001b). However, while the threat frame as promoted
by the PCCIP remained the same, the attention given to the cyber-threat aspect
diminished. The attacks of 9/11 ensured that the topic of CIP turned into the
nucleus of homeland security, though with a slightly different angle than under
Clinton. While the Clinton administration viewed cyber-threats as one of the key
dangers of the twenty-first century, the focus under Vice President George W.
Bush administration shifted from a very strong focus on cyber-tools and
methods towards integration of the physical aspects of terrorism, shown in the
second sub-chapter. Other important developments took place in the military
domain once again, where the debate centred on the Revolution in Military
Affairs (RMA) and the transformation of the military more generally. Aspects of
information warfare and the ability to prevail in the information domain were
once again key issues.

Cyber-threats are linked to the CIP debate

The US government has viewed terrorism as a national security concern at least
since the late 1960s, when intercontinental airline travel and global media
brought the spectacle of terrorist hijackings to US living rooms. At the begin-
ning of the Reagan administration, Secretary of State Alexander Haig had
announced that opposition to terrorism would replace the Carter administration’s
focus on advancing human rights throughout the world (Ray and Schaap 2003:
5). Although opposition to terrorism never really became the primary focus of
the Reagan administration, counter-terrorism policy was first formalised with
President Reagan’s National Security Decision Directive (NSDD) 207, issued in
1986 and based on the findings of Bush’s 1985 Task Force on Terrorism
(Pollard 1998; Richelson and Evans 2001). NSDD 207 reaffirmed and institu-
tionalised federal jurisdiction in cases of terrorism in two categories: the Depart-
ment of Justice through the Federal Bureau of Investigation (FBI) was
responsible for domestic terrorism, and the Department of State for international
terrorism.

For the Clinton administration, counter-terrorism became a top priority. One
main reason for this was the new threat perception after the first World Trade
Center attack in February 1993 and the Oklahoma City bombing in 1995.
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Oklahoma City, on the one hand, showed that terrorism was no longer some-
thing that only happened overseas. On the other, and more importantly for our
topic, Oklahoma City made government officials realise that an attack on a
seemingly insignificant federal building, outside the ‘nerve centre’ of Washing-
ton, DC, was able to set off a chain reaction that impacted an area of economy
that would not have normally been linked to the functions of that federal build-
ing. The idea was that, beyond the loss of human lives and physical infrastruc-
ture, a set of processes controlled from that building had also been lost (i.e. an
FBI office and a payroll department), thereby impacting other agencies,
employees, and/or the private sector further down the supply chain and far away
from the physical destruction of the building in previously unimagined ways
(Critical Infrastructure Protection Oral History Project 2005).

A direct outcome of the bombing was PDD 39, issued in June 1995. The 12-
page, partly classified directive focuses on reducing US vulnerabilities and on
deterring and responding to terrorism and weapons of mass destruction, espe-
cially proliferation. The PDD directed the FBI to expand its counter-terrorism
programme, ordered the secretary of transportation to reduce vulnerability
affecting the security of airports in the United States, instructed the director of
central intelligence to lead ‘an aggressive program of foreign intelligence collec-
tion, analysis, counterintelligence and covert action’, and compelled the Federal
Emergency Management Agency (FEMA) to coordinate consequence manage-
ment activities. Terrorism was thus established as an issue that had to be
addressed across the board of agencies (Clinton 1995b).

In addition, PDD 39 directed the attorney general to lead a government-wide
effort to re-examine the adequacy of infrastructure protection. As a result, Reno
convened the CIWG, chaired by Deputy Attorney General Jamie Gorelick and
various other officials, to scope out the issue and report back to the cabinet with
policy options. The CIWG’s interim report was completed in early February
1996 (USSPSI 1996: 42). The attorney general’s review particularly highlighted
the lack of attention that had been given to protecting the cyber-infrastructure:
critical information systems and computer networks. In this way, the topic of
cyber-threats was linked to the topics of CIP and terrorism by (involuntary)
referencing.

Responding to the working group’s recommendations, the president issued
Executive Order (EO) 13010 on 15 July 1996 (Clinton 1996b). With this EO,
Clinton established a special study group, the PCCIP, whose task was to deliver
a comprehensive report on the security of all infrastructure systems in the United
States. The PCCIP included representatives of all relevant government depart-
ments, not only from the traditional security policy establishment. Additionally,
the private sector was equally involved. This involvement was based on the
assumption that security policy in the information technology (IT) field was no
longer only a duty of the government, but a ‘shared responsibility’ (Clinton
1996b). Together with the PCCIP, Clinton set up the Infrastructure Protection
Task Force (IPTF) to deal with the more urgent problems of coordination in
infrastructure protection until the report was published. The members of the
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IPTF were drawn exclusively from the country’s classic security policy institu-
tions – the FBI, the Pentagon, and the National Security Agency (NSA) (Clinton
1996b). To this extent, the IPTF can be regarded as a compromise between the
cooperative (PCCIP) approach – including the private sector and other depart-
ments – and a classical security policy approach, namely giving the task to the
FBI or the Department of Defense (DoD). The IPTF was chaired by and located
at the Department of Justice to enable it to make use of the Computer Investiga-
tions and Infrastructure Threat Assessment Center (CITAC), which had been set
up shortly before at the FBI (Tritak 1999). Obviously, the institutional resources
of the FBI, which emerged from the cyber-crime debate as a strong player, con-
stituted the decisive factor for this decision.

The PCCIP presented its report in the fall of 1997 (PCCIP 1997). The inter-
national impact of this document was such that it led to the topic of CIP being
firmly established on the security agenda of various countries (Dunn and Wigert
2004). While the study assessed a list of critical infrastructures or ‘sectors’ – for
example, the financial sector, energy supply, transportation, and the emergency
services – the main focus was on cyber-risks. There were two reasons for this
decision: first, these were the least known because they were basically new, and
second, many of the other infrastructures were seen to depend on data and com-
munication networks. The PCCIP thus identified a gap, or a ‘new’ problem, and
linked the cyber-threats discourse even more firmly to the topic of critical infra-
structures than it had been before.

Clinton followed most of the commission’s recommendations in May 1998
with his PDD 62 and 63 (Clinton 1998a, 1998b). He created the position of a
National Coordinator for Security, Infrastructure Protection and Counter-
Terrorism at the National Security Council, who was supported by the newly
founded Critical Infrastructure Assurance Office (CIAO). The Office of Com-
puter Investigations and Infrastructure Protection (OCIIP), which had been
assembled at the FBI on the basis of the CITAC, was expanded to become the
inter-agency National Infrastructure Protection Center (NIPC). The NIPC was
located at the FBI headquarters and was mainly staffed with FBI agents, with
some representatives and agents from other departments and the intelligence
agencies. The NIPC was made responsible for early warning as well as for law
enforcement and was in charge of coordinating the various governmental and
private-sector activities. The NIPC, therefore, had the most central role in the
cyber-security policy under Clinton. Responsibility for the coordination of dif-
ferent high-level branches of the government rested with the new Critical Infra-
structure Coordination Group (CICG) (Clinton 1998b). The close cooperation
with the private sector that had begun with the PCCIP was continued and even
enhanced.

National security strategies and cyber-threats

These developments also left their mark on the NSS of the United States. In
general, the growing importance of cyberspace for national security becomes
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evident from comparison over the years. The 1990 edition of the NSS was the
first one to specifically mention the growing criticality of ‘super computers,
microelectronics and telecommunications’ in the newly emerging post–indus-
trial era (quoted in Lloyd et al. 1990: 50). Though it strongly focused on positive
aspects of the information revolution in connection with the economy, aspects of
what later would be termed information warfare can already be found; specifi-
cally, it continued the Reagan administration’s focus on the ‘Contest of Ideas’
and the need for a programme of public information to reach into closed soci-
eties (Reagan 1988; Bush 1990a; Kuehl 2000b). While this effort had been
based on use of the radio and predated the rapid rise and spread of the Internet
by a few years, it clearly emphasised goals that the coming technologies would
make far more attainable: the wielding of ‘soft power’. These goals were stated
even more explicitly in the next NSS, published in August 1991, just a few
months after the Persian Gulf War. In the face of the global explosion of
information, the NSS of 1991 declared, the United States could leverage its
advantages in IT to influence this evolving global community (Bush 1991). We
will see below that the topic of ‘public diplomacy’ has recently risen to the top
of information warfare efforts again.

President Clinton’s NSS of 1995 mainly focused on praising the vast
opportunities of an ICT-dominated age in terms of economic development and
democratisation. There was an appreciation for the relationship between
information and economics, with specific reference to the ‘global economy
linked by an instantaneous communications network’. But the report also noted
that ‘economic and security interests are increasingly inseparable’ and estab-
lished the goal of improving information networks as a means of meeting those
interests (Clinton 1995a: 19). Furthermore, we find the observation that ‘the
threat of intrusions to our military and commercial information systems poses a
significant risk to national security and must be addressed’ (Clinton 1995a: 8).
This short sentence was the beginning of a trend that would propel cyber-threats
to the level of a vital national interest. The 1996 NSS continued in the same
vein, but it specifically mentioned the need for intelligence on current and
emerging IT or infrastructure that might potentially threaten US interests at
home or abroad. It said that the intelligence community must ‘provide world-
wide capabilities to gather timely intelligence on current and emerging informa-
tion technologies or infrastructure that may potentially threaten U.S. interests at
home or abroad’ (Clinton 1996a).

The Clinton administration marked the beginning of its second term of office
with a new national security strategy, entitled ‘A National Security Strategy for
a New Century’, issued in May 1997 (Clinton 1997). In accordance with the pre-
ceding report, it repeated the need to identify threats to modern information
systems, and it repeated the warning contained in earlier reports about the
danger from ‘intrusions in our critical information infrastructures’ (Clinton
1997: Chapter II, transnational threats). However, the importance of this issue
seems to have grown distinctly since it was first raised in the 1995 report: First
of all, it now came under a separate heading of ‘Information Infrastructure’, and
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a full paragraph was devoted to the issue. This paragraph states in particular
that:

The national security posture of the United States is increasingly dependent
on our information infrastructures. These infrastructures are highly interde-
pendent and are increasingly vulnerable to tampering and exploitation. Con-
cepts and technologies are being developed and employed to protect and
defend against these vulnerabilities; we must fully implement them to
ensure the future security of not only our national information infrastruc-
tures, but our nation as well.

(Clinton 1997: Chapter II)

This is clearly the most extensive and comprehensive statement of the strategic
importance of the information infrastructure yet seen in a NSS (Kuehl 2000b).
In 1998, the watershed year in terms of cyber-threats, the topic became even
more elaborate: the NSS of 1998 declared that information and infrastructure
constituted vital national interests, ‘an intrinsic and essential element of our
security strategy’ (Clinton 1998c), and the report devoted an entire section of
three full paragraphs to the need to protect critical infrastructures. In agreement
with the PCCIP report, and even availing itself of the PCCIP’s vocabulary, the
NSS report argued that:

Threats to the national information infrastructure, ranging from cyber-crime
to a strategic information attack on the United States via the global informa-
tion network, present a dangerous new threat to our national security. We
must also guard against threats to our other critical national infrastructures –
such as electrical power and transportation – which increasingly could take
the form of a cyber-attack in addition to physical attack or sabotage, and
could originate from terrorist or criminal groups as well as hostile states.

(Clinton 1998c)

Clinton’s sixth NSS document of December 1999 stated that ‘protection of our
critical infrastructures’ was a vital national interest and that the United States
would ‘do what we must to defend these interests, including, when necessary
and appropriate, using our military might unilaterally and decisively’ (Clinton
1999). This powerful statement clearly implied that any nation or even non-state
group that interfered with the US’s critical infrastructures risked being the target
of a traditional response based on kinetic firepower (Kuehl 2000b). While the
previous report had mentioned asymmetric warfare, the 1999 report not only
repeated the goal of fighting and winning under conditions in which an opponent
might employ asymmetric means such as information operations (IO), it also
again cited the potential threat from such operations if they were conducted
against critical infrastructure. To a degree unmatched by any previous NSS, the
1999 report also emphasised the growing role of information in military opera-
tions, probably as a result of the experiences gained during the Kosovo conflict.
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The PCCIP had explicitly described its 1997 report as a ‘beginning’ (PCCIP
1997: 101), and the presidential directives of May 1998 also acknowledged that
there was no master plan for CIP yet (Clinton 1998a: 3). Thus, a number of
government departments, agencies, and committees jointly worked on a compre-
hensive national strategy at the time after the release of these documents.
Finally, on 7 January 2000, Clinton presented the first version of such a national
strategy to the public under the headline ‘Defending America’s Cyberspace’
(Clinton 2000). By the dawn of the new century, it was agreed that cyber-threats
constituted a high-priority issue with high relevance for national security, linked
to asymmetric threats, critical infrastructures, and terrorism. The plan reinforced
the perception of cyber-security as a responsibility shared between the govern-
ment and the private sector and made government agencies responsible for pro-
tecting their own networks against intruders. The National Plan definitely set in
stone the key parameters of the threat frame that would remain unchanged in the
years to come.

‘Defending America’s Cyberspace. National Plan for Information Systems
Protection – An Invitation to Dialogue, Version 1.0’ (Clinton 2000) is a clear
documentation of the Clinton administration’s policy and is clearly the most
important in the hierarchy of policy papers at the time. Clinton’s master plan
adopted a twofold response to cyber-threats: on the one hand, the intelligence
community and the law enforcement agencies together built up further capacities
for investigations of cyber-crimes, like computer forensics tools or close surveil-
lance of the hacker community. On the other hand, because of the amorphous
nature of these non-state actors and unknown enemies, a lot of effort was put
into hardening the critical infrastructures (Bendrath 2001). Within the govern-
ment, we find a decentralised and cooperative policy similar to the one pursued
between the government and the private infrastructure service providers. The
government only protects itself and passes a great deal of the onus on to private
actors.

Three new institutions were founded to work together for the security of the
state’s computer systems. The Federal Computer Incident Response Capability
(FedCIRC), part of the General Services Administration (GSA), was tasked with
building a central analysis cell to investigate incidents in all of the government’s
non-military computer networks. For military computers, this is done by the
Joint Task Force – Computer Network Defense (JTF-CND), which was set up as
early as 1999. The JTF-CND is located at the Defense Information Systems
Agency (DISA) near the Pentagon, but it is subordinated to the Space Command
in Colorado Springs (Clinton 2000: 39–42). The NSA’s National Security Inci-
dent Response Center (NSIRC) provides support to FedCIRC, JTF-CND, DISA,
NIPC, and the National Security Council (NSC) in case of attacks against
systems that are part of the national security apparatus (Clinton 2000: 49). The
FBI’s NIPC was responsible for incident warnings, strategic analyses, and law
enforcement (Clinton 2000: 42). In short, the construction of the threat as being
‘new’ forced the government to react by creating ‘new’ and more suitable
government bodies. The FBI had emerged as the strongest player in the 1980s,
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equipped with an operational infrastructure for cyber-crime investigations and
endowed with much symbolic capital. Even though the issue of cyber-threats
was clearly linked to national security, no measures resulted that would
traditionally fall in the purview of the national security apparatus. The nature of
the issue and the discursive involvement of the private sector played a decisive
role in this development.

The second part of the National Plan deals with the security of privately run
infrastructures. It starts by stating that ‘the Federal Government alone cannot
protect US critical infrastructures’ (Clinton 2000: 104). The state and local gov-
ernments are also called ‘partners’ of the federal government, but the emphasis
is placed on private companies. The goal is a close public private partnership.
To ease concerns on the part of the infrastructure service providers, the plan
goes to great lengths to emphasise fundamental principles such as ‘voluntary’
cooperation or ‘trust’ and advocates safeguarding the companies’ own interests
through protective measures (Clinton 2000: 106). In general, the distribution of
resources and of the technical and social means for countering the risk was deci-
sive: because the technology generating the risk makes it very difficult to fight
potential attackers in advance, in practice, the measures focused on preventive
strategies and on trying to minimise the impact of an attack when it occurs.

The dominant threat frame emerges: cyber-threats,
terrorism, and CIP

During the Clinton years, we find some continuation of topics and threat frames
established under Reagan and Bush on the one hand, but also considerable
change on the other. The variety in terms of the threat subject ranging from
hackers to states had already been established in NSDD 145, and there is only a
slight variation of this spectrum after the end of the Cold War. In contrast to
earlier years, however, the threat is frequently called ‘new’ in order to indicate
the inadequacy of dealing with it using established structures and instruments.
On the whole, there is far less emphasis on the foreign intelligence threat,
though it still remains a concern, especially since many of the cited incidents
seem to be intrusions perpetrated by foreign intelligence services. Among the far
more virulent topics are scenarios of states using means of information warfare
or sub-state actors using the information infrastructures for their attack. This
development was accompanied by an expansion of the vocabulary to incorporate
new terminology such as ‘cyber-war’, ‘cyber-terrorism’, or ‘electronic Pearl
Harbor’, terms that are frequently used in hearings, interviews, and press
articles.

While the threat subject remains more or less static, the referent object on the
other hand undergoes substantial change: even though the Computer at Risk
report had already spoken of dependency and critical infrastructure, the magni-
tude of the threat was expanded considerably when it was linked to the possible
destruction of the whole of society. As a consequence, cyber-threats are treated
as being equally dangerous as nuclear weapons. The reason for this change in
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the referent object is that the technological substructure begins to rapidly change
in the 1990s, and the mass-phenomenon ‘internet’ emerges. This technical
development and the threat perception are closely intertwined: suddenly, there is
a very broad range of potential adversaries, because the weapons are at every-
body’s easy disposal. The weapons are not kinetic ones, but software and know-
ledge; the environment in which the attacks occur is not physical, but virtual; the
possible attackers are unknown and can conceal themselves effectively even
during an attack.

The dominant threat frame of the Clinton administration can be found in the
1997 PCCIP report. The report is such a milestone in the history of cyber-threats
that not only the time and space dedicated to the issue grows considerably in
subsequent hearings and statements but that we also find little variation from the
PCCIP threat frame thereafter. Actors with prior conflicting threat frames, most
notably two branches of the intelligence community, the Defense Intelligence
Agency (DIA) and the CIA, adapted their views to the PCCIP threat frame. Due
to the wide range of potential perpetrators in the threat frame, a basic question
crystallised during this time: Are terrorists, enemy states, or ordinary criminals
the most dangerous actors? In other words: Will we have to deal with ‘cyber-
terrorism,’ ‘cyber-war,’ or just ‘cyber-crime’? This question is not only one of
prioritising defences, but ultimately about who was to have the lead to counter
the new threat.

The PCCIP presented its report to the president in October 1997. The PCCIP
report, the subsequent PDDs, and the National Plan set in stone a very distinct
threat frame that became and stayed the prominent one. The report mainly
stressed that dependence on the information and communications infrastructure
had created new cyber-vulnerabilities (PCCIP 1997: 5) and that potential adver-
saries included a very broad range of actors ‘from recreational hackers to terror-
ists to national teams of information warfare specialists’ (PCCIP 1997: 15). In
addition, the report lists natural disasters, component failures, human negli-
gence, and wilful human misconduct among the threats. On the referent object
side, it was clearly established that ‘the nation is so dependent on our infrastruc-
tures that we must view them through a national security lens. They are essential
to the nation’s security, economic health, and social well being’ (PCCIP 1997:
vii). The dependence of society on the information and communication infra-
structure, on the one hand, and ever-more complex interdependencies between
infrastructures, on the other, were established as creating a new dimension of
vulnerability, ‘which, when combined with an emerging constellation of threats,
poses unprecedented national risk’ (PCCIP 1997: ix).

The threat is presented as ‘new’, so new that old defences become utterly
useless, and new ways of thinking and new ways of protecting become indis-
pensable, an idea that again had already been propagated in the Joint Security
Commission (JSC) report of 1994. National defence is no longer the exclusive
preserve of government, and economic security is no longer just about business.
Again and again, the PCCIP stresses the evaporation of boundaries and the high
degree of interdependency between single infrastructures, which creates
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overwhelming complexity. These vulnerabilities are exacerbated by several
business trends within the infrastructures: extensive use of information automa-
tion; deregulation and restructuring; physical consolidation; globalisation; and
adoption of a ‘just-in-time’ operational tempo (PCCIP 1997).

Again, the commission’s single most important decision was to foster cooper-
ation and communication between the private sector and the government. Most
importantly, the report states that the interdependent nature of infrastructures
creates a shared risk environment and that managing that risk will require a
public–private partnership. Therefore, owners and operators of critical infra-
structures are now on the front lines of security efforts, as they are the ones most
vulnerable to cyber-attacks. They must focus on protecting themselves against
the tools of disruption, while the government helps by collecting and disseminat-
ing the latest information about those tools and the way they are used. The
federal government must lead the way into the information age by example,
tightening measures to protect the infrastructures it operates against physical and
cyber-attack; but it does not interfere with private matters. This new logic of
security, already advanced by the JSC’s report of 1994, was to become the
answer to a changing threat environment.

Both the PDD 62 and 63 follow the PCCIP’s reasoning and transform the
winning and dominant threat frame into countermeasures. After that date, all the
threat frames that are enunciated in public hearings and other documents resem-
ble the PCCIP’s threat frame: particularly, there is no variation on the threat
subject and the referent object – the diagnostic threat frame is established and
stable. Previous models that conflict with this view are brought into line; actors
like the CIA or the DIA, which had traditionally focused their attention mainly
on states, adhered to the PCCIP’s threat frame after 1997. For example, Patrick
M. Hughes (1998), director of the Defense Information Agency, said in his 1998
statement before the Senate Select Committee on Intelligence (SSCI) that threats
to critical infrastructure included hazards emanating from nation-states, state-
sponsored sub-national groups, international and domestic terrorists, criminal
elements, computer hackers, and insiders, after his testimony had focused on
state actors exclusively for two years in a row.

The consequence of the very broad prognostic threat frame is, however, that
officials in various agencies struggle to identify the most dangerous actors or to
decide whether states or non-state actors are more likely to become a threat. A
general consensus has emerged that states are the ones to worry about, because
they have greater capabilities – but it is more likely that terrorists or criminals
will attack. As DIA Director Thomas Wilson said in 2000:

Foreign states have the greatest potential capability to attack our infrastruc-
ture because they possess the intelligence assets to assess and analyze infra-
structure vulnerabilities, and the range of weapons – conventional
munitions, WMD, and information operations tools – to take advantage of
vulnerabilities.

(Wilson 2000)
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If we look back at the discussion about structured and unstructured threats in the
previous chapter, states are clearly counted among the structured threats.
However, certain terrorist organisations are also considered to be structured
(PCCIP 1997: 20). In addition, officials admit that it is very difficult to deter-
mine who is attacking, why, how, and from where. This difficulty stems from
the ease with which individuals can hide or disguise their tracks by manipulating
logs and directing their attacks through networks in many countries before
hitting their ultimate target (Vatis 1999). The intelligence services therefore
encounter considerable difficulties in understanding the threat, as we can see
from the following statement by Ken Minihan in 1998:

We do not have a clear or complete understanding of the threat to our
information systems. Unstructured attacks are occurring against our net-
works every day, but unfortunately, most are not even detected. Of those
that are detected, even fewer are reported. We are only seeing the tip of the
iceberg. [. . .] Consequently we have no indication how many of the attacks
we experience may actually be structured attacks.

(Minihan 1998)

The distinct image of the cyber-terrorist also appears during these years. First
mentioned in a public hearing in 1998, ‘cyber-terror’ quickly became one of the
catchphrases of the debate. Poor definitions and careless use of terminology by
many government officials is a major obstacle for meaningful discussion of the
cyber-terror issue. A statement of Clinton, who was very influential in shaping
the perception of the issue, can serve as an example of this semantic ambiguity.
In his foreign policy farewell lecture at the University of Nebraska at Kearney in
December 2000, he identified the need to pay attention to new security chal-
lenges like cyber-terrorism and said that:

One of the biggest threats to the future is going to be cyberterrorism –
people fooling with your computer networks, trying to shut down your
phones, erase bank records, mess up airline schedules, do things to interrupt
the fabric of life.

(Bowman 2000)

His careless use of the term is an excellent example of how ‘cyber-terrorism’ is
turned into an empty ‘scarecrow’ catchphrase for a very fuzzy phenomenon.

More of the same and still different: continuation of
Clinton’s policies and 9/11

When Bush came into office in 2001, cyber-security and interlinked topics had
lost some of their initial drive, and the implementation of Clinton’s National
Strategy was a slower process than many had expected. For example, a General
Accounting Office (GAO) report in April 2001 pointed out the significant
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deficiencies in progress made by the FBI’s NIPC. In that report, the GAO (2001)
identified several impediments to progress, including staffing shortfalls and
inconsistent interpretations of the NIPC’s role and responsibilities among other
entities involved in CIP. In addition, Congress had withheld funding for many of
the initiatives proposed by the Executive Branch to implement elements of
Clinton’s National Plan.

Also, it generally seems that the incoming Bush administration was less inter-
ested in the topic of cyber-threats than its predecessors, whether as an effect of
this slow-down described above or by its own volition. For example, in his first
National Security Presidential Decision (NSPD 1), promulgated on 5 March
2001, Bush emphasised that national security also depends on America’s
opportunity to prosper in the world economy. In sharp contrast to his predeces-
sor, who had equated the information revolution with economic prosperity, the
president did not mention cyber-security or the information infrastructure in this
document even once (Bush 2001d). Nonetheless, Bush continued to support the
activities begun by the Clinton administration. As part of its overall redesign of
White House organisation and assignment of responsibilities, the incoming
administration spent the first eight months reviewing its options for coordinating
and overseeing CIP. The White House (2001a) published a report on CIP in Feb-
ruary 2001, in which it attests to the state of the respective programs and does
not include a change in strategy.

The Bush administration’s review of CIP policy was influenced by two paral-
lel debates. On the one hand, the NSC underwent a major streamlining: all
groups within the NSC established during previous administrations were abol-
ished, and their responsibilities and functions were consolidated into 17 Policy
Coordination Committees (PCC) (Bush 2001d; White House 2001b). The activ-
ities associated with CIP were assumed by the counter-terrorism and national
preparedness PCC (Moteff 2003: 8), reflecting the notion that cyber-security and
infrastructures were closely linked to terrorism. Second, there was the continu-
ing debate about how best to defend the country against terrorism more gener-
ally. In this domain, the work of the Gilmore Commission, an advisory panel
formed in 1999 to assess domestic response capabilities for terrorism involving
weapons of mass destruction (WMD), was particularly influential. At first, a
strict interpretation of the panel’s enabling legislation, and related federal
statutes that provide definitions of ‘weapons of mass destruction’, seemed to
indicate that the issue of cyber-terrorism was not within the purview of the
panel’s mandate (Gilmore 1999: v). Nevertheless, the panel concluded that the
issues of cyber-terrorism and the forms of terrorist activities that the panel had
considered were so interrelated that the panel could not ignore the issue
(Gilmore 1999). In their second report in 2000, the Gilmore Commission noted
that cyber-attacks inside the US could have ‘mass disruptive’ consequences,
though not ‘mass destructive’ or ‘mass casualty’ effects, and referred to cyber-
attacks during the Israeli–Palestinian conflict in the Middle East and the Distrib-
uted Denial of Service attacks in early 2000 as demonstration of the
vulnerabilities of the ‘e-commerce’ infrastructure (Gilmore 2000: 40–2). In
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doing so, they reacted to the particular fuzzy cyber-terrorism image that had
been created under the Clinton administration.

Rather surprisingly, they concluded that the most likely perpetrators of cyber-
attacks against critical infrastructures were terrorists and criminal groups rather
than nation-states (Gilmore 2000: 40). The Gilmore Commission’s focus on ter-
rorism lacked one crucial element: the essential question of whether there were
any actors with the capability and motivation to carry out cyber-attacks with a
scope that might truly affect national security. In this, they fell prey to an analyt-
ically flawed approach that is typical of the entire debate: by looking only at the
plethora of vulnerabilities in automated information systems and simply assum-
ing that terrorist organisations are willing to exploit these vulnerabilities,
because these weaknesses might provide terrorists with a strategic advantage
over the United States (Center for the Study of Terrorism and Irregular Warfare
1999: vii), the inevitable conclusion had to be that cyber-terrorism was unavoid-
able. The Gilmore Commission’s statement can be taken as another example of
the general state of the debate. Even after a considerable number of years, the
threat image remained extremely fuzzy, and solid proof was still lacking.

9/11

The attacks of 11 September 2001 did not bring many changes for the overall
strategy. The attacks, however, highlighted the fact that terrorists could cause
enormous damage by attacking critical infrastructures directly and physically
and thus demonstrated the need to re-examine physical protections (Moteff
2003: 3). As Marcus Sachs, who served in the White House Office of Cyber-
space Security and was a staff member of the President’s Critical Infrastructure
Protection Board, expressed it in an interview in 2003:

We were very shocked in the federal government that the attack didn’t come
from cyberspace [. . .]. Based on what we knew at the time, the most likely
scenario was an attack from cyberspace, not airliners slamming into build-
ings [. . .]. We had spent a lot of time preparing for a cyber attack, not a
physical attack.

(Poulsen 2003)

Some observers believed after the 9/11 attacks that the undue prioritisation of the
cyber-dimension had contributed to a shift of focus from the virtual to the physical
domain. Securing the nation’s critical infrastructure became a vital component of a
post-9/11 homeland security strategy, but with a new focus on the integration of
physical protections into the existing critical infrastructure policy. Thus, even
though cyber-threats remained on the agenda of decision-makers, the phenomenon
got less attention as a threat in its own right in the post-9/11 world. This change is
also plainly visible in the 2002 NSS; while there had been a strong commitment to
cyber-threats in the previous NSS as shown above, the 2002 edition does not
mention the prefix ‘cyber-’ even once (Bush 2002).
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Despite this, the threat frame established by the PCCIP report remained in
place after 9/11. No new discourse strands can be identified, but through the
strengthening of the discourse on terrorism/asymmetrical vulnerability and the
coincident weakening of the cyber-dimension, a new threat image was produced:
the idea of homeland security became the key concept. First and foremost, the
attacks of 9/11 provided a reason to restructure the overall organisational frame-
work of CIP in the United States. In the immediate aftermath of 9/11, Bush signed
two EOs affecting CIP. With EO 13228, entitled ‘Establishing the Office of
Homeland Security and the Homeland Security Council’ of 8 October 2001, Bush
(2001a) set up an ‘Office of Cyberdefense’ at the White House, as part of the new
Homeland Security Office, which in turn was part of the NSC. The mission of this
office was to ‘develop and coordinate the implementation of a comprehensive
national strategy to secure the US from terrorist threats and attacks’. The second
EO, EO 13231, ‘Critical Infrastructure Protection in the Information Age’, estab-
lished the President’s Critical Infrastructure Protection Board, whose respons-
ibility was to ‘recommend policies and coordinate programs for protecting
information systems for critical infrastructure’ (Bush 2001b). Furthermore, the EO
established the National Infrastructure Advisory Council (NIAC).

USA PATRIOT Act

A significant change after 9/11 occurred on the legal floor. The ‘Uniting and
Strengthening America by Providing Appropriate Tools Required to Intercept
and Obstruct Terrorism Act’ [USA PATRIOT Act; P.L. 107–56, §506(a)],
which became law on 26 October 2001, contains some of the most substantial
changes to US federal cyber-crime laws since the last major revisions of 1996
and amended the Computer Fraud and Abuse Act (CFAA 18 USC, §1030) in
several critical, and highly controversial, areas. Examples are enhanced
minimum prison terms for all offences, state convictions counting for prior
offences for determining recidivist sentencing, and special new protections for
computers used for national security and criminal justice. The PATRIOT Act
was a compromise version of the Anti-Terrorism Act of 2001 (ATA). The ATA
contained several provisions vastly expanding the authority of law enforcement
and intelligence agencies to monitor private communications and access per-
sonal information. The first draft of the Justice Department for a new ATA,
which had been presented on 23 September 2001, treated most cases of com-
puter crime as ‘terrorism’ and proposed lifelong imprisonment as the appropriate
punishment. Even harmless activities most likely perpetrated by teenagers, like
defacing websites, were to be treated as cyber-terrorism under this act. The
PATRIOT Act followed the ATA’s definition of cyber-terrorism but reduced the
maximum penalty for hacking to ten years in jail where damage of at least
US$5,000 had been caused. But it now criminalised break-ins into any computer
outside the United States ‘that is used in a manner that affects interstate or
foreign commerce or communication of the United States’ (US Code, §1030,
Fraud and related activity in connection with computers).
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The PATRIOT Act also significantly expanded the authority of law enforce-
ment agencies to survey and capture communications. It amended and clarified
the Computer Abuse Act by adding that the FBI has primary authority to investi-
gate offences where espionage or national security is involved, except for
offences affecting the duties of the US Secret Service. In general, it intended to
merge the efforts of law enforcement and intelligence services and thus acted on
the mantra that inside and outside threats were no longer clearly discernible.
According to critics, the price of this plethora of legislative changes, which
significantly increased the surveillance and investigative powers of law enforce-
ment agencies in the United States, was the loss of a system of checks and bal-
ances that traditionally safeguards civil liberties in the face of such legislation
(Electronic Privacy Information Center 2005). While Clinton had particularly
stressed the need for the protection of civil liberties in National Plan 1.0, this
caution was abandoned in the face of the supposedly looming terrorist threat,
fuelling a new and vigorous privacy debate. Like many sweeping reform laws,
the first version of the PATRIOT Act had a sunset clause to ensure that Con-
gress would need to take active steps to re-authorise it, and indeed, the reautho-
risation resolution passed in 2006 contained many civil liberties protections, the
so-called ‘Safeguards’. Nonetheless, controversies will continue as problems
such as FBI misuse of the PATRIOT Act come to light: in March 2007, an audit
by Justice Department Inspector General Glenn Fine found that the FBI had
‘improperly and, in some cases, illegally used the USA PATRIOT Act to
secretly obtain personal information’ about US citizens (Fine 2007).

The establishment of the Department of Homeland Security

The most important change for the cyber-threats issue, however, was the estab-
lishment of the Department of Homeland Security (DHS 2004). The establish-
ment of such an agency had been advocated by the United States Commission
on National Security/21st Century, commonly referred to as the Hart-Rudman
Commission, a couple of months before 9/11. The commission’s final report,
completed in February 2001, identified the possibility of tragic occurrences such
as that of 9/11 and had said that the United States was increasingly vulnerable to
attacks on its territory:

[. . .] attacks may involve weapons of mass destruction and weapons of mass
disruption. As porous as US physical borders are in an age of burgeoning
trade and travel, its ‘cyber borders’ are even more porous – and the critical
infrastructure upon which so much of the US economy depends can now be
targeted by non-state and state actors alike. America’s present global pre-
dominance does not render it immune from these dangers.

(Hart-Rudman Commission 2001: 10)

Starting from this premise, the commission attached primary importance to
homeland defence and recommended that a separate agency be developed to
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address homeland security. The new organisation was to include a directorate
responsible for CIP (Moteff 2003: 9). Furthermore, it created the vocabulary and
a framework for such an undertaking. The Homeland Security Act of 2002
established such an organisation. And indeed, CIP is one of six critical mission
areas to reduce vulnerability for the homeland: as one of the major divisions of
the DHS, the Directorate for Information Analysis and Infrastructure Protection
(IAIP) was made responsible for identifying and assessing current and future
threats and vulnerabilities to the homeland, issuing timely warnings, and taking
preventive and protective action. The IAIP was tasked to unify and focus the key
cyber-security activities of the CIAO, formerly part of the Department of Com-
merce; the FBI’s NIPC; and the FedCIRC, formerly part of the General Service
Administration (Dunn and Wigert 2004; Abele-Wigert and Dunn 2006).

In September 2002, the President’s Critical Infrastructure Protection Board
released a draft version of the ‘National Strategy to Secure Cyberspace’ for
public comment, in which a general strategic overview, specific recommenda-
tions and policies, and the rationale for these actions were described. After a
vetting process that signalled that cyberspace security was viewed as a
public–private partnership, the final version appeared in February 2003 (Bush
2003a). It was closely followed by a ‘National Strategy for the Physical Protec-
tion of Critical Infrastructures and Key Assets’ (Bush 2003b), which ensured
that the physical aspects of CIP were not forgotten. These two documents
together were intended to serve as implementing components of the National
Strategy for Homeland Security. The cornerstone of the strategy, again, is the
implementation of a public–private partnership. ‘In general, the private sector is
best equipped and structured to respond to an evolving cyber threat’, the report
reads. ‘A federal role [. . .] is only justified when the benefits of intervention out-
weigh the associated costs. This standard is especially important in cases where
there are viable private sector solutions for addressing any potential threat or
vulnerability’ (Bush 2003a: ix). As under Clinton, the rationale for the strategy
is that it avoids regulation and government-imposed standards to ensure that US
companies can continue to innovate, remain productive, and compete in world
markets.

To sum up these developments, the Bush administration developed a lot of
activity in connection with the protection of critical infrastructures in the after-
math of 9/11. But in many respects, the Bush administration’s policy regarding
CIP represented a continuation of PDD-63: the fundamental policy statements
are essentially the same, as are the infrastructures identified as critical, although
they were expanded and emphasis was placed on targets that would result in
large numbers of casualties (Moteff 2007: 12). There was one primary dif-
ference, however. First, the Office of Homeland Security was given overall
authority for coordinating CIP against terrorist threats and attacks. Those
responsibilities associated with information systems of critical infrastructures
were delegated to the President’s Critical Infrastructure Protection Board. Fur-
thermore, the Board’s responsibilities for protecting the physical assets of the
nation’s information systems were to be defined by the assistant to the president
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for national security and the assistant to the president for homeland security.
While Clinton’s PDD-63 focused primarily on cyber-security, it gave the
national coordinator responsibility to coordinate the physical and virtual security
for all critical infrastructures. The above-mentioned EOs not only segregated
responsibility for protecting the nation’s information infrastructure, but also con-
siderably strengthened the physical aspect vis-à-vis the aspect of cyber-attacks.

Slow down

As a result of this, many critical voices were heard disapproving of the extent of
the attention given to the cyber-dimension. The fact that Amit Yoran, the govern-
ment’s cyber-security chief, abruptly resigned after one year with the US DHS
raised serious questions in the press about the Bush administration’s ability to
quickly improve the nation’s cyber-security (cf. Gross 2004; Mark 2004; Verton
2004). Apparently, Yoran was frustrated with his post’s limited authority and
budgets that did not allow him to do this job effectively. And the troubles con-
tinued: top cyber-security officials continued to resign, another of them also pub-
licly complained about his lack of authority (Krebs 2006). Negative press was part
of the reasons why the second secretary of homeland security, Michael Chertoff,
proposed to restructure the IAIP Directorate and rename it the Directorate of Pre-
paredness as one of his Second Stage Review recommendations in 2005 (Chertoff
2005). Afterwards, the Information Analysis function was merged into a new
Office of Intelligence and Analysis. The Infrastructure Protection function, with
the same missions as outlined in the Homeland Security Act, remained, but was
joined by other existing and new entities. In addition, the restructuring established
the position of an assistant secretary for cyber-security and telecommunications,
which had long been advocated by many within the cyber-security community,
and of an assistant secretary for infrastructure protection (Moteff 2007: 15).

Generally speaking, the Bush administration rapidly became bogged down in
the details of implementing its own strategy. Shortly before the beginning of
Operation Iraqi Freedom in 2003, as part of Operation Liberty Shield, a compre-
hensive national plan to protect the homeland during operations in Iraq, the DHS
identified a list of 160 assets or sites that it considered critical to the nation,
based on their vulnerability to attack and potential consequences. During the
course of the year, that list grew to include 1,849 assets or sites. According to a
testimony by then Under-secretary for IAIP Frank Libutti before the House
Appropriations Committee in 2004, the DHS intended to visit each of these sites
to assess their vulnerabilities to various forms of attack (Libutti, quoted in
Moteff 2007: 25) Over time, according to the DHS inspector general, this initial
priority list evolved into what is now called the National Asset Database, which,
as of January 2006, contained over 77,000 entries (Moteff 2006; Moteff 2007:
25). While the DHS has reportedly made progress on improving the reliability of
the information contained in the database, it continues to draw criticism for
including thousands of assets that many believe have more local importance
than national importance (Moteff 2007: 26).
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A DHS report summarising the results of ‘Cyber Storm’, a four-day exercise
designed to test how industry and the government would respond to a concerted
cyber-attack on key information systems, was seen as another indicator for
insufficient progress made (DHS 2006). Cyber Storm was described as the first
government-led, full-scale cyber-security exercise of its kind and took place
from 6 to 10 February 2006. It was designed to test communications, policies,
and procedures in response to various cyber-attacks and to identify where
further planning and process improvements were needed. One of its special
characteristics is its focus on the interconnectedness of cyber-systems with phys-
ical infrastructure and on coordination and communication between the public
and the private sectors, as well as the fact that it was an international exercise.
Like previous exercises – such as the ones described further above or the more
recent Internet war games ‘Silent Horizon’ or ‘Livewire’ – Cyber Storm sug-
gested that government and private-sector participants had trouble recognising
the coordinated attacks, determining whom to contact, and organizing a response
(DHS 2006). All in all, the exercise seemed to provide evidence that the admin-
istration was no better prepared for responding to a major cyber-attack than it
had been for dealing with Hurricane Katrina, implying that the information
systems that support large portions of the national economy, from telecommuni-
cations networks to power grids to chemical manufacturing and transportation
systems, remained vulnerable.

The transformation of the military and offensive cyber-war

In a parallel development, we can again observe important progress in the military
domain. During the presidency of Bush, the revolution in military affairs, closely
linked to the development of information warfare capabilities, continued to be a
major topic. Bush had already declared his intentions to transform the US military
to meet the challenges of a new century one year before his actual election
(Thompson 2005). And shortly after Secretary of Defense Donald Rumsfeld took
office, he initiated a series of 11 panels to examine everything from US grand
strategy to the personnel system, with the aim of accelerating the transformation of
capabilities and forces to make them better suited to the security environment
(Krepinevich 2001). In this debate, technology was once more presented as the
great enabler and less as a source for vulnerabilities. In this mindset, Bush
observed in a speech at Norfolk Naval Air Station on 13 February 2001 that:

We are witnessing a revolution in the technology of war. Power is increas-
ingly defined not by size but by mobility and swiftness. Advantage increas-
ingly comes from information [. . .]. Safety is gained in stealth and force is
projected on the long arc of precision-guided weapons.

(Bush 2001c)

These and other statements revealed that issues of ‘soft power’, defined as the
ability to achieve goals through attraction rather than coercion (Nye 1990, 2002,
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2004; Keohane and Nye 1998), were no longer at the vanguard in the informa-
tion warfare domain. Military technology and weapon systems, the hardware of
any operation, became the new focal point.

In March 2001, the Defense Science Board (DSB) issued a report ‘Protecting
the Homeland’, concerned with Defensive Information Operations and the US’
vulnerability to cyber-attacks. The report called the Pentagon’s ‘Global Informa-
tion Grid’ a ‘weapons system’ and concluded that the United States was in an
‘arms race’ over information systems for warfare (Defense Science Board 2001:
ES-2). The Task Force states that the DoD was unable to defend itself from an
IO attack by a sophisticated nation-state adversary. It also stated that the vulner-
ability of the United States was greater than in 1996 and that more than 20 coun-
tries had or were developing computer attack capabilities (Defense Science
Board 2001: ES-2). The chairman of the DSB study group explicitly warned of
China as one such country (Wright 2001). Likewise, a Congressional Research
Service (CRS) report on cyber-warfare in June 2001 reported that a number of
nations were incorporating cyber-warfare as a new part of their military doc-
trine. Countries listed as having discussed the subject more or less openly were
the United Kingdom, France, Germany, Russia, and China. The report stated
that many of these countries were developing views towards the use of cyber-
warfare that were different from those of the United States and might in some
cases represent national security threats (Hildreth 2001). However, none of these
reports presented any new evidence for the threat from other states except the
fact that they were engaged in the idea of information warfare.

This, in fact, was no different from earlier reports on the topic. In the summer
of 1995, the National Intelligence Council had reported on the information
warfare capabilities of other state actors for the first time. Produced at the
request of the Pentagon, the report focused on foreign efforts to attack the US
public switched telephone network and the so-called Supervisory Control and
Data Acquisition (SCADA) systems – the computers that control electric power
distribution, oil refineries, and other similar utilities (Deutch 1996). The docu-
ment remains classified, but in 1996, John Deutch, at the time the director of
central intelligence, talked about the report in an unclassified hearing before the
Senate Governmental Affairs Committee Permanent Subcommittee on Investi-
gations. He said that the NSA had acknowledged that potential adversaries were
developing a body of knowledge about the DoD’s networks and other US
systems and about methods to attack these systems. According to his estimate,
more than 120 countries had established computer attack capabilities. Also, most
countries were believed to be planning some degree of information warfare as
part of their overall security strategy (Deutch 1996).

This figure is astoundingly high, and it is unclear what kind of evidence
existed for this claim. Deutch himself mentioned that the report had a specific
focus on ‘rogue’ states and on the question of whether they were developing
plans or programmes to develop an offensive information warfare capability, but
he also states that evidence was highly elusive. He called these countries ‘very
difficult intelligence targets’ and said such programmes, by their nature, were
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‘almost certainly highly covert and difficult to uncover’ (Deutch 1996). The
countries most often cited as having an offensive information warfare capability,
or as being likely to develop such capabilities in future years, are the classic
strategic rivals like China and Russia. In one hearing, it was speculated that
North Korea and Iran might have cyber-war capabilities (Shelby 1998), and
once, later, even Cuba is named as having such capabilities (Stapleton 2000).

When studying the evidence that is given for these allegations, it is striking
that advances in computer connectivity and information systems technology
alone were taken as a sign that a country could have offensive capability. In
addition, government officials use anecdotal evidence as sources for the intelli-
gence, but also the fact that some nations had begun to include information
warfare in their military doctrine and in their war college curricula. Among the
frequently cited examples is a book published by two Chinese military officers
that calls for the use of unconventional measures, including the propagation of
computer viruses, to counterbalance the military power of the United States
(Minihan 1998; Tenet 1998). Therefore, in order for nations to be suspected of
developing such programmes, it was apparently enough that they recognised the
value of attacking a country’s computer systems.

The difficulty on the part of the intelligence community to produce accurate
estimates of the cyber-threat got some specific attention in the mid-1990s: The
150-page Brown Commission Report on the Roles and Capabilities of the
United States Intelligence Community (the ‘Brown Report’) stated in 1996 that
the protection of computer networks in the private sector would necessarily
exceed the roles and capabilities of US intelligence agencies, making reference
to the earlier debates about the role of the NSA, but that collecting information
about ‘information warfare’ threats posed by other countries or by non-
governmental groups to US systems was a legitimate mission of the intelligence
community (Brown Report 1996: 27). However, the commission noted that a
better definition of this mission was urgently needed, because the existing activ-
ity in the domain appeared to be neither well-coordinated nor responsive to an
overall strategy (Brown Report 1996: 27). The intelligence community’s ability
to handle information warfare came in for a similar assessment by the DSB Task
Force, which called information warfare ‘a non-traditional intelligence problem
[that is] not easily discernible by traditional intelligence’. Traditional intelli-
gence skills ‘are largely irrelevant in the information warfare environment’
(Defense Science Board 1996: 33). The inability to estimate the threat increased
a sense of frustration and even powerlessness in the face of ‘new’ threats. The
situation is not much different today.

In 2001, threat estimates and reports with belligerent vocabulary have a clear
link to the ongoing transformation of the military. As said, information warfare
as a vast umbrella concept remained a key aspect of this transformation. In
March 2001, Deputy Defense Secretary Paul Wolfowitz testified before Con-
gress that the United States had to develop new strategies to defend itself
against, among other things, cyber-warfare (Garamone 2001). And just prior to
Bush’s June 2001 visit to Europe, National Security Adviser Condoleezza Rice
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indicated the president would consult with European leaders on developing a
new framework to deal with common threats, such as information warfare (Rice
2001). On 7 June 2001, Bush referred to the ‘true threats of the 21st century,’ in
a speech in Iowa, one of which was ‘informational warfare’ (White House
2001c). Also, the Bush FY2001 Defense Supplemental request included a non-
disclosed amount for classified information warfare programs ‘to enhance the
intelligence community’s ability to detect terrorist threats’ (Department of
Defense 2001b: 2). More than before, information warfare, as part of the stra-
tegic toolbox, was an issue for not only the United States but also for its allies.
In his speech at the North Atlantic Treaty Organisation (NATO) Council in
Brussels on 6 June 2001, Rumsfeld told the allies that not only the United States
was threatened by attacks from cyberspace but also the other NATO countries
and therefore the alliance as a whole. Among the ‘future challenges’ for NATO,
Rumsfeld named not only traditional terrorism, high-tech weapons and missiles
with WMD, but also ‘cyber-attacks’ (Gilmore 2001).

Perception management

Not surprisingly, the US’ so-called ‘War on Terror’ and the occupation of Iraq
had a great effect on the topic. Shortly after the attacks of 9/11, the issue of ‘per-
ception management’, also called ‘public affairs operations’, received a lot of
attention in connection with the Office of Strategic Influence (OSI). The OSI
was a department created by the DoD on 30 October 2001 to support the ‘War
on Terror’ through psychological operations in targeted countries (Dao and
Schmitt 2002). The OSI was planned to be a centre for the creation of propa-
ganda material for the stated purpose of misleading enemy forces or foreign
civilian populations. After the creation of the office was reported in the United
States and foreign media in mid-February 2002, intense discussions on purpose
and scope of the office started. The discussions culminated in an unconvincing
public statement by Rumsfeld (2002a) in late February 2002 that the office had
been closed down.

The most recent document on these and similar aspects is the Information
Operations Roadmap, a 30 October 2003 document approved personally by
Rumsfeld (2003) and declassified in January 2006. It was developed by an over-
sight panel led by the deputy assistant secretary of defense (Resource and Plans)
and representatives from the Joint Chiefs of Staff, the Office of the Secretary of
Defense, and Special Operations Command, among other organisations. The
document calls on the DoD to enhance its capabilities in five key IO areas: elec-
tronic warfare (EW), Psychological Operations (PSYOPS), Operations Security
(OPSEC), military deception, and computer network operations (CNO). More
graphically, the document states that: ‘We Must Fight the Net [. . .] We must
improve PSYOP [. . .] We must improve Network and Electro-Magnetic Attack
Capability’ (Rumsfeld 2003: 6). The phrase ‘We must fight the Net’, which
appears more than once in the heavily redacted document, appears to refer to the
possibility of the Internet and other networks being used as a weapon of attack.
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The authors warn that US networks are very vulnerable to attacks by hackers,
enemies seeking to disable them, or spies looking for intelligence. As a con-
sequence, the document talks about the Internet as being equivalent to an enemy
weapons system. While the idea is not entirely new, it still seems like a very
radical, if not foolish, exaggeration of cyber-fears.

The document also recognises the legal conundrum presented by the use of
overseas propaganda in the information age. One of the Roadmap’s recommenda-
tions is the need to ‘Clarify Lanes in the Road for PSYOP, Public Affairs and
Public Diplomacy’ (Rumsfeld 2003). These statements can be put in relation to the
fact that the Pentagon had paid a private company, the Lincoln Group, to plant
hundreds of stories in Iraqi newspapers, a fact that had become public in 2005.
The stories – all supportive of US policy – were written by military personnel and
then placed in Iraqi publications (see Bamford 2005; Hedges 2005), but of course
they also made their way into US media outlets. That information put out as part
of the military’s psychological operations is finding its way onto the computer and
television screens of ordinary Americans is also acknowledged in the Roadmap:
‘Information intended for foreign audiences, including public diplomacy and
Psyops, is increasingly consumed by our domestic audience [. . .] Psyops messages
will often be replayed by the news media for much larger audiences, including the
American public’ (Rumsfeld 2003). It concludes that the distinction between
foreign and domestic audiences becomes more a question of intent rather than
actual information dissemination practices (Rumsfeld 2003: 6; National Security
Archive 2006). This is of no small matter. The Smith-Mundt Act of 1948,
amended in 1972 and 1998, prohibits the US government from disseminating pro-
paganda to the American public using information and psychological operations
directed at foreign audiences; and several presidential directives, including
Reagan’s National Security Directive (NSD) 77 in 1983, Clinton’s PDD 68 in
1999, and Bush’s NSPD 16 in July 2002 (the latter two still classified), have set up
specific structures for carrying out public diplomacy and IO.

According to some newspaper articles, National Security Presidential Direc-
tive No. 16, signed by Bush in July 2002, orders the government to develop, for
the first time, national-level guidance for determining when and how the United
States would launch cyber-attacks against enemy computer networks (Graham
2003). Similar to strategic doctrine that has guided the use of nuclear weapons
since the Second World War, the cyber-warfare guidance would establish presi-
dential rules for deciding the circumstances under which such attacks would be
launched, who should authorise and conduct them, and what targets would be
considered legitimate. Bush’s action highlights the administration’s keen interest
in pursuing a new form of weaponry that, according to many specialists, has
great potential for altering the means of waging war. As we have pointed out
above, the ongoing transformation of the armed forces was based on a vision of
high-tech weaponry. The ‘Rumsfeld Doctrine’ promised that a technologically
advanced military could easily win battles anywhere around the world with
relatively small numbers of soldiers on the ground, based on mobility, stealth,
and technology (Rumsfeld 2002b; O’Hanlon 2002). It argued that the power and
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accuracy of the latest weapons more than compensated for the reduced number
of troops, relieving the United States from the constraints of needing allies to
help supply large numbers of soldiers, which, as a side note, ultimately made it
less difficult for the United States to bypass the United Nations (UN) and NATO
in projecting power overseas and provided the military rationale for the adminis-
tration’s foreign policy of unilateral pre-emption (Slocombe 2003; Freedman
2003).

The National Cyberspace Strategy, viewed in the context of the underlying
option of pre-emption detailed in the National Security Strategy of 2002, pre-
sents the identical possibility of future use of force by the United States in
response to potential cyber-attacks (Gibson 2004). This strategy document seeks
to ‘prevent cyber-attacks against America’s critical infrastructures, reduce
national vulnerability to cyber-attacks, and minimise damage and recovery time
from cyber-attacks that do occur’ (Bush 2003b: viii). By reserving the right to
respond in a manner other than criminal prosecution, the United States may
potentially resort to force in response to actual or potential cyber-attacks. Thus,
the language contained in the National Cyberspace Strategy appears to follow
the same principles inherent in the National Security Strategy, which is that of a
broad right of response. The strategy of pre-emption expanded to cyberspace
corresponds well with offensive cyber-war ideas. In the previous administration,
as shown during the Kosovo conflict (Eriksson A. 1999; Dunn 2002), there had
been concern about using techniques of cyber-warfare that would then be emu-
lated by others. The Bush administration, on the other hand, was suggesting that
defeating terrorism required action across the full spectrum of capabilities. This
can be seen as admission, if only a tacit one, that cyberspace-based means of
warfare are an essential part of the global ‘campaign against terrorism’ (Gibson
2004). While the future of cyber-warfare is yet to be determined, it is certainly
going to play a major role in the United States and international arsenals in the
twenty-first century. The prospects of fast, cheap, devastating attacks on an
enemy with a small chance of collateral damage provide the kind of combat
more civilians would permit their government to commit.

Changes in the threat frame: Oklahoma City and critical
infrastructures

In comparison to the first phase, policy windows play a different role after a
threat is on the agenda: they are no longer necessary to get the issue onto the
agenda, but they are more influential in triggering a re-framing of the threat
frame. Above, we stated that the condition that was identified as problem for
national security in the 1980s was the spread of information technologies and
their link to automated systems. This changed with a change in the technological
substructure: what had previously been a localised problem that only concerned
a few people, mostly professionals, turned into a mass phenomenon in the
1990s. The underlying conditions, which became the problem to which those
policy makers reacted, were the proliferation of information systems into all
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aspects of life and the problems that emerged from dependency on these
information and communication technologies.

At the core of the cyber-threat debate lie the malicious use of the information
infrastructure, on the one hand, and the inherent insecurity of these technologies,
on the other. In order to understand the emergence of the specific threat frame of
the 1990s, it is therefore crucial to understand the characteristics of the informa-
tion infrastructure, and especially the perception thereof. Apart from its develop-
ment into an unbounded system, another factor that seemed to contribute to the
vulnerability of the Internet was the rapid growth and use of the network,
accompanied by the rapid deployment of new network services involving
complex applications. In addition, experts left no doubt that the security prob-
lems of the technical sub-systems would further aggravate. A glimpse into the
future revealed an ongoing dynamic globalisation of information services, which
in connection with technological innovation would lead to a dramatic increase in
the connectivity and complexity of systems, leading to ill-understood behaviour
of systems, as well as barely understood vulnerabilities (Strogatz 2001). Not
only was the global information infrastructure likely to provide constant connec-
tion through multiple devices embedded in all aspects of business, public, and
personal life – becoming not only inter-dependent but rather super-dependent
(Rathmell 2001) – but the mutual interaction between systems and networks was
also likely to increase, thus creating ever more complex structures. As was well
known from information sciences, the more complex an IT system is, the more
bugs it contains – and the more complex it is, the harder it becomes to manage
or control the security of an IT system (Näf 2001).

In the period under discussion, there is one instance that substantially
changed the threat frame: the Oklahoma City bombing. It served as a ‘wake-up
call’ and was the precipitating event that led the Clinton administration to
rethink the vulnerabilities of the nation’s infrastructure. Thereafter, the discourse
changed significantly. Much as in Phase I, events in the world of information
technology sounded alarms for the cyber-security community but mainly served
to further strengthen the PCCIP’s threat frame. The most prominent of these –
most of which have already been described above – were indicators for the per-
ceived vulnerability:

• 1990/91, Dutch hackers: On the one hand, the incident happened during a
time of war, while on the other, it was difficult to identify the perpetrators
and their intentions. The incident showed how vulnerable the military had
become due to its dependency on the civilian (information) infrastructure.

• 1994, Rome Lab incident: The incident, well-documented by the DoD, was
seen to be of particular concern because the attack showed how a small
group of, as it later turned out, underage hackers could easily and quickly
take control of defence networks.

• 1996, RAND ‘The Day After’ Exercise: The exercises highlighted the fact
that mechanisms and techniques for information attacks could be acquired
with relatively modest investment. Furthermore, due to its design, the study
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seemed to demonstrate that because the US economy, society, and military
rely heavily on a high-performance networked information infrastructure,
this infrastructure presents a set of attractive strategic targets for opponents
who possess information warfare capabilities.

• 1997, Eligible Receiver: This exercise demonstrated how easy it was to
infiltrate the Pentagon systems and take control of power grids and munici-
pal emergency (‘911’) systems (PCCIP 1997; Minihan 1998; Vatis 1998b).
For defence officials, it also showed that no adequate protection was in
place and exposed a lack of awareness about cyber-warfare (Hamre 2003).

• 1998, Solar Sunrise: This incident caused fears similar to those that arose
after the Rome Laboratory incident. Hackers got access to at least 200 dif-
ferent computer systems of the US military, the nuclear weapons laborato-
ries, the Department of Energy, and National Aeronautics and Space
Administration (NASA). At precisely the same time, the US forces in the
Middle East were being built up because of tensions with Iraq over UN
arms inspections (PCCIP 1997: 8; Minihan 1998; Vatis 1998b, 1999). The
fact that some of the intrusions could be traced back to Internet service
providers in the Gulf region initially led experts to believe that the Iraqi
government had to be behind the attacks (GAO 1999). The incident pro-
vided a major impetus for the formation of a Joint Task Force on Computer
Network Defense (JTF-CND) later in the year.

• 1998, Moonlight Maze: The intrusion was noteworthy mainly due to two
reasons: a) The DoD traced the attack back to a mainframe computer in the
former Soviet Union and b) the attacks had been going on for a long time
before they were detected. This was reminiscent of the Cuckoo’s Egg
incident.

As we have shown, US defence and intelligence officials had expressed concern
not only about the security of classified data but also about the possibility that
foreign countries or terrorists might use cyber-attacks to counter the overwhelm-
ing military superiority of the United States. Concerns about the second scenario
increased after the PCCIP report. Starting from 1998, the examples listed above
were cited more often to show that critical infrastructures were at risk due to
their dependency on the information infrastructure, while the focus on the
foreign intelligence threat further decreased. Furthermore, the entire subject also
became less focused: while the theft of classified data has a fairly straight-
forward link to national security, it became less clear thereafter what exactly the
threat to national security was, except for the potential damage that these inci-
dents might have caused.

In fact, very often, real or imagined economic damage seems to be sufficient
for an issue to be designated a national security threat, as the following
examples demonstrate: the malfunction of a communications satellite in 1998
was referred to in a variety of hearings in order to demonstrate the nation’s
dependency on information technologies (Hamre 1998; Kerrey 1998). In addi-
tion, the distributed denial-of-service attacks in 2000 gave rise to a series of
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hearings. The attacks targeted the websites of Amazon, Microsoft, eBay, CNN,
Yahoo, E*Trade, and ZDNet, which were offline for a while. About 50 comput-
ers at Stanford University, as well as computers at the University of California at
Santa Barbara, were amongst the computers sending pings in these Denial-of-
Service (DoS) attacks. Again, a teenage hacker was the source of the attacks,
which, in the end, were nothing more than a petty annoyance.

A special case, which we will only fleetingly touch upon in this book, is
‘Y2K’, the Year 2000 problem. A major global fear arose that critical industries
and government functions would stop working at 12 A.M. on 1 January 2000,
since computer programmes would break down or produce erroneous results.
Because they stored years using only two digits, and because the year 2000
would be represented by 00, it was feared that this value would be misinter-
preted by software as representing the year 1900. This fear was fuelled by exten-
sive press coverage and other media speculation, as well as corporate and
government reports.

The preparation for Y2K was a significant boon for the computer industry as
companies and organisations checked and upgraded their computer systems all
over the world. Some individuals stockpiled canned or dried food in anticipation
of food shortages. A few pundits predicted the collapse of civilisation or at least
protracted economic depression and technological breakdown on a wide scale
(cf. Yourdon and Yourdon 1998). Starting in around 1997, the Y2K problem
became an issue in US policy circles PCCIP 1997: 11–12; Tenet 1999). The
Senate formed a Special Committee on the Year 2000 Technology Problem,
which held numerous hearings on the readiness of key economic sectors. In a
way, the Y2K challenge was again seen to have served as a wake-up call to
many who were previously unaware of extensive dependency on computers. In
addition, Y2K efforts forced agencies to identify systems that were mission-
critical (Mussington 2002).

The interesting thing about the Y2K threat frame is that, although in reality it
was linked to an anticipated technical failure in the information infrastructure,
the issue was also frequently linked to potentially malicious human agency in
congressional hearings: it was believed that because many people, such as the
technicians who updated computers to make them ‘Y2K-safe’, had been given
access to programs as well as the authority to modify them and place them in
service, there was a considerable threat from an insider or foreign contractors
(PCCIP 1997: 12; Tenet 1999). This is an interesting case demonstrating that
securitising actors have the tendency to ‘actorise’ threats. Apparently, the
spectre of failures or accidents did not convey enough urgency in the threat poli-
tics process, so that the problem was ‘spiced up’. Not only that, the issue was
again linked to a classical foreign ‘enemy’ problem. This practice is also appar-
ent from the above hacker incidents. As one sober analyst noticed in 1999: ‘If
your system goes down, it is a lot more interesting to say it was the work of a
foreign government rather than admit it was due to an American teenage “script-
kiddy” tinkering with a badly written CGI script’ (Ingles-le Nobel 1999).

The most relevant of all the government or government-funded reports that
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acted as formal or informal feedback have been described in the earlier chapters.
The 1994 JSC report, ‘Redefining Security’, set the stage for the security debate
on threats in the 1990s; its strong focus on questions of information security
helped to elevate the problem in the minds of government circles. The National
Research Council’s ‘Computers at Risk’ report of 1991 is referred to often (cf.
PCCIP 1997: A-8), as it was one of the first studies to describe the growing vul-
nerability of networked computers and to outline a series of core principles to
improve security. The DSB published several influential studies that were
widely read (Defense Science Board 1994, 1996). In addition, a variety of GAO
(1989, 1991) reports are frequently referred to, and their number increased over
the years, which is an indicator for the growing relevance allotted to the topic.
The most influential of all studies, however, was the PCCIP report, which not
only set in motion the CIP debate in the United States but also triggered infra-
structure protection efforts in many countries around the world (Dunn and
Wigert 2004; Abele-Wigert and Dunn 2006).

Again, semi-academic publications and RAND publications figure promin-
ently in the dispute. Apart from military writings (Libicki 1994, 1995, 1997a,
1997b, 1999; Johnson and Libicki 1995; Owens 1995, Cebrowski and Garstka
1998), popular books like Alvin and Heidi Toffler’s War and Anti-War (1993),
in which an ‘electronic Pearl Harbor’ is said to be just waiting to happen (Toffler
and Toffler 1993: 149), or Alvin Toffler’s Third Wave (1980) were widely read.
The RAND studies written by Arquilla and Ronfeldt (1996, 1997a, 1997b,
1999), Campen’s (1992) The First Information Warfare, or Schwartau’s (1994)
Information Warfare are other examples of books on this topic that established
important terms like ‘cyber-war’ and ‘net-war’, or ‘electronic Pearl Harbor’.

The third category in Kingdon’s model – indicators, which includes statistics –
gained momentum in this phase. The media in particular began to operate with
numbers, focusing on the number of attacks or the amount of financial damage
done by viruses. All the statistics clearly showed that the frequency of new worms
and viruses was increasing and was likely continue to do so in future. In addition,
the costs associated with them are significant: a market intelligence firm estimated
a loss of US$8.8 billion due to the LoveLetter virus, US$2.6 billion in productivity
loss for the Code Red worm, and US$9 billion due to the Klez virus (Clarke and
Zeichner 2004; ICSA Labs 2003, 2004). Viruses like Michelangelo (JSC 1994),
Melissa (GAO 1999), Explore.Zip, CIH (Vatis 1999), or SoBig (Clinton 2000: 43)
were also referred to in order to stress the need to act.

Thus, we find that a variety of policy windows did play a role in the further
consolidation of cyber-threats as a prime national security threat. But of all the
examples in this chapter, only the Oklahoma City bombing lead to a reframing,
or at least a change in the discourse, by firmly linking cyber-threats to critical
infrastructure. All the other incidents or statistics are mainly cited to support a
call for action and are used to demonstrate the high degree of vulnerability and
dependency. It seems that, once an awareness of the problem had been created,
there was little need for additional incidents to prove the point. 9/11, on the
other hand, did not lead to reframing. However, this policy window diminished
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the virulence of cyber-threats and shifted the focus of most officials from the
cyber-realm to the realm of physical terrorism. In that sense, 9/11 acted as a
‘reality check’: the high priority given to cyber-security in previous years sud-
denly seemed a mistake to many officials. The attacks on US territory marked
the end of virtual threats and potentially grave consequences and provided a
concrete threat to act upon.

The fact that there was no reframing merits some specific attention: Why did
9/11 not change the threat frame or countermeasures, but nonetheless changed
aspects of the cyber-threats debate? The reason for this, we believe, is twofold:
on the one hand, the prevalent threat frame was widely accepted and obviously
highly stable due to congruence with overall beliefs. In EO 13231 of 16 October
2001, for example, we find the shorthand version of the PCCIP threat frame:

It is the policy of the United States to protect against disruption of the oper-
ation of information systems for critical infrastructure and thereby help to
protect the people, economy, essential human and government services, and
national security of the United States, and to ensure that any disruptions that
occur are infrequent, of minimal duration, and manageable, and cause the
least damage possible. The implementation of this policy shall include a
voluntary public-private partnership, involving corporate and nongovern-
mental organizations.

(Bush 2001b)

Even when cyber-threats were downscaled, there was no need to change this
threat frame. In addition, all the turf battles had been fought in the 1990s, so that
this specific threat occurred in a more ‘settled’ phase. The lead of the law
enforcement community and the crucial importance of public private partner-
ships were widely accepted by all actors involved. The establishment of the
DHS, propagated as a step towards pulling down the artificial walls between
institutions that deal with internal threats and others that deal with external ones,
did not fundamentally change this perception: it merely changed parts of the
organisational setting.

Not surprisingly, we find that, at least initially, one main focus in public hear-
ings was on the possibility of terrorists using cyber-means for attacks. In addi-
tion, a number of studies were conducted in the aftermath of 9/11 that focused
on Muslim terrorists and their cyber-capabilities (OCIPEP 2001; Vatis 2001;
NIPC 2002; Technical Analysis Group 2003). At this time, the focus of attention
shifted from hackers depicted as terrorists towards terrorist hackers, and specifi-
cally Muslim ones (Conway 2008). Needless to say, the mass media also imme-
diately jumped on the subject. Two days after the attacks, USA Today wrote
about cyber-attacks in the near future – ‘another wave of terrorism’ – and quoted
a former Pentagon official’s warning of an ‘electronic Pearl Harbor’ (Schwartz
2001). Soon after, the debate centred on Osama bin Laden and al-Qaida. In
December, an alleged member of al-Qaida who had been caught in India was
quoted by Newsbytes as saying that his organisation had infiltrated Microsoft
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and manipulated the source code for their new operating system Windows XP
(McWilliams 2001). This report quickly made its way around the world, though
it just relied on a single and somehow sketchy source: the information came
from Indian IT security entrepreneur Ravi Visvesvaraya Prasad, known for his
sensationalist op-eds on the ‘threat’ of Chinese information warfare in Indian
newspapers (Prasad 2000, 2001).

But it was not only the media that focused on terrorist attackers; officials also
focused their attention on terrorists. The few examples cited below again show
how volatile and unfounded the cyber-threat assessments still were. In his
Senate testimony on ‘The Terrorist Threat Confronting the United States’ in
February 2002, Dale L. Watson, the FBI’s executive assistant director on
counter-terrorism and counterintelligence, talked about ‘an emerging threat’:

Beyond criminal threats, cyber space also faces a variety of significant
national security threats, including increasing threats from terrorists. [. . .]
Cyberterrorism – meaning the use of cyber tools to shut down critical
national infrastructures (such as energy, transportation, or government
operations) for the purpose of coercing or intimidating a government or
civilian population – is clearly an emerging threat.

(Watson 2002)

In March 2002, the intelligence community’s new ‘global threat’ estimate was
presented to Congress. CIA Director George J. Tenet, when discussing possible
cyber-attacks, mostly talked about terrorists, after having focused his attention
on the whole range of actors in previous years (Tenet 1997, 1998, 1999):

We are also alert to the possibility of cyber warfare attack by terrorists. [. . .]
Attacks of this nature will become an increasingly viable option for terror-
ists as they and other foreign adversaries become more familiar with these
targets, and the technologies required to attack them.

(Tenet 2002)

In the ‘CIA Answers to Questions for the Record’, dated 8 April 2002, it is
further specified that:

Various terrorist groups including al-Qa’ida and Hizballah are becoming
more adept at using the Internet and computer technologies, and the FBI is
monitoring an increasing number of cyber threats.. . . These groups have
both the intentions and the desire to develop some of the cyberskills neces-
sary to forge an effective cyber attack modus operandi.

(Central Intelligence Agency 2002)

Others, too, feared that al-Qaida had these abilities: for example, Vice Admiral
Lowell E. Jacoby, Director of the DIA, stated that members of al-Qaida had
spoken openly of targeting the US economy as a way of undermining US global
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power. As proof for this claim, he stated that al-Qaida was using publicly avail-
able Internet websites to reconnoitre US infrastructure, utilities, and critical
facilities (Jacoby 2003). Again others, such as Robert S. Mueller (2003), Direc-
tor of the FBI, feared that though current attacks were mere nuisances such as
denial-of-service attacks, their options might increase.

Again, one wonders about these intelligence estimates. The assessment of the
threat is still largely anecdotal, with threat assessments revealing a general
weakness that by that time had become a trend, not an exception. To make
things worse, the focus on cyber-terrorists proved to be a fairly temporary phe-
nomenon, too. About a year after 9/11, Richard Clarke, the then head of the
White House Office for Cyber Security, told the press that the government had
again begun to regard nation-states rather than terrorist groups as the most dan-
gerous threat. He said:

There are terrorist groups that are interested [in conducting cyber-attacks].
We now know that al Qaeda was interested. But the real major threat is
from the information-warfare brigade or squadron of five or six countries.

(Cha and Krim 2002)

Detached from all of this, the cyber-threat frame as developed under Clinton
remained in place. Not only was the diagnosis – a very wide range of potential
perpetrators – accepted, but so was the prognosis: whether cyber-terror or cyber-
warfare, the countermeasures as laid out in the National Plan and Bush’s
National Strategy to Secure Cyberspace seemed to satisfy decision-makers.

To sum up, during the Bush administration, the already existing CIP package
was expanded by adding the concept of homeland security. Critical infrastruc-
tures, defined as assets whose destruction or disruption would have a crippling
impact on the heart of the US society, became the core of what needs to be pro-
tected in homeland security, while vulnerabilities, be they physical or virtual,
abound. However, while the threat frame as promoted by the PCCIP remained
the same, the attention given to the cyber-threat aspect diminished. The events
of 9/11 focused many minds in that direction. In 1998, the then Deputy Secret-
ary of Defense John Hamre said in a hearing that the question was not whether
the United States would suffer an ‘electronic Pearl Harbor’, but when (Hamre
1998). One year later, Hamre was quoted as saying: ‘We are at war-right now.
We are in a cyberwar’ (Donnelly and Crawley 1999). In a recent interview, this
once eager cyber-advocate said:

I spend hours a day worrying about biological warfare. I spend hours a day
worrying about nuclear warfare. I do not spend minutes a day worrying
about cyber warfare as a means of mass destruction. In the scale of things
you want your government to worry about that can really cause existential
threats to society, biological warfare and nuclear warfare are far, far bigger
than cyber warfare.

(Hamre 2003)
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After 9/11, ‘critical infrastructures’ became a synonym for ‘the homeland’. But
despite the fact that cyber-threats still figure in these observations, the tangible
aspects began to displace cyber-threats from the limelight. As we have pointed
out, the National Security Strategy of 2002 is virtually devoid of any mention of
information age–related issues: there is no mention of any concerted national
approach or strategy for protecting the information society, no indication that the
global economy of the twenty-first century is a cyber-economy, and no indica-
tion of the need for international cooperation in this arena (Bush 2002).
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6 Securing the information age
Failed securitisation or a new logic of
security?

In the last three chapters, we traced the emergence of cyber-threats as a model of
threats in modern times and analysed the political process that moved the threat
onto the political agenda and led to subsequent alterations of its appearance. In
order to see how cyber-threats are constructed, we introduced the concept of
threat frames with three distinct parts (according to Snow and Benford 1988:
199–202): diagnostic framing, which is the act of defining a problem and assign-
ing blame for the problem to an agent or agencies (this is the equivalent of des-
ignating the threat subject and referent object of security; Buzan et al. 1998: 32);
prognostic framing, which deals with elaborating solutions and proposing spe-
cific strategies, tactics, and objectives by which these solutions may be
achieved; and motivational framing, which means to rally the troops behind the
cause or a ‘call for action’. The content of the threat frame – formulated by pro-
fessionals of security – must appeal to the existing values and beliefs of the
target audience (in our particular case, top-level decision-makers) to become
effective. At the same time, many different aspects influence the conditions in
which such a framing takes place, such as the beliefs and resources of the
framing actors as well as institutions and the broader environment, all of which
influence the framing process. The observable impact of the threat politics
process is the establishment of countermeasures or policies.

This chapter revisits previous assumptions and examines the variables of the
framework for analysis: policy windows, securitisation/framing actors, threat
frames, and countermeasures. Furthermore, we want to focus on the impacts of
the impacts, namely, on the new logic of security that becomes obvious from our
analysis of countermeasures.

When conditions turn into problems

Two factors explain the reasons for threat construction: on the one hand, I
looked at ‘policy windows’, understood as opportunities to move a certain issue
to the fore in the political process, and on the other hand, there is bureaucratic
competition between agencies, aggravated by the loss of the external enemy
after the end of the Cold War. The rise of cyber-threats to the top of the security
political agenda can thus be seen as an outcome of the major re-orientation of



security policies that took place when the Cold War ended. As traditional secur-
ity problems lost their urgency, governments turned to advisors, specialists, ana-
lysts, and researchers not only in order to receive advice on policy alternatives
but also for identifying new challenges and problems, which led to a multitude
of ‘new’ issues being added to the security agenda (Eriksson 1999b, 2001a). By
creating an environment in which it became possible to construct new threats,
this geopolitical development played a pivotal role in the whole process of threat
framing and could itself be considered a kind of policy window.

Our case studies only provided one instance of Phase I, which is a very thin
basis for theorising. In addition, we have found that it is rather difficult to
identify the exact point in time when the first threat framing occurred, but such
identification would be necessary in order to convincingly link policy windows
to the securitisation/initial threat-framing process. This is due to vagueness in
the definition of what ‘securitisation’ actually is; and even if we seek to identify
the first instance of when an issue was successfully framed as a national security
threat, the task does not become substantially easier. In our specific case, the
definition of cyber-threats as the malicious use of information and communica-
tion technologies either as a target or as a weapon gives the issue some addi-
tional focus, but it is still not altogether clear when the first cyber-threat frame
was created. This is the result of an empirical problem: How far back would we
have to go to identify the first threat frame? And, for that matter, how else but in
hindsight would it be possible to identify policy windows – i.e. if there is a (re-)
framing, there must have been a policy window somewhere – as we have done
it? Methodological prowess mainly depends on very careful definitions of both
the phenomena we address and the political process we are looking for;
however, both are difficult to provide. On the one hand, the phenomenon itself,
as we have argued in Chapter 1, is highly elusive and is also constantly evolving
as the technological substructure changes. On the other, even though the original
concept of securitisation was clarified by focusing on security as a practice with
an outcome in Chapter 2, we still have difficulties in clearly identifying acts of
threat framing. What we can identify, though, is a period when a condition
turned into a problem: this happened when cyber-crime came to be perceived as
a serious issue, a development mainly brought about by an increase in incidents
and mounting economic losses.

In contrast to the single case for Phase I, there are various instances of
reframing to be found in Phase II. Among all the identified policy windows,
event windows clearly appear as the most prominent. It seems as if political
windows had not played any role at all, at least not overtly: cyber-threats were
never an election theme; neither were they highly politicised in general, prob-
ably because the fear of them did not mobilise the electorate at any time. We
have identified only two policy windows with discernible impact on the refram-
ing of threat frames: the Oklahoma City bombing and the 9/11 attacks. Both are
so-called event windows, and both are real incidents in the physical world that
are, in fact, related to terrorism. According to theory, beliefs are relatively
stable, so that it is not surprising that only incidents with a comparatively great
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overall impact, including psychological impact, are capable of initiating a
change in the belief system. Despite this similarity, the roles of the two incidents
in reframing issues are different. The Oklahoma City attack brought a new issue
– that of interdependencies – to the attention of decision-makers and perhaps
had the biggest influence on the entire debate. 9/11, on the other hand, served as
a reality check that did not change the threat frame per se, but changed the tone
of the discourse by strengthening one of the discourse strands, namely that of
terrorism and, more specifically, Muslim terrorism.

How much explanatory power does the ‘policy window’ variable actually
have? Is it possible that without policy windows, there would have been no
cyber-threat framing? To put the question differently, are policy windows
needed at all for reframing, or can we identify instances of reframing that are
independent of policy windows? For example, the subtle reframing of national
security decision directives (NSDD) 145 in national security directive (NSD) 42
does not seem connected to a policy window, even though it is also debatable
whether this can actually be counted as reframing. Then again, it is possible that
certain forces saw the change in administration as a good opportunity to reintro-
duce their particular views of the problem. Also, and most importantly, the
emergence of the broader threat frame in the National Academy of Sciences
(NAS) study of 1990 is not connected either to any identifiable policy window.
It is true that the document did not create any new countermeasure, but it set the
stage for the future debate and provided part of the vocabulary taken up by mili-
tary documents and studies in the early 1990s. In this particular instance, certain
individuals with specific ideas are likely to have played the most significant role.
With our approach, however, the origin or flow of ideas cannot be uncovered.
All these examples reveal an additional weakness in our approach: not only do
we have difficulties in identifying the first instances of threat framing, but there
are also difficulties associated with identifying instances of reframing; it is in
fact unclear what constitutes an act of reframing or to which degree two frames
have to differ from each other to qualify as a new threat frame.

At the same time, the case studies make clear that all of Kingdon’s categories
(indicators, focusing events, and feedback) become intermingled – events and
statistics are mentioned in official reports, and then, these reports in turn act as
feedback. Furthermore, apart from instigating cases of reframing, problem
windows are used to underscore arguments. In that sense, they are turned into
stories to prove the need for action. Not surprisingly, we can identify the follow-
ing traits of these stories (see also Smith 1999a): we find a great reliance on
hypotheses upon what might happen and not what has happened, because there
are no incidents that provide an easily discernible link to a national security
threat. In addition and closely connected to this fact, scores of generally insignif-
icant computer security incidents are accumulated as anecdotal evidence, mainly
shown in the chapter on virtual attacks against the Department of Defense
(DoD), and delivered out of context or in an exaggerated manner, always insinu-
ating that something awful is about to happen in the barely anticipated future.
Moreover, we can observe an absurd vicious circle of news generation: the
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evidence that is presented in hearings is often based on (true or false) stories in
the media (one example is the incident involving dam floodgates that was
described in the introduction). Media outlets, in turn, quote government officials
on the exact same stories to give their reporting more weight (Conway 2008).
Thus, the media, even though not directly involved in threat framing, is respons-
ible for creating a kind of ‘hyperreality’ (Baudrillard 1983), a condition that
occurs when the media depicts something as more true to life than the object it is
purporting to represent (see also Derian 1995: 37–41). With this practice, the
standard of proof becomes malleable.

As for the variable of policy window, the evidence indicates that policy
windows (or at least something resembling them) play a certain role in threat
politics, despite the fact that some of the assumptions about causality (policy
windows come prior to the framing process) might be faulty. It is also obvious
that policy windows in Phase II play a different role than the ones in Phase I.
Their primary role in the framing process is to give the issue a new direction by
changing either the beliefs or the resources of key actors. We can further argue
that not all events, indicators, or instances of feedback are turned into policy
windows, but that they are necessary for initiating the process of threat framing
and as an affirmation of existing threat perceptions, and that they serve as steady
fuel for the process of threat politics. At the same time, various observations
point to the assumption that the variable might be too limited in its current form.
In fact, ‘policy window’ might be a misleading concept altogether. Returning to
Kingdon’s theory, he argues that a window opens because of change in the polit-
ical stream or when a new problem comes to the attention of officials. However,
this does not answer why it comes to the attention of officials or why the political
stream changes. The first question is partially answered by looking at indicators,
focusing events, or formal and informal feedback; this has indeed been central
for our approach but happens prior to the opening of a policy window. There-
fore, we should perhaps replace the variable ‘policy window’ with ‘problem
recognition’ for Phase I and ‘disturbing event’ for Phase II – an approach that
does not, however, resolve some of the empirical problems that were described.

Professionals of security and epistemic communities

The question of who is involved in the process of threat framing and threat poli-
tics is not easily answered. Probably, the biggest impediment was that we were
not able to link specific actors to threat frames or vice versa; only in hearings
can threat frames be attributed to individuals, but even then, we do not know
where these frames originated from. It is therefore almost impossible to desig-
nate an individual or group that came up with the first threat frame or to identify
the group that moved it onto the agenda for the first time. The same is true for
Phase II – neither we can identify with any certainty the characteristics of the
actors who have been influential in re-framing the issue of cyber-threats, nor can
we therefore say anything about the differences between the actors in the two
phases. Nevertheless, there are certain statements we can venture to make.
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It can be shown that specific actors or actor constellations develop a specific
threat frame, which is deductible from their statements and can be identified
from official documents. Notions of cyber-threats have originated among mili-
tary as well as civilian actors. In the law enforcement community, cyber-crime
has become a particularly salient threat image. Within the military bureaucracy,
the perceived threats have been framed as ‘information warfare’, ‘information
operations’, and ‘cyber-war’. Both communities refer to ‘cyber-terror’, a threat
image that has remained very fuzzy. Among computer scientists, technicians,
and network operators, the threat images are usually much narrower, with an
emphasis on attacks, exploits, and disruptions perpetrated against computer net-
works, software conflicts, and other bugs which can lead to systems crashes, for
example, the Year 2000 (Y2K) computer bug and its perceived implications. We
have argued that the securitising and framing actors are most likely to emerge
from the so-called professionals of security, which are endowed with both sym-
bolic capital and the capacity to inter-link heterogeneous discourses in the secur-
ity domain. This is based on the belief that there are specific positions within the
state that have a privileged capacity to transform non-security issues into secur-
ity questions (Bigo 1994, 1998), in contrast to assuming that in principle every-
one can speak for society (Wæver 1995). The transformative capacity of security
professionals is a direct result of their institutional position, which empowers
them to produce credible knowledge about threats. That successful threat frames
are in some ways linked to professionals of security can be confirmed, but again,
we have no way of knowing where these frames originally originated from.

From the very beginning of the almost 20-year period that we have investi-
gated, the law enforcement community played a strong role in the process due to
existing resources, norms, and institutions. Members of the military took the
place of a framing but not of an executing actor: they gave cyber-threats a new
face but then had to cede responsibility and admit that they could not provide the
answer to them. As a result, they became more or less marginalised in the
broader debate after a certain point. Only in the domain of information warfare,
framed as a traditional military task, did they retain primary responsibility and
strive to advance developments in the domain. However, it would be wrong to
argue that they did not try to retain some influence in countering the threat ini-
tially, as our discussion of the conflicting prognostic threat frames has shown.
The (perceived) nature of the threat as well as restraints stemming from norms
and institutions made such a bigger role of the military establishment unfeasible.
Therefore, we can learn that the question of who wins, why, and when is not
only dependent on the content of a threat frame but also on the position and the
determination of actors, as we can learn from the voluntary ceding of power due
to failure in the face of the threat. What we need, however, are more details and
a better methodological approach to learn more about actors.

Though we do not want to consider methodological issues in too much depth
here, it is clear that some of the open questions concerning the attribution of
threat frames to actors could best be answered by conducting expert interviews.
Even further insights into actor constellations could be gained from the

126 Securing the information age



advocacy coalition framework (ACF) developed by Paul Sabatier (1988) as well
as Paul Sabatier and Hank Jenkins-Smith (1993, 1999), which focus on the role
of beliefs in the policy-making process. The framework emphasises the beliefs
of policy-makers and the networks of these actors that develop within policy
domains or subsystems. The ACF says that during periods of subsystem
stability, one coalition, or more specifically, its beliefs, will define policy. Policy
redesigning occurs when subsystems change, which is to say that the set of pre-
vailing beliefs change due to policy-oriented learning or due to turnover of
participants in the subsystem or, alternatively, due to a change in the external
environment. We have to be aware, however, that even though this approach
would greatly enhance our knowledge concerning actors, such a detailed analy-
sis of coalitions would shift the focus of analysis away from threat framing as
such.

Other questions remain to be answered. For example, if an issue is already on
the agenda, is it necessary for a top politician to be in position each time the
issue is reframed, according to the framework? Or, is the act of securitisation or
threat framing always a conscious, wilful act, or do ‘accidental’ securitising
actors exist? Put differently, do these actors always want to give a specific topic
a higher degree of urgency, or do threat politics occur automatically? The mater-
ial collected in the previous chapters does not provide any answers to these
questions. The assumption that a top decision-maker is needed to shift an issue
onto the decision-making agenda seems fairly straightforward, but there is no
empirical evidence for this. This turns our attention to the audience question
once more: we can argue that who accepts the securitisation argument is not rel-
evant, but what matters is that it is accepted and turned into countermeasures.
Therefore, the issue of frame resonance conveniently replaces the ‘audience’ in
securitisation theory and is rather independent of any actor specification. We
have also speculated about possible policy entrepreneurs who would profit from
the outcome of threat politics. In our case studies, none were discernible, and it
seems as if that factor was generally negligible. Probably, no policy entrepre-
neur is needed in threat politics because a call for urgency is enough.

Another difficulty that was revealed was the distinction between hidden and
visible participants in the framing process. The influence of hidden actors in cre-
ating ideas and also in generating threat frames is undisputed, but we were not
able to identify any with our approach. Due to this, they have been marginalised
in the entire discussion of threat politics process to the point where they seem
irrelevant. However, there is one approach that would help to enhance our
understanding of the creation and specifically the diffusion of ideas: the epis-
temic communities approach, which – like the ACF approach – is a useful add-
on for clarifying some points in the framework.

The concept of epistemic communities was introduced into international rela-
tions theory by John Ruggie in 1972 (Ruggie 1972). His understanding of epis-
temic communities as a cognitive level of international institutionalisation that
‘delimit for their members the proper construction of reality’ (Ruggie 1998: 69)
was influenced by the idea of the episteme, derived from Michel Foucault
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(1970), and by the concept of epistemic communities as used by Burkhard
Holzner (Holzner 1968; Antoniades 2003: 23). Thereafter, the concept lay
dormant until the early 1990s, when it was re-introduced in a special issue of
‘International Organization’ edited by Peter Haas (1992: 3), who defined epis-
temic communities as a ‘network of professionals with recognized expertise and
competence in a particular domain and an authoritative claim to policy-relevant
knowledge within that domain or issue-area’.

The major question driving the inquiry was how decision-makers define state
interests and develop solutions if they are unfamiliar with the technical aspects
of a specific problem due to uncertainty (Haas 1992: 1). It was assumed that
there is a direct link between the way in which the problems are understood by
the policy-makers or, more specifically, the way they are represented by those to
whom they turn for advice and how states identify their interests in specific
issue-areas (Haas 1992: 2). Therefore, the approach focuses particularly on the
role that networks of knowledge-base experts play in articulating the cause-and-
effect relationship of complex problems, in framing the issues for collective
debate, in proposing specific policies, and in identifying salient points for nego-
tiation (Adler and Haas 1992: 372).

In a more recent discussion of epistemic communities, Antoniades (2003)
distinguishes between two generic types of epistemic communities: ad-hoc
coalitions aiming at the solution of a particular policy problem; and constant
groupings with a holistic character, which aim at the establishment and perpetu-
ation of beliefs and visions as dominant social discourses (Antoniades 2003: 28).
In addition, he looks at two interrelated levels of action: a cognitive one, in
which the role of mainly holistic epistemic communities is a reproduction of
social reality in a real-world environment, and a practical one, which looks at
how epistemic communities, mainly ad-hoc groups, intervene in the policy
process.

Cognitive level of action. Constant epistemic communities have the power to
impose particular discourses and particular worldviews on societies, which
includes the ability to influence the self-conception of peoples and collectives,
and therefore their understanding about their desires and interests (Antoniades
2003: 29). Therefore, epistemic communities exercise a ‘cognitive authority’ as
far as knowledge is concerned. By virtue of their strategic role in the construc-
tion of social reality, epistemic communities also have an important role in the
construction of the language that is used to describe and depict this reality,
which becomes particularly important in the context of discourse analysis (Anto-
niades 2003: 29–31). Naturally, discursive struggles also take place among epis-
temic communities. At a given time, there is not one epistemic community but
many that exist alongside each other. Some of them are likely to have adverse
normative beliefs and visions about society and world politics or the solution to
a specific policy problem. Because they have an interest in dominating the con-
struction of social reality, these communities struggle with each other in their
effort to establish their discourses and visions of societies.

Practical level of action. By influencing social reality, epistemic communities
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influence the conceptual framework in which every policy process is embedded.
Members of epistemic communities can participate either directly or indirectly
in the policy process: if key decision-makers are themselves part of the epis-
temic communities, it is particularly easy to show a link between them and
policy decisions. When epistemic communities are involved more indirectly,
they can act as advisors or sources of information and might influence agents’
policy and interests, they can have agenda-setting function, and they can work
out the details of a policy (Antoniades 2003: 32–3).

Though in-depth empirical analysis would be needed to specify our assump-
tions, it looks as if epistemic communities might help us to further explain
mainly two aspects of threat politics: first, the range of choices available to
decision-makers, by defining the parameters of the issue and thus ultimately the
selection of policy options (agenda-setting); and second, the diffusion of ideas to
other countries, which is not the concern of this book (policy diffusion). It is
likely that this concerns both ad-hoc groups and more holistic and permanent
thought communities, at both the cognitive and the practical level of action. For
threat politics, the agenda-setting aspect is particularly interesting. In theory,
epistemic communities exert influence on the political process of threat con-
struction by defining the alternatives available for selection and by framing the
range of political parameters of an issue (Adler and Haas 1992: 375). This is
similar to Kingdon’s (2003: 117, 199–201) idea of hidden participants, a group
that he sees as encompassing specialists in government, academics, and special-
interest groups that define the policy stream and propose solutions to various
societal conditions. At the top level, as described above, members of the
epistemic community could also be visible participants, including top-level
decision-makers.

Framing a threat through analogies and metaphors

As specified, the framework answers the how question by looking at attributes of
threat frames. This generates insights into how the threat is discussed, i.e. how
cyber-incidents are ‘constructed’ as a threat to national security. In general, it
has been very useful to focus on threat frames to explain the process of threat
politics. Difficulties in identifying different, dominant, and less dominant threat
frames can be attributed to impeding factors that we have already identified: first
of all, the approach is weak when it comes to identifying framing actors, and
second, it is empirically impossible to identify all threat frames existing at a
given time. In addition, we do not have a vetting tool to differentiate between
dominant and less dominant threat frames. A remedy to overcome this short-
coming was to look at the successful threat frames, which are easily identifiable
from key policy documents, and then ask in retrospect why these threat frames
asserted themselves.

In Phase I, there were only a few threat frames, but initially, none of them
showed all the necessary characteristics of a true cyber-threat frame, defined as
the use of the information infrastructure as weapon and target. The emergency

Securing the information age 129



response frame is one example of an early framing, but it only implicitly
assumes a threat aspect. The electromagnetic pulse (EMP) discussion, on the
other hand, lacks the dimension of the information infrastructure being used as a
weapon. The winning threat frame in the 1980s was dominated by the cyber-
crime discussion, but to elevate it to the necessary level of urgency, the every-
day issue of cyber-crime was linked to the foreign intelligence threat. The
practice of linking strands in a discourse to others in order to create a new dis-
course is called ‘referencing’. In the case of threat politics, we can observe that
certain issues are linked to those that are already accepted as national security
issues.

In threat framing, government officials and experts use certain phrases and
also certain types of stories to add urgency to their case. Specific uses of lan-
guage dramatise the actual threat: the use of specific phrases and words make its
construction as a national security threat possible in the first place. Since there is
no real-world reference for the threat, constant persuasion is required to sustain
the sense that it is a real danger. And, because the national security dimension is
not completely obvious, it is necessary to use specific analogies (Cohn 1987;
Chilton 1996). Within the cyber-threat discourse, the most prevalent analogy for
many years has been the possibility of an ‘electronic Pearl Harbor’ (Smith 1998;
Bendrath 2001), first used by Winn Schwartau (1994: 43), the founder of the
‘infowarcon’ conferences, in testimony before the US Congress as early as
1991, as he claims. This analogy links the cyber-security debate to a real and
successful surprise attack on critical US military infrastructures during the
Second World War while, at the same time, warning against the idea of the
United States being invulnerable due to its geographical position, conjuring up
visions of a danger coming from an enemy that is geographically and morally
located outside of the United States (the foreign threat image).

An analogy to deadly weapons can also be found in the designation of cyber-
threats as ‘weapons of mass disruption’, analogous to ‘weapons of mass destruc-
tion’ – i.e. nuclear, biological, or chemical weapons. In 1999, Congressman Curt
Weldon (R-Pennsylvania) placed cyber-terrorism at the top of his list of modern
threats to the American way of life, as we have already pointed out (Poulsen
1999). In September 2002, Richard Clarke, former Special White House Adviser
for Cyberspace Security, told ABC News: ‘[Cyber-terrorism is] much easier to
do than building a weapon of mass destruction. Cyber-attacks are a weapon of
mass disruption, and they’re a lot cheaper and easier’ (Wallace 2002). The fre-
quent use of the term cyber-terror is another such analogy. Detached from any
academic definition of the issue, it is a spectre depicting a terrorist and a key-
board, wreaking havoc that can disrupt an entire society.

Why did the President’s Commission on Critical Infrastructure Protection
(PCCIP) threat frame prevail? According to our theory, the threat frame that has
the highest frame resonance and appeals best to top-level decision-makers is
most likely to prevail. In a historical perspective, we can show that the success-
ful cyber-threat frame accumulated issues over the years; in other words, more
and more issues were interlinked: first, there was the singular cyber-threat frame
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of cyber-crime. This was interlinked by referencing with foreign exploitation
and espionage to elevate it to a national security issue. Then, it was linked to
critical infrastructures and terrorism. The concept of homeland security is a
more acute version of this last elevation. When we look at the threat subject
specifically, we find that from the beginning, cyber-attacks were constructed as
stemming from a very broad range of actors. Harmful attacks can be carried out
in innumerable ways, potentially by anyone with a computer connected to the
Internet, and for purposes ranging from juvenile hacking, organised crime, or
political activism to strategic warfare. The new enemies are neither clearly iden-
tifiable, nor can they be associated with a particular state. The Internet makes it
easy to acquire hacking tools, which have become both more sophisticated and
more user-friendly. The idea is that the Internet has special qualities that are of
particular relevance to national security matters: particularly the fact that it
allows unauthorised users to invade critical computer facilities around the world;
its capacity to empower individuals and small groups by allowing them to trans-
mit information across the globe on a secure basis by means of encryption
(Halperin 2000); and the fact that it gives everybody access to ‘powerful’
weapons.

In comparison to the threat subject, which was fairly stable from the begin-
ning, the referent object has changed over the years. At first, it consisted mainly
of government networks and the classified information residing in it that was
threatened. This was not generally a problem for the wider public. But even
though a link between the economy and national security was established very
early on, cyber-crime by itself is not a threat to national security. The link to the
intelligence debate was a prerequisite for elevating it to that level. Later, the link
to critical infrastructures provided a far clearer need for national security: this
way, cyber-threats are ultimately seen as a threat to society’s core values and to
the economic and social well-being of a nation.

The cyber-terror frame as a sub-theme of the general cyber-threat frame com-
bines two of the great fears of the late twentieth century: the fear of random and
violent victimisation and the distrust or outright fear of computer technology,
both of which capitalise on the fear of the unknown (Pollitt 1997). Terrorism is
feared, and is designed to be feared, because it is perceived as being random,
incomprehensible, and uncontrollable. Technology, including information
technology, is feared because it is seen as complex, abstract, and arcane in its
impact on individuals. Because computers do things that used to be done by
humans, there is a notion of technology being ‘out of control’, which is even
strengthened by the increase in connectivity and complexity brought about by
the information revolution.

The prognostic part of the frame remained far more contested than the diag-
nostic part during the entire debate. The question of how to counter the threat,
mainly related to the question of responsibilities, was discussed until approxi-
mately 1997, when the PCCIP threat frame offered a solution that appealed to
everyone. Motivational framing became a feature of threat frames in the 1990s,
when the threat was attributed to new and poorly understood vulnerabilities, due
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to dependence of society on the information and communication infrastructure,
on the one hand, and ever-more complex interdependencies between infrastruc-
tures, on the other. Threats to critical infrastructures are pictured as being dis-
connected from a state entity with a territorial base (Fisher 2001). Due to the
global nature of information networks, attacks can be launched from anywhere
in the world, and discovering their origin remains a major difficulty, if they are
detected in time at all.

The PCCIP threat frame thus successfully amalgamated a number of issues
that had been floating around in the security debate, such as terrorism, critical
infrastructures, asymmetric vulnerabilities, and cyber-threats. The introduction
of numerous non-state enemies as threat subjects dissolves the distinction
between internal and external threats. Opening up this very wide range of poten-
tial adversaries underscores a perspective of vulnerability, uncertainty, and inse-
curity (Denning 2001a, 2001b). To put it differently, first, the broad range of
adversaries was coined on the threat subject side. Then, broadening the referent
object from government networks and computers to the entire society on the one
hand and developing the very stable idea of public–private partnerships on the
other created the PCCIP threat frame. Thus, the prevailing threat frame is very
broad and also very vague, both in terms of what or who is seen as the threat and
of what or who is seen as being threatened. This creates a certain degree of
leeway in drafting countermeasures. Due to their very diffuse nature, these
threats defy traditional security institutions and make it difficult to rely on a
counterstrategy based on retaliation (Molander et al. 1996; Hundley and Ander-
son 1997).

Further, because the ownership, operation, and supply of the critical systems
are largely in the hands of the private sector, the distinction between the private
and public spheres of action is dissolved. In addition, due to the nature of cyber-
attacks, it is often difficult until very late to know where an attack has ultimately
originated (Serabian 2000). Furthermore, the characteristics of the threat to crit-
ical infrastructures imply that boundaries between the civilian and military
spheres of action are dissolved. In the agent dimension, a danger has been con-
structed that emanates from an enemy who is located outside of the Unites
States, both in geographical and in moral terms. This picture of a dangerous
‘other’ reinforces the idea of the nation as a collective self. The use of phrases
like ‘our computers’ or ‘our infrastructures’ amplifies this effect. The reference
object of security is the entire US society. The logical and political implication
of this is that defence against cyber-attacks comes under the purview of national
security policy.

Countermeasures: public–private partnerships and changing
conditions of securing

Nevertheless, we can make the following general observation about countermea-
sures: even though the issue of cyber-threats is clearly linked to national security
on a rhetorical level, generally, no exceptional measures are envisaged that
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would traditionally fall under the purview of the national security apparatus.
Therefore, the cyber-threats debate is an example of failed securitisation (cf.
Bendrath 2001), according to theory. Even though I have deliberately expanded
the framework of analysis beyond questions of successful or unsuccessful secu-
ritisation, this point merits some additional attention.

One could argue that some of the measures in the Uniting and Strengthening
America by Providing Appropriate Tools Required to Intercept and Obstruct
Terrorism (USA PATRIOT) Act are exceptional, such as the fact that ‘murder
by computer’ can be punished by life imprisonment. However, this is not an
instance of securitisation but rather an expression of a kind of normalisation of
information technology: a murder carried out in person could be punished by a
death sentence. Similarly, a large number of government reports, even if they
are related to national security, are not in themselves an argument for securitisa-
tion as long as these reports only contain wide-ranging political measures
instead of extraordinary measures. George W. Bush’s decision to develop a
cyber-attack doctrine could be a more successful instance of securitisation. But
again, the addition of this tool to the box could also be seen as a normalisation
of information technology. In this case, the extraordinary measures consist in the
specific instrumentalisation of cyber-attacks – not necessarily as a reaction to
other cyber-attacks but, more generally, in the fight against terrorism.

Generally, national security countermeasures stress deterrence or the preven-
tion of attacks and only attribute secondary importance to the investigation and
pursuit of the attackers, since the concept of compensatory or punitive damage is
rarely meaningful in the context of national security (National Academy of Sci-
ences 1991: 19). Private-sector countermeasures, however, are frequently ori-
ented towards detection, which means developing audit trails and other chains of
evidence that can be used to prosecute attackers in court (National Academy of
Sciences 1991). Technical measures exist in both domains, and the boundaries
are often fluent. As is apparent when looking at the technical countermeasures
laid out in the various policy documents, the US government became involved
in developing technology for computer and communications security at a very
early stage in the debate. Its efforts related largely to preserving national secur-
ity and, in particular, to meeting one major security requirement, namely ‘confi-
dentiality’, which means preserving data secrecy in accordance with the
espionage threat frame of the 1980s.

These early programs paid little attention to the other two major requirements
of computer security, namely ‘integrity’, understood as protective measures
against improper data modification or destruction, and ‘availability’, or facilitat-
ing timely use of systems and the data they hold (National Academy of Sciences
1991: 3; Stoneburner 2001). We can observe that this began to change as the
private sector became increasingly involved in protection measures and as
control over countermeasures in general shifted away from government towards
the private sector in the 1980s. Changing usage patterns, the increase of outside
attacks, and expectation patterns moved availability to the top of this priority
list. The first goal of modern information security has, in effect, become to
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ensure that systems are predictably dependable despite the existence of all sorts
of malicious actors and, particularly, in the face of denial-of-service attacks.
This means that technical countermeasures are geared towards preventing the
disruption of the economy and, as a consequence, towards ensuring the function-
ality of society – the main goal of the contemporary Critical Infrastructure Pro-
tection (CIP) debate.

In the 1990s, critical infrastructures emerged as focal point in the debate. The
concept of critical infrastructure protection includes very many different aspects,
one of which is cyber-security. The protection of critical information infrastruc-
tures is considered an essential part of CIP. Despite the fact that the concept of
CIP has undergone change during the years since its emergence under Clinton,
the key issues have remained the same: at its core, we find the strategy of
preparation, meaning the preventive protection of critical infrastructures by tech-
nical means. The concept of ‘information security’ takes centre stage. Clearly,
technical measures are never exceptional. At the same time, however, technical
measures are used to ensure national security. From this, it follows that national
security measures do not always have to be exceptional.

Critical infrastructures are an inherently civil domain. Before ‘critical infra-
structure’ became a term of great interest in the US national security debate, the
topic of infrastructures was debated by public policy-makers in the 1980s. The
focus of debate was on the nature, extent, and severity of poor physical con-
dition and on decisions enacted by government at all levels on spending prior-
ities to meet physical and management needs (Moteff et al. 2002: 14).
Definitions of infrastructure at that time were, for example, related to public
service and production facilities, which include a wide array of public facilities
and equipment required to provide social services and support private-sector
economic activity or facilities that provide a foundation or basic framework for
the national economy, and in which federal policy plays a significant role.
Already included were facilities that provide services that ‘form the underpin-
nings of the nation’s defense, a strong economy, and our health and safety’
(Moteff et al. 2002: 14–16). Thus, we find that the national security dimension is
present but not as a priority.

The usage of the term ‘critical infrastructure’ in today’s sense evolved around
the second half of the 1990s in connection with the Oklahoma City bombing.
The PCCIP report defines ‘critical infrastructure’ as a

framework of interdependent networks and systems comprising identifiable
industries, institutions (including people and procedures), and distribution
capabilities that provide a reliable flow of products and services essential to
the defense and economic security of the United States, the smooth func-
tioning of government at all levels, and society as a whole

(PCCIP 1997: B-2)

Certain forms of infrastructure are deemed more essential than others; if any of
these should cease to function for a prolonged period, it would be difficult for
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society as a whole to continue functioning. Therefore, these elements are
regarded as ‘critical’. The PCCIP designated certain ‘sectors’, such as telecom-
munications, electrical power systems, banking and finance, and emergency ser-
vices, as critical. The choice of business sectors as units for lists of critical assets
is a pragmatic approach that mirrors the fact that the majority of infrastructures
is owned and operated by private actors. In his Executive Order of 8 October
2001, Bush expanded the sectors included in CIP to encompass nuclear material,
agriculture, and ‘special events’ of ‘national significance’ (Bush 2001a: sec. e,
§4). This was followed by other documents, which add the chemical industry,
postal services, and shipping to the list (Bush 2002: 31). Some experts even
argue that the debate should be enlarged to the whole of the ‘built environment’,
which encompasses all human-made physical elements of society and where the
average person spends 95 per cent of their lives (Yates 2003).

During the same time in which the criteria for ‘critical’ infrastructures have
expanded over time, the very concept of criticality has also changed. We can
distinguish between two different but closely interlinked ways of understanding
criticality (Metzger 2004):

• Criticality as systemic concept: This approach assumes that an infrastruc-
ture or an infrastructure component is critical due to its structural position in
the whole system of infrastructures, especially when it constitutes an
important link between other infrastructures or sectors and thus reinforces
interdependencies. This is a technically oriented understanding.

• Criticality as a symbolic concept: This approach assumes that an infrastruc-
ture or an infrastructure component is inherently critical because of its role
or function in society; the issue of interdependencies is secondary – the
inherent symbolic meaning of certain infrastructures is enough to make
them interesting targets. The symbolic understanding of criticality allows
the integration of non-interdependent infrastructures as well as objects that
are not man-made into the concept of critical infrastructures, including
significant personalities or natural and historical landmarks with a strong
symbolic character.

Both conceptions have existed side by side for some time. But, it is the combina-
tion of both of these notions that has designated the protection of critical infra-
structures a key challenge for national security today. The emphasis on the
networked, interdependent, and interconnected nature of various sectors in con-
nection with the symbolic understanding creates a specific set of problems:
when the concept of criticality, and accordingly the notion of what is to be
secured, is expanded from interconnected physical networks to include every-
thing with an emotional attachment, almost everything becomes an infrastruc-
ture, and everything is potentially critical: even a minor event of little apparent
significance could potentially trigger largely unpredictable cascading effects
throughout a large number of sectors. In this way, the problem becomes in effect
unmanageable: in the inherently binary logic of security, there are no grey areas.
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Either one is secure or one is not. Seen from this viewpoint, it is simply imposs-
ible to provide absolute protection for all potentially critical assets.

The response to this dilemma has been to use the classic tool of the private
sector, risk analysis. According to one standard definition of risk found in the
technical domain, it is a function of the likelihood of a given threat source dis-
playing a particular potential vulnerability and the resulting impact of that
adverse event (Haimes 1998). Risk analysis refers to the processes used to eval-
uate those probabilities and consequences and also to the study of how to incor-
porate the resulting estimates into decision-making processes. As a
decision-making tool for the security sector, risk assessment methodologies aim
to assure that the priority or appropriateness of measures used to counter specific
security threats is adequate for the existing risks. Outcomes of the risk assess-
ment process are used to provide guidance on the areas of highest risk and to
devise policies and plans to ensure that systems are appropriately protected
(Dunn 2004). Risk assessment methodologies are step-by-step approaches. At
the end of these processes, one usually arrives at risk mitigation measures,
which involves prioritising, evaluating, and implementing the appropriate risk-
reducing controls suggested by the risk assessment process. The underlying rea-
soning is that if one cannot secure everything, at least one can prioritise.

In contrast to the logic of security, the logic of risk is not binary but proba-
bilistic. It is a constant process towards a desired outcome. Thus, managing risk
is essentially about accepting one that is insecure, but also constantly patching
this insecurity, and thus working towards a future goal of more security. As
Kristian Kristensen puts it,

The rationality of risk functions as a means to manage the present, and the
goal of absolute security is moved into the future. The state can thus argue
that it will live up to its constitutional commitments in the future by contin-
uously arguing that it is minimizing the risk in the present. This gives the
government the conceptual means to picture the reality of critical infrastruc-
ture protection as a constant ‘work in progress’.

(Kristensen forthcoming 2008)

More importantly, even a business rationale is not only forced upon govern-
ments by the mammoth task of securing everything, but is also due to the fact
that the private industry owns and operates about 85–95 per cent of critical
infrastructures and key assets in the United States, depending on the sources
cited. Therefore, much of the expertise and many of the resources required for
planning and taking better protective measures lie outside the federal govern-
ment (Baird 2002; Goodman et al. 2002; Bosch 2002). As a result, it is neces-
sary to delegate a large part of the responsibility for the protection of critical
infrastructure to their private owners and operators. Whereas the traditional
logic of national security suggests unilateral government action and policy, CIP
policies are inevitably blurred by domestic considerations and other policy
imperatives.
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One could argue that this environment forces certain practices (like risk
analysis) on the government. However, this does not necessarily have to be a
negative development but could in fact also be seen as a convenient way out of a
great dilemma. First, the responsibility for creating security can be and must be
put on the shoulders of non-state actors, not least because the information
revolution and economic growth are so closely interrelated, any involvement of
the state in cyber-security matters is undesirable and subject to much scrutiny.
Second, one can argue that in this community, it has long been acknowledged
that absolute security is not possible but that one is nonetheless constantly striv-
ing towards more security.

Ultimately, all of this has led to failed securitisation: securitisation moves are
only successful if they are taken out of the ‘normal bounds of political pro-
cedure’, which in turn amounts to a call for exceptional measures (Buzan et al.
1998: 24), and if an audience ‘accepts’ the security argument and extraordinary
measures (Buzan et al. 1998: 25). What has evolved, however, is a new logic of
security. Today, national security is also concerned with attempts to create
resilience and redundancy in national infrastructure through cyber-security
measures and other means. This means that measures that are generally regarded
as being within the purview of information security may now also be included
among measures to ensure national security. In this new logic of security, two
formerly different notions of security merge as technical security, and safety and
national security become one.

As a result of this, it has become questionable whether security policy can
only be understood as a ‘policy for extraordinary circumstances’ or as a policy
for existential threats that is removed from the realm of everyday politics (Buzan
et al. 1998). Current definitions allow us to designate practically everything as
an ‘infrastructure’; and the CIP concept implies that everything is a concern for
national security. Therefore, exceptional measures are highly contextual and
subjective, so that they might not always be security measures in a restricted
sense, and security measures might not always be exceptional. It seems that we
are faced with both, a failed securitisation and a new logic of security. This
reflects a changing and very broad concept of security for which securitisation
theory might not have an answer. The fact that the maintenance of ‘business
continuity’ for an individual, corporate, or local actor, and security efforts in
terms of national or even international security often exist side by side
(Demchak 1999) in the realm of CIP and homeland security seems to be a long-
term trend rather than an exception and points to the changing nature of security
practices in a world in which the state sees itself as being unable ‘to go it alone’.
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7 Cyber-threats and security in the
information age
Issues and implications

This book has dealt with the political processes that have favoured the rise of
cyber-threats to prominence and, occasionally, to a top place on the security
political agenda in the United States. It has explored a fairly ‘new’ security issue
in terms of the threat perceptions of key actors and the dynamic interaction
between actor constellations, systemic conditions, and institutional settings.
Threat frames, specific interpretive schemata about what counts as threat or risk
and how to respond to it, were at the heart of the investigation – and have
revealed a lot about how security in the information age is defined and ulti-
mately practiced.

One of the main reasons why the issue of cyber-threats has gained so much
attention in recent years is the fact that in the process of threat politics, US offi-
cials have convincingly argued that they threatened the very fabric of modern
societies. The argument goes that increasingly, everything, including, for
example, the delivery of energy to homes and businesses and the effectiveness
of health care systems, is dependent on the reliability of information systems
and networks. These critical information infrastructures are regarded as the
backbone of critical infrastructures in general, given that the uninterrupted
exchange of data is essential to government operations, emergency services, and
commerce. This dependence on information – combined with increasing vulner-
abilities resulting from the technical security gaps, the complexity of techno-
logy, ongoing market liberalisation, and the growing ability and willingness of
malicious actors to conduct physical and cyber-attacks – makes telecommunica-
tions and information systems highly vulnerable targets, at least in theory.

Compared to more traditional security threats, which have usually been cate-
gorised in terms of the dimensions ‘actor’, ‘intention’, and ‘capabilities’,
modern threats, which include, but do not only consist of, cyber-threats, can no
longer be labelled that easily due to various levels of uncertainties. The possible
use of information and communication technologies (ICT), either as a target or
as a tool, by a wide range of malevolent actors defies traditional approaches to
threat analysis. As we have pointed out in this study, the defining characteristic
of cyber-threats is their unsubstantiated nature: none of the worst-case scenarios
have ever materialised, not even in part. At the heart of the issue lies the fact that
we are dealing with a threat whose dimensions remain altogether uncertain –



opening up a broad margin for political bargaining. One aspect of this is that
various sorts of experts disagree on the gravity of the cyber-threats and grapple
with the question of how likely they are and how soon an incident with a gen-
uinely society-threatening impact might occur. In fact, the estimated probabili-
ties range from 0 to 1, from never to tomorrow. This is not overly surprising
because the question of ‘how likely – how soon’ is notoriously hard to answer at
the best of times, for who knows the future?

Common wisdom has it that predictions of adverse future events such as
cyber-attacks is considerably handicapped by the fact that the end of the Cold
War not only brought the end of a relatively stable bipolar world order but also
the end of the relatively bounded nature of threats – a statement that is of course
oversimplified, for threats were never quite as clear as some like to claim.
However, the argument is that in the realm of cyber-threats, there is no clearly
identifiable actor who could become a possible enemy; in theory, cyber-
attackers can be teenagers, ‘rogue states’, terrorists, or disgruntled insiders, even
private companies or political activists. Further, this uncertainty implies that it is
very hard to obtain verifiable information on the hostile intentions and cap-
abilities of the possible attacker. In addition, even the assumption of an entire
society’s vulnerability has been repeatedly questioned: as pointed out in the
introduction, our technology-based societies have learned to live fairly well with
the many disruptions that occur daily. One could also argue that complex soci-
eties are both more adaptable and more redundant than others.

Some even say that the assumption of vulnerability is wrong, because auto-
matically linking computer network vulnerability to critical infrastructure vul-
nerability is misleading: critical infrastructures, especially in large market
economies, are more distributed, diverse, redundant and self-healing than a
cursory assessment may suggest, rendering them less vulnerable to attack
(Lewis 2002). Furthermore, there is a lot of guesswork involved at all levels: in
order to know how vulnerable critical infrastructures truly are to cyber-attacks,
we would need a detailed assessment of redundancy for each target infrastruc-
ture, normal rates of failure and response, the degree to which critical functions
are accessible from public networks, and the level of human control, monitoring,
and intervention in critical operations (Ezell et al. 2000; Haimes and Jiang 2001;
Lewis 2002;). However, there is no public or even readily available data on how
vulnerable critical systems are, since defence computers are buried under layers
of secrecy and classification, and private companies are not likely to volunteer
such information (Chapman 1998).

Hence, it looks as though we were dealing with a threat that is in essence
unknowable and, by inference, in essence unmanageable. However, new
avenues of reasoning are opened when unmanageable threats are treated as risks.
Risks exist in a permanent state of virtuality and are actualised only through
anticipation (Loon 2002: 2), leading to a state of ‘no-longer-but-not-yet – no
longer trust/security, not yet destruction/disaster’ (Beck 1999: 137). This state of
limbo permits promising new security practices. Cyber-threat politics take place
in a security environment that is governed by the notion of risk management
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rather than traditional security practices, and the strategies and policies pursued
to secure the information space change the role of government in providing
security; providing security inside a society is not the same as on the outside,
despite the fact that the ultimate goal remains the same. At the most fundamental
level, while it remains the essential task of a government to provide the security
of society, it has simultaneously become impossible for a government to achieve
this by itself in the case of protection against cyber-threats, especially in the
form of critical infrastructure protection (CIP).

Changed security practices and an evolving new logic of security were
already discussed in the last chapter of this book, but this subject merits addi-
tional attention. As we have argued in Chapter 1, there is never a simple answer
to the question of what has changed to what degree. Often, the question of
change refers to systemic and sweeping phenomena, a fundamental type of
change that transforms the practices and constitutive conventions of the entire
system. One might argue that a fundamental change in the international system
occurs when a significant amount of its constitutive norms or rules are altered
(Kratochwil 1989: 64). Susan Strange (1988: 123) has argued similarly when
stating that technological changes only change power structures if they are
accompanied by changes in the basic belief systems that underpin or support
the political arrangements that are acceptable to society. At the same time, we
must be aware that change is inherently a question of perceptions. Not only is
change an evolutionary process rather than a single event with clearly dis-
cernible beginning or end, it is also not universally given; it is rather a matter of
scales and of arbitrarily chosen reference points. In a short term or micro-
perspective, previous year was fundamentally different from present year –
while in a long term or macro-perspective, a truly fundamental alteration of the
persisting dynamics and patterns of power, authority, status, and nature of
social institutions may be lacking (Holsti 1998: 4). In this context, the ques-
tions of discovery and innovation are of fundamental importance: How can we
notice a ‘pattern’ we have never seen before (Crutchfield 1994, 2002)? In fact,
there is always some ad hoc quality involved in the recognition of something
new. While such patterns may merit consideration in their own right, the onto-
logical validity of a perceived novelty remains unclear. Because patterns must
be ‘recognised’ by the observer, any observed structure or patterns may be an
artefact of the research question; other patterns may go unnoticed for the same
reasons (Mihata 1997: 32).

In this book, the solution to this ontological difficulty has been to acknow-
ledge that the perception of issues by key actors has the decisive impact on
their beliefs and actions. In our analysis, we have not focused on the questions
of ‘change or no change’ and ‘more complex or not’ as objective truth but
rather on the implications of these developments. The argument is that it does
not matter whether there actually is such a development, but it matters whether
it is believed to be real and whether people act as if it were real. However, it
seems of some value to attempt to go beyond the acknowledgment of the
importance of perceived changes and to try to pinpoint what is new in today’s
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security environment, even if this stands in some contrast to the constructivist
framework we have developed to address threat politics.

As I have argued above, we can observe a qualitatively significant change in
some of the means employed to achieve security today. The urgency of fighting
cyber-threats was established by linking them to the concept of critical infra-
structures. CIP is an important subset of the even wider-ranging concept of
homeland security, and it is here that changes can best be exemplified. Security
policy has traditionally been about policies of fortification, balancing, and a
‘hardening’ of the outer shell of the state. Unmistakeably, homeland security is
part of national security, but it is still not entirely congruent with it, being more
like a parallel concept than a derivative of national security. It is a manifestation
consistent with the line of reasoning that the challenges faced ‘inside’ and
‘outside’ of the state have become blurred in the new threat environment to the
point where they have become the same. One concrete consequence of this is
that the tasks of the ‘agents of security’ have changed, as those traditionally con-
cerned with security inside the state are increasingly involved in issues of ‘inter-
national’ security (Sjursen 2004) and vice versa. Part of this expansion has
included a redefinition of law enforcement concerns as security concerns. As a
result, the ‘low politics’ of policing has now in some instances become ‘high
politics’ and vice versa (Bigo 2000; Andreas and Price 2001: 51).

Practices aiming to create security inside sovereign space, on the domestic
territory, are not revolutionarily new practices: protection concepts for strategic-
ally important infrastructures and objects have been part of national defence
planning for decades, though at varying levels of importance. Today, however,
both the context and their significance have changed. It is indeed a ‘new’ phe-
nomenon that certain practices in connection with cyber-threats and CIP have
made grey zones of security possible, and a future state of potential security
through risk management, a state that is never being but always becoming.
Specifically, we have shown how the US administration applies the logics of
probability and risk to CIP. Due to the nature of what is to be secured, these pol-
icies are conditioned on negotiation and shared responsibility with the private
actors of domestic society. In this relationship, a domesticated version of secur-
ity policy comes under the influence of an economic rationale.

It has even been convincingly argued that one solution to the problem of
cyber-security is to focus on economic and market aspects of the issue rather
than on suitable technical protection mechanisms (Andersson 2001). If we apply
this viewpoint, we quickly realise that the insecurity of the Internet can be com-
pared to environmental pollution and that cyber-security in fact shows strong
traits of a ‘public good’ that will be underprovided or fail to be provided at all in
the private market. Public goods provide a very important example of market
failure, in which individual behaviour aimed at gaining profit from the market
does not produce efficient results (Dunn Cavelty and Mauer 2007).

Clearly, looking at cyber-security as an economic problem means to ‘desecu-
ritise’ the issue even further. Despite the fact that the securitisation of cyber-
threats, as defined by securitisation theory, has failed, the rationale of national
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security is upheld on the rhetorical level. This is not necessarily desirable. A
rhetorical ‘desecuritisation’ could help. Desecuritisation as the ‘unmaking of
security’ has been considered a technique for defining down threats, in other
words, a ‘normalisation’ of threats that were previously constructed as extra-
ordinary. This normalisation is a process by which security issues lose their
security aspect, making it possible to interpret them in multiple ways. Desecuri-
tisation, therefore, allows more freedom both at the level of interpretation and in
actual politics or social interaction (Aradau 2001b). While such a normalisation
is not necessary on the level of countermeasures, it is necessary on the level of
threat rhetoric. At the same time, a focus on market aspects of the issue can help
create a market for cyber-security, which could reduce much of the insecurity of
the information infrastructure, and thus also diminish the vulnerability of society
(Suter 2007).

A strong economic perspective has not, however, prevented cyber-
instruments from being added to the military toolbox. It is somehow ironic that
new security practices geared towards the protection of cyber-threats go hand in
hand with what I would like to call new threat practices by the United States. It
is evident from our study that the birth of information warfare concepts focused
security policy on the vulnerability of civil infrastructures in the first place and
thus ultimately raised an array of questions about the nature, scale, and ulti-
mately management of future international conflicts. A matter of great relevance
in this context is the role of the US government in creating a sense of insecurity
in this domain that subsequently has a negative impact on the perceptions of key
actors within the United States. Specifically, there is an underlying tension
between the desire of military establishments to exploit cyberspace for military
advantages and to develop doctrines and capabilities within the broad rubric of
‘information operations’ and concerns about the dependency of militaries, gov-
ernments, economies, and societies on the networked information systems that
are emerging as the backbone of post-industrialised societies.

The doctrinal development observable today goes far beyond being a mere
guideline for technology-supported military operations; it openly considers the
use of non-military and asymmetrical alternatives in international conflicts as
well as ways to exploit them as a tool for international politics detached from
military battlefield operations – e.g. to conduct computer espionage and sabo-
tage as well as ‘truth projection’ through electronic mass media at all times. The
extant information operations concepts consider the targeting of civil targets on
the physical, psychological, and virtual levels. When this tendency is added to
the general trend towards asymmetric strategies, we seem to be heading towards
warfare in which battlefields envelop entire societies, the distinction between
civilian and military targets disappears, and military objectives shift from the
destruction of discrete enemy lines to an erosion of popular support for the war
within the enemy’s society. Thus, information operations blur the boundaries
between civilian and military objectives and systems and also between war and
peace, since many aspects of information operations are conducted ceaselessly.
Even though modern conflicts are often pictured as being less violent and bloody

142 Cyber-threats and security



than former wars, the trend towards more civilian involvement is not encourag-
ing. Suddenly, the frontlines are ‘everywhere’.

What these state-led approaches to attack through cyberspace fail to recog-
nise, however, is the nature of the globally interdependent network environment
and, more surprisingly, the leading role in this domain of the private sector,
whose key role in securing the homeland is emphasised in practically every
public speech on the topic. Andrew Rathmell (2001) has argued, for example,
that the notion of interdependencies is not appreciated by current military think-
ing. Constrained by a focus on delivering ‘effects’ to a particular geographic
conflict zone, armed forces are trying to exploit electronic attacks for precise tar-
geting of enemy infrastructures.

There is a severe disjunction between the emerging military doctrine on
information operations and computer attacks, on the one hand, and the techno-
logical and market realities of a globalised, interdependent, and networked world,
on the other. The features of the emerging information environment make it
extremely unlikely that any but the most limited and tactically oriented instances of
computer attacks could be contained, as current military doctrine would demand.
More likely, computer-attacks by the military could ‘blow back’ through the inter-
dependencies that characterise the environment. Even relatively harmless viruses
and worms cause considerable random disruption to businesses, governments, and
consumers. In addition, the routine use of computer network–attacks would most
likely undermine the already brittle trust in cyberspace. Awareness that global
information networks are routinely exploited by Western militaries would lead
users to question whether data and systems were trustworthy and to wonder
whether information was being polluted. The damage to consumer and business
confidence could well undermine efforts to promote a reliable information society.

This said, the approach that we have chosen to analyse the issue of cyber-
threats in this book does not help us to determine whether cyber-threats are fact
or fiction. This reveals a vexing rift between theory and practice: cyber-threats
have not (yet) become a reality, but the United States, and other governments in
developed societies, still act as though they were a clear and present danger.
Granted, this means that, in theory, it does not matter whether the threat is real
or not: what matters is that decision-makers consider cyber-attacks a real threat
and act accordingly. The question of whether the threat is real does matter in
practice, however. Even though the analysis of threat frames can enlighten us as
to why certain political solutions are preferred over others, the approach does
not solve any of the problems decision-makers have with managing uncertain-
ties. The dilemma is that decision-makers must act on the basis of objective truth
and facts – they cannot constantly question their own actions and assumptions or
focus their attention on political processes in which they are directly involved.
But what if there are no objective truths or facts? As Douglas and Wildavsky
(1983: 1) put it, ‘can we know the risks we face now and in the future? No, we
cannot; but yes, we must act as if we do’.

The most pressing issue with considerable direct impact is probably the ques-
tion of how to establish a sustainable ‘security threshold’ in the face of such
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uncertainties. As Barry Buzan has argued: ‘Setting the security trigger too low
on the scale risks paranoia [. . .] setting it too high risks failure to prepare for
major assaults until too late’ (Buzan 1991: 115). The goal of CIP is to ensure
that any disruption of the services provided by critical infrastructures will be
infrequent, of minimal duration, and manageable. In theory, therefore, even a
single attack – regardless of the nature of the attacker – could constitute a matter
of national security. Clearly, this security threshold depends on the definition of
criticality. As we have shown, the concept of criticality has been greatly
expanded over the years and now theoretically encompasses all elements of the
networked environment. Following this logic, everything is insecure and must
be secured. But securing everything is something that cannot be done: it is not
only physically impossible but even further complicated by the inclusion of psy-
chological aspects in the definition – in this case, not even the private sector can
help. The only way out of this problem is to employ a much narrower and more
sensible concept of what is to be considered as critical.

All the evidence that we have seen in the last couple of years suggests that
computer network vulnerabilities are an increasingly serious business problem,
but that their threat to national security is overstated. We could even argue that
positioning the topic on the national security agenda is not justified. Put simply,
if a cyber-attack does not cause damage that rises above the threshold of the
routine disruptions that every economy experiences, it does not pose an imme-
diate or significant risk to national security. In fact, in the larger context of
normal economic activity, where dozens or even hundreds of different systems
provide critical infrastructure services, it may be a routine occurrence for service
to be denied to customers for hours or even days during instances of water
system failures, power outages, air traffic disruptions and other scenarios, which
thus constitute routine events that do not affect national security at all.

However, the current threat frame is so persuasive that the inherently nebu-
lous notion of cyber-threats will remain on the national security agenda in some
form. Because of this, decision-makers must be careful not to foment ‘cyber-
angst’ to an unnecessary degree, even if the threat cannot be completely dis-
missed. In seeking a prudent policy, the difficulty for decision-makers is to
navigate the rocky shoals between hysterical doomsday scenarios and unin-
formed complacency. In the realm of cyber-threats, the issue is not really
whether we will be attacked in the near or distant future. The focus should rather
be on a far broader range of potentially dangerous occurrences involving cyber-
means and targets, including failure due to human error, technical problems, and
market failure apart from malicious attacks. This not only does justice to the
complexity of the problem but also prevents us both from setting the security
trigger too low and setting it too high.
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